Joint Multi-Channel Dereverberation and Noise Reduction

Using a Unified Convolutional Beamformer With Sparse Priors
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Introduction Filter Optimization Experimental Evaluation

Reverberation and noise degrades speech quality. Distortionless Constraint Reverb Challenge development dataset [4]
Reverberation time Tgy € {0.35,0.65,0.7s}, SNR of about 20dB
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In the STET-d _ berati d noise lead t | STFT: 32 ms frame length with 25% overlap and square-root-Hann window
n the -domain reverberation and noise lead to a less sparse , _ _ _ | - .
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coefficients as objective function RTF estimation
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sparsity of the cost function for WPD. Conventional Objective Function Proposed Objective Function RGSUltS

Additionally we investigate the effect of single- and multi-channel Ti : : :
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Convolutional Signal Model (multi-frame) in STFT-domain
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Desired component d; can be approximated by:  d; =~ vs; = v,dp ¢ » Optimize and update the variances A; and weights W - ration - ration
with the relative transfer function (RTF) vector v,
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Stacked signal vector y; contains the current frame and the past frames with noisy power-weighted multi-frame | with noisy reweighted multi-frame co- ; 0.2 0.2
corresponding to late reverberation — Gap of 7 — 1 frames to keep early covariance matrix variance matrix g 82 82
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Yt : iteration Iteration
Dereverberate Beamforming
In|t|al|zat|on Of VarlanCES/WEIghtS Multi-channel initialization outperforms single-channel initialization
T T (higher performance and faster convergence)
E.Stimate Estimate No output signal power available in first iteration — Use input signal power Proposed beamformer with sparse priors outperforms conventional
weights v ; RTF vector v, | Single-channel initialization: A1 — |y |2 and wil=ly ‘Z—p | WPD beamformer (only slightly if multi-channel initialization is used)
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T 942 t e We extended the proposed method towards a weighted LCMP
e Multi-channel initialization: A;; = 552 and  w,; = 242 beamformer and participated in the Clarity Challenge [5, 6]
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