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PROBLEM STATEMENT
Objective of binaural noise reduction algorithm:

increase speech intelligibility: suppress undesired sound sources
preserve spatial impression of acoustic scene (binaural cues of all sound sources)

Binaural minimum variance distortionless response beamformer with
partial noise estimation (BMVDR-N)

preserves binaural cues of target speaker
parameter allows to trade off noise reduction and binaural cue preservation of
background noise

This poster: signal-dependent method to determine trade-off
parameter based on coherence between noisy input signals and
output signals of BMVDR beamformer

BINAURAL NOISE REDUCTION
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BMVDR beamformer [1, 2]: minimize PSD of the noise component
while preserving speech component in reference microphone signals at
left and right hearing aid
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Requires:
Rv : noise covariance matrix (estimate or model)
A0 and A1 : relative transfer function (RTF) of target speaker for left and
right hearing aid
+ preserves binaural cues of target speaker
- distorts interaural coherence (IC) of noise component

BMVDR-N beamformer [1, 3]: also preserve portion of noise component
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η0 and η1: frequency-dependent trade-off parameters between noise
reduction and binaural cue preservation of background noise
η0 = η1 = 1: perfect binaural cue preservation, no noise reduction
η0 = η1 = 0: maximum noise reduction, no binaural cue preservation

TRADE-OFF PARAMETERS
Fixed broadband values (e.g. η0 = η1 = 0.2 ... 0.3)
Frequency-dependent values, based on IC discrimination ability of
human auditory system [3]
Frequency-dependent values, based on input/output SNR [4]

large SNR: more important to keep maximum noise reduction (BMVDR)
low SNR: more important to preserve binaural cues (scaled input signals)

Frequency-dependent continuous function, based on magnitude
squared coherence (MSC) between noisy reference microphone signals
and output signals of BMVDR beamformer
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Characteristic curve between MSCio and trade-off parameter η.

MSC-based algorithms:
MSC1 with ηmax = 0.7 and MSCmin

io = 0
MSC2 with ηmax = 1 and MSCmin

io = 0.1

EXPERIMENTAL RESULTS
Acoustic scenario

Measured impulse responses from a binaural hearing aid (2 microphones each) in
reverberant cafeteria (T60 ≈ 1250 ms) [5]
Target speaker at 0◦ (scenario 1) and at -35◦ (scenario 2)
Ambient noise (babble noise, clacking plates) recorded in the same cafeteria

Algorithm implementation
STFT framework: frame length 30 ms, frame shift 15 ms, fs =16 kHz
Noise covariance matrix Rv: diffuse noise assumption
RTF vectors: calculated from anechoic HRIRs, no DOA estimation errors
Recursive smoothing: time constant for MSC 20 ms

Objective performance measures
Intelligibility-weighted hybrid SNR, taking into acount better ear glimpsing
Bam-Q: spatial impression of acoustic scene [6]

Subjective listening test
N = 11 normal-hearing subjects
Speech reception threshold (SRT): Oldenburg sentence test
Spatial quality: MUSHRA using reference microphone signals as hidden reference
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hybrid SNR and Bam-Q predict subjective results rather well
BMVDR: SRT improvement of about 4 dB, poor spatial quality
BMVDR-IC: similar SRT improvement as BMVDR, significantly improved
spatial quality compared to BMVDR
BMVDR-MSC: similar SRT improvement as BMVDR, significantly
improved spatial quality compared to BMVDR and BMVDR-IC
(scenario 2)
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