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ABSTRACT

In everyday speech communication situations undesired acoustic sources, such as
competing speakers and background noise, frequently lead to a decreased speech
intelligibility. Over the last decades, hearing devices have evolved from simple sound
amplification devices to more sophisticated devices with complex functionalities
such as multi-microphone speech enhancement. Binaural beamforming algorithms
are spatial filters that exploit the information captured by multiple microphones on
both sides of the head of the listener. Besides reducing the undesired sources, another
important objective of a binaural beamforming algorithm is the preservation of the
binaural cues of all sound sources to preserve the listener’s spatial impression of the
acoustic scene.

The aim of this thesis is to develop and evaluate advanced binaural beamforming al-
gorithms and to incorporate one or more external microphones in a binaural hearing
device configuration. The first focus is to improve state-of-the-art binaural beam-
forming algorithms, more in particular to develop a novel algorithm that jointly
preserves the binaural cues of a desired source, interfering sources and background
noise. The second focus is the incorporation of one or more external microphones
to improve the noise reduction and binaural cue preservation performance of bin-
aural beamforming algorithms, without assuming any a-priori knowledge about the
position of the external microphones.

First, we propose a novel binaural beamforming algorithm, called binaural LCMV
beamformer with partial noise estimation (BLCMV-N), which allows to preserve the
binaural cues of the interfering sources and allows to control the trade-off between
noise reduction performance and binaural cue preservation of the background noise.
We analytically derive the performance of the proposed BLCMV-N beamformer in
terms of noise reduction and binaural cue preservation, show its advantages com-
pared to state-of-the-art binaural beamforming algorithms, and validate the theo-
retical findings with realistic experiments and a perceptual listening test.

Second, we investigate the incorporation of an external microphone in the binaural
MVDR beamformer with partial noise estimation (BMVDR-N) for an arbitrary
noise field. We derive analytical expressions for the noise reduction and binaural
cue preservation performance showing that incorporating an external microphone
allows to significantly increase the noise reduction performance compared to using
only the head-mounted microphones, while preserving the spatial impression of the
background noise. The derived analytical expressions generalize the results obtained
in previous work and are experimentally validated for realistic acoustic scenarios.

Finally, we propose computationally efficient methods to estimate the relative trans-
fer function (RTF) vectors of the desired source, exploiting one or more external mi-
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crophones that are spatially separated from the head-mounted microphones. With-
out requiring any a-priori knowledge about the positions of the external microphones
and the desired source, these methods enable to incorporate external microphones
in a binaural hearing device configuration and to steer binaural beamforming al-
gorithms. We further propose several procedures to combine different RTF vector
estimates, that can be obtained when multiple external microphones are available.
Experimental results for a moving desired source in a reverberant environment show
that the proposed methods are applicable in realistic and highly dynamic acous-
tic scenarios, and outperform state-of-the-art RTF vector estimation methods at a
much lower computational complexity.
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ZUSAMMENFASSUNG

In alltäglichen Situationen der Sprachkommunikation führen unerwünschte
Schallquellen, wie z.B. konkurrierende Sprecher und Hintergrundgeräusch,
regelmäßig zu einer verminderten Sprachverständlichkeit. Im Laufe der letzten
Jahrzehnte haben sich Hörgeräte von einfachen Geräten zur Schallverstärkung zu
anspruchsvolleren Geräten mit komplexen Funktionalitäten wie z.B. Multimikrofon-
Sprachverbesserung entwickelt. Binaurale Beamforming-Algorithmen sind räum-
liche Filter, die die von mehreren Mikrofonen auf beiden Seiten des Kopfes des
Hörers aufgenommenen Informationen ausnutzen. Neben der Reduktion der uner-
wünschten Quellen ist ein weiteres wichtiges Ziel eines binauralen Beamforming-
Algorithmus der Erhalt der binauralen Cues aller Schallquellen, um den räumlichen
Eindruck des Hörers der akustischen Szene zu erhalten.

Ziel dieser Thesis ist die Entwicklung und Evaluierung fortschrittlicher binauraler
Beamforming-Algorithmen und die Einbindung eines oder mehrerer externer Mikro-
fone in eine binaurale Hörgerätekonfiguration. Der erste Schwerpunkt liegt auf der
Verbesserung moderner binauraler Beamforming-Algorithmen, insbesondere auf der
Entwicklung eines neuartigen Algorithmus, der sowohl die binauralen Cues einer
gewünschten Quelle als auch die von Störquellen und Hintergrundgeräusch bewahrt.
Der zweite Schwerpunkt ist die Einbindung eines oder mehrerer externer Mikrofone
zur Verbesserung der Geräuschunterdrückung und des Erhalts der binauralen Cues
durch binaurale Beamforming-Algorithmen, ohne dass a-priori Kenntnisse über die
Position der externen Mikrofone vorausgesetzt werden.

Als erstes schlagen wir einen neuartigen binauralen Beamforming-Algorithmus vor,
den so genannten binauralen LCMV Beamformer mit partieller Geräuschschätzung
(BLCMV-N), der es ermöglicht, die binauralen Cues der Störquellen zu erhalten und
den Trade-Off zwischen Geräuschunterdrückung und Erhalt der binauralen Cues des
Hintergrundgeräuschs zu kontrollieren. Wir analysieren die Leistungsfähigkeit des
vorgestellten BLCMV-N Beamformers in Bezug auf Geräuschunterdrückung und
den Erhalt binauraler Cues, zeigen seine Vorzüge im Vergleich zu modernen bin-
auralen Beamforming-Algorithmen auf und validieren die theoretischen Ergebnisse
mit realistischen Experimenten und einem perzeptiven Hörtest.

Als zweites untersuchen wir die Einbindung eines externen Mikrofons in den binau-
ralen MVDR Beamformer mit partieller Geräuschschätzung (BMVDR-N) für ein be-
liebiges Geräuschfeld. Wir leiten analytische Ausdrücke für die Leistungsfähigkeit im
Bezug auf Geräuschunterdrückung und den Erhalt binauraler Cues her, die zeigen,
dass durch die Einbindung eines externen Mikrofons die Geräuschunterdrückung im
Vergleich zur ausschließlichen Verwendung der kopfgetragenen Mikrofone erheblich
gesteigert werden kann, wobei der räumliche Eindruck des Hintergrundgeräuschs
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erhalten bleibt. Die hergeleiteten analytischen Ausdrücke verallgemeinern die in
früheren Arbeiten erzielten Ergebnisse und werden experimentell für realistische
akustische Szenarien validiert.

Schließlich präsentieren wir rechnerisch effiziente Methoden zur Schätzung der
Relative-Transfer-Function Vektoren (RTF Vektoren) der gewünschten Quelle,
wobei ein oder mehrere externe Mikrofone ausgenutzt werden, die räumlich von
den am Kopf getragenen Mikrofonen getrennt sind. Ohne a-priori Kenntnisse über
die Positionen der externen Mikrofone und der gewünschten Quelle zu benöti-
gen, ermöglichen diese Methoden die Einbindung externer Mikrofone in eine bin-
aurale Hörgerätekonfiguration und die Steuerung von binauralen Beamforming-
Algorithmen. Darüber hinaus schlagen wir mehrere Verfahren zur Kombination
verschiedener Schätzungen der RTF Vektoren vor, die man erhält, wenn mehrere
externe Mikrofone zur Verfügung stehen. Experimentelle Ergebnisse für eine sich
bewegende, gewünschte Quelle in einer halligen Umgebung zeigen, dass die präsen-
tierten Methoden in realistischen und sehr dynamischen akustischen Szenarien an-
wendbar sind und die modernsten Verfahren zur Schätzung von RTF Vektoren bei
wesentlich geringerem Rechenaufwand übertreffen.
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GLOSSARY

Acronyms and abbreviations

ANOVA analysis of variance
ATF acoustic transfer function
BLCMV binaural linearly constrained minimum variance
BLCMV-N binaural linearly constrained minimum variance with partial

noise estimation
BMVDR binaural minimum variance distortionless response
BMVDR-N binaural minimum variance distortionless response with partial

noise estimation
BRIR binaural room impulse response
cf. confer (see also)
CPSD cross power spectral density
CS covariance subtraction
CW covariance whitening
D-BLCMV desired BLCMV
DOA direction-of-arrival
DRR direct-to-reverberant ratio
DS delay-and-sum
eBMVDR extended binaural minimum variance distortionless response
eBMVDR-N extended binaural minimum variance distortionless response

with partial noise estimation
e.g. exempli gratia (for example)
EVD eigenvalue decomposition
FFT fast Fourier transform
FS filter-and-sum
GSC generalized sidelobe canceller
HATS head-and-torso simulator
I-BLCMV interference BLCMV
IC interaural coherence
i.e. id est (that is)
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ILD interaural level difference
iSNR intelligibility-weighted signal-to-noise ratio
ITD interaural time difference
ITF interaural transfer function
LCMV linearly constrained minimum variance
MPDR minimum power distortionless response
MSC magnitude-squared coherence
MUSHRA multi-stimulus test with hidden reference and anchor
MVDR minimum variance distortionless response
PSD power spectral density
RIR room impulse response
RTF relative transfer function
SC spatial coherence
SD superdirective
SIR signal-to-interference ratio
SNR signal-to-noise ratio
SPP speech presence probability
SRT speech reception threshold
STFT short-time Fourier transform
VAD voice activity detector
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Mathematical notation

x scalar x
x vector x

X matrix X

x∗ complex conjugate of scalar x
xT transpose of vector x

xH conjugate transpose of vector x

XT transpose of matrix X

XH conjugate transpose of matrix X

X−1 inverse of matrix X

x̂ estimate of vector x

X̂ estimate of matrix X

p{X} principal eigenvector of matrix X

C set of complex numbers
R set of real numbers

j imaginary unit, i.e., j2 = −1

E{·} expectation operator
| · | magnitude
<{·} real part of a complex number
∠(·) unwrapped phase

Fixed symbols

ML number of microphones in the left hearing device
MR number of microphones in the right hearing device
MH number of head-mounted microphones
ME number of external microphones
M total number of microphones
m microphone index
f frequency bin index
F total number of frequency bins
t time frame index
Td time frame size in the STFT framework
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Ts time frame shift in the STFT framework
ω angular frequency

yL,m m-th microphone signal of the left hearing device
yR,m m-th microphone signal of the right hearing device
xL,m desired source component in the m-th microphone signal of the

left hearing device
xR,m desired source component in the m-th microphone signal of the

right hearing device
uL,m interfering source component in the m-th microphone signal of

the left hearing device
uR,m interfering source component in the m-th microphone signal of

the right hearing device
nL,m noise component in them-th microphone signal of the left hear-

ing device
nR,m noise component in the m-th microphone signal of the right

hearing device
vL,m undesired component in the m-th microphone signal of the left

hearing device
vR,m undesired component in the m-th microphone signal of the

right hearing device
y noisy input vector
x desired source component vector
u interfering source component vector
n noise component vector
v undesired component vector
a ATF vector of the desired source
b ATF vector of the interfering source
ye extended noisy input vector
xe extended desired source component vector
ue extended interfering source component vector
ne extended noise component vector
ve extended undesired component vector
ae extended ATF vector of the desired source
be extended ATF vector of the interfering source
sx desired source signal
su interfering source signal
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eL left selection vector
eR right selection vector
eE external microphone selection vector
eE,i i-th external microphone selection vector
yL left reference microphone signal
yR right reference microphone signal
yE external microphone signal
yE,i i-th external microphone signal
xL desired source component in the left reference microphone sig-

nal
xR desired source component in the right reference microphone

signal
xE desired source component in the external microphone signal
xE,i desired source component in the i-th external microphone sig-

nal
uL interfering source component in the left reference microphone

signal
uR interfering source component in the right reference microphone

signal
uE interfering source component in the external microphone signal
uE,i interfering source component in the i-th external microphone

signal
nL noise component in the left reference microphone signal
nR noise component in the right reference microphone signal
nE noise component in the external microphone signal
nE,i noise component in the i-th external microphone signal
vL undesired component in the left reference microphone signal
vR undesired component in the right reference microphone signal
vE undesired component in the external microphone signal
vE,i undesired component in the i-th external microphone signal
aL ATF between the desired source and the left reference micro-

phone
aR ATF between the desired source and the right reference micro-

phone
aE ATF between the desired source and the external microphone
aE,i ATF between the desired source and the i-th external micro-

phone
aL RTF vector of the desired source with respect to the left refer-

ence microphone
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aR RTF vector of the desired source with respect to the right ref-
erence microphone

aL,e extended RTF vector of the desired source with respect to the
left reference microphone

aR,e extended RTF vector of the desired source with respect to the
right reference microphone

bL ATF between the interfering source and the left reference mi-
crophone

bR ATF between the interfering source and the right reference
microphone

bE ATF between the interfering source and the external micro-
phone

bE,i ATF between the interfering source and the i-th external mi-
crophone

bL RTF vector of the interfering source with respect to the left
reference microphone

bR RTF vector of the interfering source with respect to the right
reference microphone

bL,e extended RTF vector of the interfering source with respect to
the left reference microphone

bR,e extended RTF vector of the interfering source with respect to
the right reference microphone

Ry noisy input covariance matrix
Rx desired source covariance matrix
Ru interfering source covariance matrix
Rn noise covariance matrix
Rv undesired covariance matrix
Γ spatial coherence matrix
Ry,e extended noisy input covariance matrix
Rx,e extended desired source covariance matrix
Ru,e extended interfering source covariance matrix
Rn,e extended noise covariance matrix
Rv,e extended undesired covariance matrix
rn,E cross correlation vector between the noise component in the

head-mounted microphone signals and the noise component in
the external microphone signal

Γe extended spatial coherence matrix
IM M ×M -dimensional identity matrix
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0MH
MH -dimensional zero vector

psx PSD of the desired source
psu PSD of the interfering source
pxL PSD of the desired source component in the left reference mi-

crophone signal
pxR PSD of the desired source component in the right reference

microphone signal
pxLR CPSD of the desired source component in the reference micro-

phone signals
pxE PSD of the desired source component in the external micro-

phone signal
puL PSD of the interfering source component in the left reference

microphone signal
puR PSD of the interfering source component in the right reference

microphone signal
puLR CPSD of the interfering source component in the reference mi-

crophone signals
puE PSD of the interfering source component in the external micro-

phone signal
pnL PSD of the noise component in the left reference microphone

signal
pnR PSD of the noise component in the right reference microphone

signal
pnLR CPSD of the noise component in the reference microphone sig-

nals
pnE PSD of the noise component in the external microphone signal
pn PSD of the noise components for a homogeneous noise field
pvE PSD of the undesired component in the external microphone

signal
pout
xL PSD of the desired source component in the left output signal
pout
xR PSD of the desired source component in the right output signal
pout
uL PSD of the interfering source component in the left output

signal
pout
uR PSD of the interfering source component in the right output

signal
pout
nL PSD of the noise component in the left output signal
pout
nR PSD of the noise component in the right output signal
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SNRin
L SNR in the left reference microphone signal

SNRin
R SNR in the right reference microphone signal

SNRin
E SNR in the external microphone signal

SNRin
E,i SNR in the i-th external microphone signal

SIRin
L SIR in the left reference microphone signal

SIRin
R SIR in the right reference microphone signal

SIRin
E SIR in the external microphone signal

SIRin
E,i SIR in the i-th external microphone signal

SNRout
L SNR in the left output signal

SNRout
R SNR in the right output signal

SIRout
L SIR in the left output signal

SIRout
R SIR in the right output signal

∆SNRL left SNR improvement
∆SNRR right SNR improvement
∆SIRL left SIR improvement
∆SIRR right SIR improvement
ρ output SNR of the BMVDR beamformer
ρe output SNR of the eBMVDR beamformer

ITFin
x input ITF of the desired source

ITFin
u input ITF of the interfering source

ITFout
x output ITF of the desired source

ITFout
u output ITF of the interfering source

ICin
x input IC of the desired source component

ICin
u input IC of the interfering source component

ICin
n input IC of the noise component

ICout
x output IC of the desired source component

ICout
u output IC of the interfering source component

ICout
n output IC of the noise component

MSCin
x input MSC of the desired source component

MSCin
u input MSC of the interfering source component

MSCin
n input MSC of the noise component

MSCout
x output MSC of the desired source component

MSCout
u output MSC of the interfering source component

MSCout
n output MSC of the noise component

MSCdes
n desired output MSC of the noise component

∆MSC MSC error
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η mixing parameter
ηdes mixing parameter that leads to MSCdes

n for the BMVDR-N
beamformer

ηdes
e mixing parameter that leads to MSCdes

n for the eBMVDR-N
beamformer

ηopt SNR-optimal mixing parameter
δ interference scaling parameter
δ̄ adjusted interference scaling parameter
δopt,L SNR-optimal left interference scaling parameter
δopt,R SNR-optimal right interference scaling parameter

wL left filter vector
wR right filter vector
zL output signal of the left hearing device
zR output signal of the right hearing device

wBMVDR,L left filter vector of the BMVDR beamformer
wBMVDR,R right filter vector of the BMVDR beamformer
wBMVDR−N,L left filter vector of the BMVDR-N beamformer
wBMVDR−N,R right filter vector of the BMVDR-N beamformer
wBLCMV,L left filter vector of the BLCMV beamformer
wBLCMV,R right filter vector of the BLCMV beamformer
wBLCMV−N,L left filter vector of the BLCMV-N beamformer
wBLCMV−N,R right filter vector of the BLCMV-N beamformer
weBMVDR,L left filter vector of the eBMVDR beamformer
weBMVDR,R right filter vector of the eBMVDR beamformer
weBMVDR−N,L left filter vector of the eBMVDR-N beamformer
weBMVDR−N,R right filter vector of the eBMVDR-N beamformer

C constraint matrix
CL left constraint matrix
CR right constraint matrix
g response vector
gL left response vector
gR right response vector
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1
INTRODUCTION

We are constantly exposed to undesired sound sources in many everyday situations
of speech communication, such as family gatherings, in restaurants or in traffic. In
complex acoustic scenarios where many speakers speak simultaneously from all di-
rections, i.e., the so-called cocktail party scenario [1], speech intelligibility can be
particularly impaired. While even normal-hearing persons may be affected by this
issue, hearing-impaired persons may be completely excluded from communicating
via speech. When speech intelligibility is affected by undesired sources such as inter-
fering sources (e.g., competing speakers) and background noise (e.g., diffuse babble
noise), a simple restoration of loudness is typically not sufficient. In such complex
acoustic scenarios, beamforming algorithms for head-mounted assistive hearing de-
vices (e.g., hearing aids, earbuds and hearables) are crucial to improve speech intel-
ligibility and speech quality. In a binaural hearing device configuration, where the
listener is equipped with one device on each ear and both devices exchange their
microphone signals, the information captured by all microphones on both sides
of the head can be exploited [2–4]. Besides reducing interfering sources and back-
ground noise, another important objective of a binaural beamforming algorithm is
the preservation of the listener’s spatial impression of the acoustic scene in order
to exploit the spatial release from masking [5] and to prevent confusions due to a
possible mismatch between acoustical and visual information. This can be achieved
by preserving the binaural cues of all sound sources in the acoustic scene.

To combine noise reduction and binaural cue preservation, two different paradigms
are typically adopted [3]. In the first paradigm, two microphone signals, i.e., one on
each device, are filtered with the same (real-valued) spectro-temporal gain, which
intrinsically guarantees binaural cue preservation for all sound sources [6, 7]. In
the second paradigm, considered in this thesis, all available microphone signals
from both devices are processed by different (complex-valued) spatial filters [8, 9].
Although the second paradigm in general allows for more degrees of freedom to
achieve more noise and interference reduction and less speech distortion than the
first paradigm, there is typically a trade-off between noise and interference reduction
performance and binaural cue preservation. State-of-the-art binaural beamforming
algorithms typically preserve the binaural cues of the desired speech source, but
distort the binaural cues of the undesired sources (interfering sources and back-
ground noise). Hence, several extensions have been proposed that additionally aim
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at preserving the binaural cues of the undesired sources [10–13]. Typically, these ex-
tensions are designed to additionally preserve the binaural cues of either interfering
sources or background noise.

To improve the performance of hearing devices, it has been proposed to use one or
more external microphones (e.g., lying on a table, attached to a person) in conjunc-
tion with the head-mounted microphones [14–16]. Such external microphones make
it possible to not only locally sample the sound field (at the listener’s head) but to
increase spatial diversity by spatially distributing the microphones. Besides techni-
cal challenges (e.g., synchronization, bandwidth limitations, transmission loss), one
of the main challenges posed by incorporating external microphones is the fact that
the relative position of the external microphones to the head-mounted microphones
and the sound sources is unknown and may be highly time-varying.

The main objective of this thesis is to develop and evaluate advanced binaural
beamforming algorithms that aim at simultaneously preserving the binaural
cues of all sound sources (i.e., desired source, interfering sources and background
noise) and to incorporate one or more external microphones in a binaural
hearing device configuration without assuming any a-priori knowledge about
the position of the external microphones or the desired source.

The remainder of this chapter is organized as follows. In Section 1.1 we describe
the general acoustic scenario considered in this thesis. In Section 1.2 we discuss
binaural cues and their influence on speech intelligibility. In Section 1.3 we provide
an overview of general beamforming algorithms, binaural beamforming algorithms
and algorithms incorporating external microphones.

1.1 Acoustic scenario

Figure 1.1 depicts the most general acoustic scenario considered in this thesis, con-
sisting of a listener wearing binaural hearing devices with multiple microphones, a
desired (speech) source, undesired sources (interfering source and background noise),
and multiple external microphones at unknown positions. Section 1.1.1 discusses the
specific character of the desired source, while Section 1.1.2 discusses the undesired
sources. Section 1.1.3 briefly describes the influence of the acoustic environment,
i.e., reverberation, on the sound sources.

1.1.1 Desired speech source

In this thesis the desired source signal is typically assumed to be a speech signal.
Speech signals are highly non-stationary, i.e., their envelope but also their frequency
content changes rapidly over time, such that short-time stationarity can typically
only be assumed for about 20 to 30 ms [17, 18]. Moreover, a speaker is not always
active in a typical conversation, resulting in longer pauses between spoken words
and sentences. These pauses can be exploited to estimate algorithm parameters, e.g.,
by means of a voice activity detector (VAD) [19–23] or speech presence probabil-
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Fig. 1.1: General acoustic scenario with a listener wearing binaural hearing devices, a de-
sired source, an interfering source and surrounding background noise, and multiple
external microphones.

ity (SPP) estimator [24–27] that classifies speech-plus-noise periods and noise-only
periods.

From a spatial perspective, it is typically assumed that the desired source is a spa-
tially coherent (directional) source. More specifically, ignoring the influence of the
acoustic environment, for a coherent source the signal components in two micro-
phone signals are temporally shifted versions of each other, which may only differ
in level. Although not always true, it is often assumed that the desired source is
roughly in front of the listener. In this thesis we are not assuming a specific position
of the desired source, i.e., we consider the position of the desired source as unknown
and possibly even time-varying.

From a spectral perspective, the frequency content of speech signals is influenced by
the different ways speech is produced [28]. Voiced speech, e.g., vowels, is produced
by modulating the airflow in the throat by the vocal folds, has only little energy
present above 4 kHz and has a mean frequency envelope that decreases by about
6 dB/octave. Unvoiced speech, e.g., consonants, is produced by turbulent airflows
of the air at narrowings and has a broad, flat spectrum that can extend to about
12 kHz. For speech intelligibility the frequencies between 300 and 4000 Hz are of
particular importance [29, 30].
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1.1.2 Undesired sources

In this thesis we consider all sound sources that are detrimental to human com-
munication, i.e., decrease speech intelligibility and speech quality, as undesired. We
distinguish between two classes of undesired sources: Coherent (directional) interfer-
ing sources coming from a specific (unknown) direction, e.g., a competing speaker or
an air conditioning unit, and incoherent (background) noise coming from all direc-
tions, e.g., microphone self-noise or a diffuse noise field produced by several speakers
around the listener, i.e., the so-called cocktail-party scenario [1].

The spatially coherent interfering sources are typically assumed to be located at dif-
ferent positions than the desired source, which can be exploited by beamforming al-
gorithms. While microphone self-noise is spatially totally incoherent, a diffuse noise
field is typically modelled as a spherically or cylindrically isotropic noise field. The
spatial coherence of such isotropic noise fields is frequency-dependent and depends
on the distance between the measurement points, i.e., our ears [31] or microphones
[32, 33]. As the distance between the measurement points increases, the spatial co-
herence typically decreases. In Chapter 6 we exploit this property for parameter
estimation, using the external microphones that are spatially separated from the
head-mounted microphones. Furthermore, if the background noise is homogeneous,
it results in the same power at all measurement points.

1.1.3 Acoustic environment

In this thesis we assume that the acoustic environment, i.e., the room, itself can
be modeled as a linear and time-invariant system [34], although the position of
the sources and the microphones in the room may be time-varying. The acoustic
path between a source and a microphone can be described by the so-called room
impulse response (RIR). The RIR contains the direct path between the source and
the microphone as well as all acoustic reflections, e.g., against walls or objects in
the room, that are referred to as reverberation (sometimes further subdivided into
early reflections and late reverberation). Figure 1.2 depicts an exemplary RIR. As
can be observed, the dominant direct path arrives first, followed by a reverbera-
tion tail. Throughout this thesis we will consider several databases with measured
RIRs for (binaural) hearing devices with and without external microphones, e.g.,
[35–38]. The database in [35] consists of measured RIRs for a binaural behind-the-
ear hearing device configuration mounted on an artificial head without external
microphones, either in an anechoic scenario or a reverberant cafeteria scenario. Ad-
ditionally, recorded ambient noise is provided (cafeteria, courtyard, office) which
was recorded using the same binaural hearing device configuration. The database
in [36] consists of recorded signals in a real-world reverberant environment, where
a listener with binaural behind-the-ear hearing devices was seated with three other
persons at a circular table. Several external microphones were placed on the table
(e.g., at a position where a person would probably lay down their smartphone) and
the setup was surrounded by three layers of in total 56 seated persons producing
realistic multi-talker babble noise. A more flexible option is to use simulated RIRs,
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Fig. 1.2: Example of a room impulse response (T60 ≈ 300 ms, DRR ≈ 4.1 dB).

e.g., based on the image method for rectangular rooms [39]. An efficient implementa-
tion of the image method that also enables to consider a rigid sphere (approximating
a head) can be found in [40, 41].

Some characteristic properties of the acoustic environment can be calculated directly
from the RIR, e.g., the reverberation time (T60), which is the time it takes for
the reverberation to decrease by 60 dB [42], and the direct-to-reverberant ratio
(DRR), which sets the energy of the direct sound in relation to the energy of the
reverberation [43]. More reverberation typically leads to a smaller spatial coherence
between the microphones and less sparsity in the time-frequency-domain due to an
increased smearing over time.

In the time-domain the component in the microphone signals corresponding to a
coherent source can be calculated by convolving the source signal with the RIRs
between the source and the microphones. The equivalent of the RIR in the frequency-
domain is defined as the acoustic transfer function (ATF). Assuming a multiplicative
transfer function approximation in the short-time Fourier transform (STFT) domain
[44], the signal component corresponding to a coherent source can be calculated in
the frequency-domain by multiplying the source STFT coefficients with the ATFs.
Another possibility is to consider so-called relative transfer functions (RTFs) [45,
46], which relate the ATFs between a coherent source and all microphones to a
reference microphone. The component in the microphone signals corresponding to
the incoherent noise can be calculated, e.g., using the method proposed in [47],
where the microphone signals are generated under a predefined spatial coherence
constraint.

1.2 Binaural cues

In this section we briefly discuss the binaural cues that are used by the human audi-
tory system to localize sound sources and to determine, e.g., the width or diffuseness
of a sound field. In Section 1.2.1 we discuss the binaural cues and how they relate to
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Fig. 1.3: Binaural cues: the path length difference between the left and the right ear causes
the interaural time difference (ITD) and the shadowing of the head causes the
interaural level difference (ILD).

spatial hearing. In Section 1.2.2 we briefly discuss the importance of binaural cues
with regard to speech intelligibility due to spatial release from masking.

1.2.1 Spatial hearing

Binaural cues arise due to interaural differences, i.e., differences in the signals arriv-
ing at the left and the right ear of the listener [48]. Besides spectral cues, psycho-
acoustic studies have shown that the interaural time difference (ITD) and the inter-
aural level difference (ILD) are particularly important cues for the localization of
a single coherent source [48]. Figure 1.3 schematically illustrates the ITD and the
ILD for a source originating from the side. The ITD is the time difference of arrival
between sound waves at the left and the right ear. If a source is, e.g., directly in
front of or directly behind the listener, then this time difference is approximately
zero, because the path length to both ears is the same. If the source horizontally
deviates from these positions, then the path lengths to the ears are different and
the ITD becomes non-zero. In humans the highest occurring ITD is about 700 µs
[48], which occurs when the source originates either from the left side or the right
side and the path length difference to the ears is maximal. The ILD is the differ-
ence in sound pressure produced by a source at both ears. If a source originates
from the side, then the sound pressure at the contralateral ear is lower than at the
ipsilateral ear. This is especially the case at high frequencies and is mainly due to
the shadowing of the head. Depending on the frequency, the position of the source
and the exact shape of the head of the listener, the ILD can be up to 20 dB. It has
been experimentally shown that psycho-acoustically the ITD plays a dominant role
at low frequencies, whereas the ILD plays a dominant role at high frequencies for
source localization [49].

While the spatial impression of a coherent source can be well described by the ITD
and ILD cues, these cues cannot be used to describe the spatial impression of an in-
coherent sound field, where sound waves arrive at the ears of the listener from many
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directions simultaneously. However, for incoherent sound fields it has been shown
that the interaural coherence (IC) and the magnitude-squared coherence (MSC)
can be used to describe, e.g., the perceived width or diffuseness of the sound field
[50–52]. For a coherent source the MSC is equal to 1 for all frequencies, whereas
for an incoherent sound field the MSC is frequency-dependent and is smaller than
1 for most frequencies [31–33]. Further, the IC and MSC can also be used to deter-
mine the reliability of the ITD and the ILD cues, especially in reverberant acoustic
environments [53–55].

1.2.2 Spatial release from masking

Binaural cues (i.e., ITD, ILD, IC) play a significant role for speech intelligibility in
terms of spatial release from masking [5, 48, 56–62]. Spatial release from masking
refers to the increase in speech intelligibility that arises when the desired source
and the undesired sources are spatially separated. For one interfering source, an
improvement of the speech reception threshold (SRT) at 50 % speech intelligibility
of over 10 dB has been reported if the desired source and the interfering source are
spatially separated [5, 56]. It has been shown in [58] that for 4 interfering sources
which are symmetrically placed around the listener, an SRT improvement of 1.9 dB
can be achieved compared to when all interfering sources are placed in front of the
listener. Further, for one desired source in a diffuse noise field, an improvement of
the SRT up to 3.4 dB has been reported for binaural hearing compared to monaural
hearing [63], whereas no such SRT improvement can be observed if the desired
source and the noise both come from the same direction [59]. A detailed overview
of studies concerned with the effect of spatial release from masking can be found in
[5].

To preserve the spatial hearing of the listener and to allow the auditory system to
take advantage of the spatial release from masking, it is desirable that beamforming
algorithms for hearing devices preserve the binaural cues of all sound sources in the
acoustic scene.

1.3 Overview of beamforming algorithms

In this section we provide a brief overview of beamforming algorithms that are of
particular interest in the context of this thesis. In Section 1.3.1 we discuss general
beamforming algorithms, i.e., not specifically for binaural hearing devices. In Section
1.3.2 we consider binaural beamforming algorithms, while in Section 1.3.3 we discuss
algorithms incorporating one or more external microphones in a binaural hearing
device configuration.

1.3.1 General beamforming algorithms

The main objective of general beamforming algorithms is to reduce all undesired
sources (i.e., interfering sources and background noise) and limiting speech dis-



8 introduction

filter M

filter 2

filter 1

!
...

outputinputs

Fig. 1.4: Block diagram for the filter-and-sum (FS) structure.

tortion. In general, beamforming algorithms exploit spatial information by pro-
cessing signals recorded with multiple microphones that are often arranged in a
rather closely-spaced array configuration. Figure 1.4 depicts the filter-and-sum (FS)
structure for M microphones, which is typically used to implement beamforming
algorithms. In an FS structure all microphone signals are processed by different
(complex-valued) filters and then summed to generate one output signal. One of the
simplest beamforming algorithms is the delay-and-sum (DS) beamformer [64, 65],
where the filters in the FS structure consist of simple delays. These delays are chosen
in such a way that they spatially align the microphone signals to the assumed direc-
tion of the desired source, hence amplifying the desired source after the summation
due to constructive interference. Considering these delays as algorithm parameters,
the DS beamformer can be steered towards different directions [65]. A vector which
can be used to steer beamforming algorithms, e.g., containing the delays, is referred
to as steering vector in this thesis. The DS beamformer does not explicitly exploit
information about the undesired sources, but maximizes the array gain in the case
of spatially white noise [66]. Further, the superdirective (SD) beamformer has been
proposed, which maximizes the array gain for a diffuse noise field [67, 68].

We distinguish between two classes of beamforming algorithms. Algorithms of the
first class are fixed (data-independent) beamforming algorithms which are based
on a-priori parameter and model assumptions that do not vary over time. A fixed
implementation of the DS beamformer can be realized by assuming the direction-
of-arrival (DOA) of the desired source to be fixed and choosing the parameters, i.e.,
the steering vector, accordingly. A fixed implementation of the SD beamformer can
further be realized by modelling the coherence of the noise field as, e.g., spherically
or cylindrically isotropic. Fixed beamforming algorithms usually require the micro-
phone array topology to be known, i.e., the relative position of the microphones
to each other. A fixed beamforming algorithm can therefore not be used for a mi-
crophone array where the relative position of the microphones to each other are
unknown or can change over time, as it is the case for the external microphones
considered in this thesis. Furthermore, the performance of fixed beamforming algo-
rithms strongly depends on how well the a-priori assumptions and models match
with reality. In complex acoustic scenarios, e.g., where the position of the desired
source is difficult to predict or the noise field is not perfectly diffuse, fixed beam-
forming algorithms are therefore often not very performant and may even lead to a
degradation of speech intelligibility and speech quality.



1.3 overview of beamforming algorithms 9

Algorithms of the second class are adaptive (data-dependent) beamforming algo-
rithms which estimate the required parameters from the microphone signals. Adap-
tive beamforming algorithms are more flexible regarding the acoustic scenario, but
typically require accurate parameter estimates to achieve high performance. To
adaptively steer the DS and SD beamformer, the DOA of the desired source can be
estimated [55, 69–75] and the steering vector can be set accordingly to spatially align
the microphone signals to the estimated direction [76]. Exploiting the estimated sig-
nal statistics, i.e., covariance matrices, further leads to the widely-used class of
adaptive beamforming algorithms that are based on constrained optimization prob-
lems [65]. First, the minimum power distortionless response (MPDR) beamformer
[46, 65, 77] aims at minimizing the output variance subject to a single constraint
to preserve the desired source component in a so-called reference microphone. Since
minimizing the output variance may lead to target cancellation effects in case of
DOA estimation errors of the desired source [65, 78], the minimum variance dis-
tortionless response (MVDR) beamformer [46, 65, 79] is typically used in practice,
which aims at minimizing the noise variance in the output signal but requires an esti-
mate of the noise covariance matrix. While the MVDR beamformer provides a good
(background) noise reduction performance, it is not designed to explicitly control the
reduction of interfering sources. Second, the linearly constrained minimum variance
(LCMV) beamformer [46, 65, 80], as a more general version of the MVDR beam-
former, aims at minimizing the noise variance subject to multiple constraints, e.g.,
to additionally preserve a scaled version of interfering source components in the ref-
erence microphone signal. Due to the additional constraints, the LCMV beamformer
enables to control the reduction of interfering sources, but there are less degrees of
freedom available for noise reduction, such that the noise reduction performance
for the LCMV beamformer is lower or equal than for the MVDR beamformer. The
MVDR and LCMV beamformers can be implemented in a so-called direct implemen-
tation, as considered in this thesis, or using the generalized sidelobe canceller (GSC)
structure [46, 81, 82], which converts the constrained optimization problem into an
unconstrained optimization problem. In a direct implementation the filter solving
the respective constrained optimization problem is directly implemented based on
estimates of the required parameters, e.g., a covariance matrix and steering vectors.
A GSC structure only requires estimates of the steering vectors, from which a fixed
beamformer and a so-called blocking matrix are constructed. The fixed beamformer
generates a reference signal for the desired source, while the blocking matrix gener-
ates one or more noise reference signals. An adaptive filter [83] is then applied to
the noise reference signals to reduce the residual noise in the reference signal for the
desired source.

Since typically the ATFs between the sources and the microphones do not consist
of simple delays, i.e., phase differences, but also include, e.g., reverberation, micro-
phone characteristics or the acoustic influence of a head or device, ATFs should be
used instead of mere delays in adaptive beamforming algorithms. However, since
accurately estimating ATFs is a very difficult task in practice, especially in noisy
and reverberant environments, it was proposed in [45, 84–86] to use RTFs instead
of ATFs. In particular, to steer the MVDR beamformer an estimate of the RTFs
of the desired source is required. Several RTF estimation methods have been pro-
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posed in literature [85, 87–93]. The most popular methods are based either on
covariance subtraction (CS) or covariance whitening (CW). These methods usually
require an estimate of the microphone signal covariance matrix (e.g., estimated
during speech-plus-noise periods) and the noise covariance matrix (e.g., estimated
during noise-only periods). It should be noted that the computational complexity
of the CW-based RTF estimation method is rather high due to the involved matrix
operations (including an eigenvalue decomposition), which is especially relevant for
a real-time implementation.

1.3.2 Binaural beamforming algorithms

Obviously, the general beamforming algorithms discussed in Section 1.3.1 can also
be used for hearing devices. However, it should be realized that these beamforming
algorithms only generate one output signal, whereas for the binaural hearing device
configuration considered in this thesis two output signals are required, one for the
left and one for the right ear of the listener. Compared to a bilateral hearing de-
vice configuration where both hearing devices operate independently, in a binaural
hearing device configuration both hearing devices exchange their microphone sig-
nals, such that the information captured by all microphones on both sides of the
head can be exploited [2–4]. Besides reducing all undesired sources (i.e., interfering
sources and background noise) and limiting speech distortion, another important
objective of a binaural beamforming algorithm is the preservation of the listener’s
spatial impression of the acoustic scene in order to exploit the spatial release from
masking [5, 48, 56–62] and to prevent confusions due to a possible mismatch between
acoustical and visual information. This is achieved by preserving the binaural cues
(cf. Section 1.2) of all sound sources in the acoustic scene.

To combine noise reduction and binaural cue preservation, two different processing
paradigms are typically adopted [3]. In the first processing paradigm, two micro-
phone signals, i.e., one from each hearing device, are filtered with a common (real-
valued) spectro-temporal gain, which intrinsically guarantees binaural cue preserva-
tion for all sound sources in the acoustic scene [6, 7, 94–102]. In the second process-
ing paradigm, considered in this thesis, all available microphone signals from both
devices are filtered and summed by different (complex-valued) filters [8–10, 12, 13,
103–108]. Figure 1.5 depicts the block diagram for the second processing paradigm
applied to the considered binaural hearing device configuration.

As baseline binaural beamforming algorithm we consider the binaural minimum
variance distortionless response (BMVDR) beamformer, which can be considered as
the binaural version of the general MVDR beamformer discussed in Section 1.3.1.
Compared to the general MVDR beamformer, the BMVDR beamformer aims at
minimizing the noise variance in the output signals, while preserving the desired
source component in two reference microphone signals, i.e., one on the left and one
on the right hearing device. As reference microphones the frontal microphone on
each hearing device is typically chosen. Since the reference microphones are usually
relatively close to the ear canals of the listener, intuitively it can be seen that the
spatial impression of the desired source can be preserved rather well by the BMVDR
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Fig. 1.5: Block diagram for the second binaural processing paradigm applied to the binau-
ral hearing device configuration.

beamformer. For a single desired source, it has also been shown analytically that the
BMVDR beamformer preserves the binaural cues of the desired source component
but distorts the binaural cues of the undesired components (i.e., interfering sources
and background noise) [2, 3, 10]. More in particular, after applying the BMVDR
beamformer to the microphone signals, both output components exhibit the binaural
cues of the desired source component and are hence perceived as coming from the
direction of the desired source. This may not only lead to a mismatch between visual
and auditory information, but also prevents the auditory system to take advantage
of the spatial release from masking (cf. Section 1.2.2).

Aiming at additionally preserving the binaural cues of interfering sources or back-
ground noise, several extensions of the BMVDR beamformer have been proposed,
e.g., by incorporating additional constraints into the spatial filter design [12, 105,
107–110] or by mixing with the scaled (noisy) reference microphone signals [9–11,
13, 111, 112]. In this thesis we consider two specific extensions of the BMVDR beam-
former. The binaural linearly constrained minimum variance (BLCMV) beamformer
[12] and the BMVDR beamformer with partial noise estimation (BMVDR-N) [11,
13] (cf. Chapter 3). The BLCMV beamformer can be considered as the binaural
version of the general LCMV beamformer discussed in Section 1.3.1 and an exten-
sion of the BMVDR beamformer using additional constraints in the spatial filter
design. In addition to preserving the desired source component in the reference
microphone signals, the BLCMV beamformer preserves a scaled version of each
interfering source component in the reference microphone signals by means of an
interference scaling parameter, while minimizing the noise variance in the output
signals. The additional constraints hence allow to preserve the binaural cues of inter-
fering sources and enable to directly control the interference reduction performance.
However, due to the additional constraints there are less degrees of freedom avail-
able for noise reduction, such that the noise reduction performance for the BLCMV
beamformer is lower than for the BMVDR beamformer. Furthermore, the BLCMV
beamformer does not allow to control the binaural cues of the background noise.

For the BMVDR-N beamformer it has been shown that the output signals can be
interpreted as a mixture between the output signals of the BMVDR beamformer
and the (noisy) reference microphone signals depending on a mixing parameter.
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Hence, the BMVDR-N beamformer provides a trade-off between noise reduction
performance and binaural cue preservation of the background noise. In order to
achieve a desired output MSC and hence spatial impression of the noise component
(cf. Section 1.2.1), in [13] a closed-form expression for the mixing parameter of the
BMVDR-N beamformer has been derived. The desired output MSC of the noise com-
ponent can, e.g., be psycho-acoustically motivated based on the IC discrimination
ability of the human auditory system [13, 106], aiming for the spatial impression of
the noise component in the reference microphone signals and the noise component
in the output signals to be indistinguishable. While for (incoherent) background
noise this approach showed promising results [13, 113], the effect of partial noise
estimation on a (coherent) interfering source depends on the relative position of the
interfering source to the desired source and is harder to control [10].

Since the BLCMV beamformer is able to control the binaural cues of the interfering
sources but not of the background noise, whereas the BMVDR-N beamformer is
able to control the binaural cues of the background noise but not of the interfering
sources, one goal of this thesis is to develop a binaural beamforming algorithm
that is able to control the binaural cues of the interfering sources and
the background noise.

1.3.3 Incorporation of external microphones

As already mentioned in Section 1.3.1, microphone arrays often consist of closely-
spaced microphones. In a hearing device the inter-microphone distance is a few
millimetres up to a few centimetres. Due to the typical diameter of the listener’s
head, the maximum distance between two microphones in a binaural hearing device
configuration is about 17 cm. Nevertheless, the sound field is only sampled locally
at the listener’s head.

Recent advances in communication system technology enable the deployment of so-
called (wireless) acoustic sensor networks, consisting of several spatially distributed
microphones or microphone arrays [114]. The spatial distribution of the microphones
makes it possible to not only locally sample the sound field (at the listener’s head)
but to increase spatial diversity and hence the probability that one or more micro-
phones are close to the desired source, thus leading to a larger signal-to-noise ratio
(SNR) and DRR in the microphone signals. If no dedicated device is available for
centralized processing (often called the fusion centre), distributed processing can
be an option where the spatially distributed devices process their microphone sig-
nals locally and share the results with neighbouring devices [115–125]. Even if such
a fusion centre is available for a centralized processing, one of the main technical
challenges still is the synchronization of the microphone signals, since it cannot be
guaranteed that all devices run at exactly the same sampling rate. Different meth-
ods for the synchronization of the microphone signals can be found, e.g., in [126–
134]. In this thesis we assume that all microphone signals are available in a fusion
centre for centralized processing, are transmitted (e.g., via a wireless link) without
any transmission delay and are synchronized. However, besides the technical chal-
lenges (e.g., synchronization, bandwidth limitations, transmission loss), one of the
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main challenges in acoustic sensor networks that we address in this thesis is the fact
that the relative position of the microphones to each other and the sound sources
is unknown and may be highly time-varying.

As a special case of acoustic sensor networks in this thesis, we consider hearing de-
vices that are wirelessly linked to one or more external microphones. A typical use
case is a classroom, where the teacher (as a well-defined desired source) wears a mi-
crophone which is then transmitted to the hearing devices of the hearing-impaired
students [135, 136]. Others are hearing devices linked to, e.g., table microphones,
smartphones or laptops, that assist the hearing device user in everyday noisy situa-
tions such as in restaurants, at family gatherings or in meetings [137–144]. Unfortu-
nately, directly listening to the external microphone signal completely destroys the
spatial impression of the acoustic scene, since the external microphone signal is a
monaural signal that does not contain any binaural cues and hence leads to in-head
perception. In [145] it was shown experimentally that the imprinting of binaural
cues on an external microphone signal using a structural binaural model of the
head and pinna helps to externalize the impression of the acoustic scene. It is hence
desirable to use one or more external microphones in conjunction with the head-
mounted microphones in a binaural beamforming algorithm, aiming at improving
the noise reduction performance and the binaural cue preservation by exploiting the
increased spatial diversity.

Several noise reduction and source localization algorithms have been recently pro-
posed for (binaural) hearing devices incorporating one or more external microphones
[14–16, 145–155]. In [14] a distributed noise reduction algorithm that has a reduced
communication bandwidth and computational complexity has been evaluated for
hearing devices with multiple external microphones, which is of particular interest
when the hearing devices cannot be used as fusion centres for centralized processing.
It was shown that the noise reduction performance in hearing devices can be sig-
nificantly improved when the external microphones are incorporated in the hearing
device configuration. Further, it was observed that the distributed algorithm was
not able to achieve the same noise reduction performance as a centralized baseline
algorithm. In [15] it has been shown for one interfering source that incorporating an
external microphone in a partial noise estimation structure enables to improve both
the noise reduction performance as well as the binaural cues, i.e., the ITD and ILD,
of the interfering source compared to only using the head-mounted microphones. As-
suming that an external microphone is placed very close to the desired source, such
that the external microphone signal can be considered nearly noiseless, in [149] it
has been shown that exploiting the external microphone signal can significantly im-
prove the DOA estimation accuracy of the desired source. Although the results are
encouraging, in practice it cannot always be assumed that the external microphone
is placed very close to the desired source. As shown in [150], when the external
microphone is placed close to the listener (e.g., lying on a table), the listener’s body
can be used to shield the external microphone from an interfering source in the back
hemisphere. To address front-back ambiguity in single-microphone hearing devices,
a frontal target source presence probability estimator was proposed that increased
the interference reduction performance of a spectral filter. However, the assumption
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Fig. 1.6: Structure of a data-dependent binaural beamforming algorithm incorporating
multiple external microphone.

that the external microphone is placed close to the listener may also not always
be true in practice, and furthermore, this placement is not necessarily optimal for
incorporating an external microphone in a binaural beamforming algorithm. In [16]
three methods to incorporate multiple external microphones in a GSC structure
were proposed, whereby the GSC structure was based on the head-mounted micro-
phones and could not be changed. Further, it was assumed that the relative position
of the desired source to the head-mounted microphones is known a-priori. Two of
the three methods involved a procedure for completing an extended blocking matrix
(including the head-mounted microphones and the external microphones), whereas
the third method used the output of the head-mounted microphone-based GSC
structure with an orthogonalized version of the external microphone signals for a
generalized eigenvalue decomposition. All three methods were able to significantly
improve the noise reduction performance compared to only using the head-mounted
microphones, while the third method showed the best performance. The results
in [16] are particularly interesting if the configuration to be extended cannot be
changed and if the relative position of the desired source can be assumed a-priori
(e.g., in front of the listener).

In this thesis we aim at jointly processing the signals of all microphones, i.e., all
head-mounted microphones and all external microphones. We do not assume that
the position of any external microphone or the desired source is known. The rela-
tive position of the external microphones or the desired source to the head-mounted
microphones may change, e.g., if the listener moves or turns his head or if some-
body moves the external microphones. Therefore, it is not possible to use fixed
implementations of binaural beamforming algorithms when incorporating external
microphones, since algorithm parameters, e.g., steering vectors containing the RTFs
of the desired source, cannot be modelled a-priori. Although a variety of RTF esti-
mation methods exists [84–93], they do not specifically exploit the increased spatial
diversity due to the incorporation of the external microphones. It is hence one goal
of this thesis to develop binaural beamforming algorithms and parameter
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estimation methods that exploit one or more external microphones for
a complex acoustic scenario where the positions of the external microphones
and the desired source are unknown. Figure 1.6 depicts the general envisaged struc-
ture of a data-dependent implementation of a binaural beamforming algorithm that
incorporates multiple external microphones. As can be observed, all microphone
signals, i.e., all head-mounted microphone signals and external microphone signals,
are used to estimate the required algorithm parameters (e.g., covariance matrices
or the RTF vectors of the desired source). Furthermore, all microphone signals are
jointly processed by the binaural beamforming algorithm to generate the output
signal for the left and the right ear of the listener.

1.4 Outline of the thesis and main contributions

The main objective of this thesis is to develop and evaluate advanced binaural
beamforming algorithms and to incorporate one or more external microphones in a
binaural hearing device configuration. The first focus is to improve state-of-the-art
binaural beamforming algorithms, more in particular to develop a binaural beam-
forming algorithm that jointly preserves the binaural cues of the desired source,
interfering sources and background noise. The second focus is the incorporation of
one or more external microphones to improve the noise reduction performance and
binaural cue preservation of binaural beamforming algorithms, without assuming
any a-priori knowledge about their position.

The main contributions in this thesis are threefold. First, we propose a novel
binaural beamforming algorithm, called binaural LCMV beamformer with par-
tial noise estimation (BLCMV-N), which merges the advantages of the BLCMV
beamformer and the BMVDR-N beamformer. The BLCMV-N beamformer allows
to preserve the binaural cues of interfering sources and allows to control the trade-
off between noise reduction performance and binaural cue preservation of the back-
ground noise. Second, we investigate the incorporation of an external mi-
crophone in the BMVDR-N beamformer for an arbitrary noise field. We
analytically and experimentally show that incorporating an external microphone
allows to significantly increase the output SNR compared to using only the head-
mounted microphones, while preserving the spatial impression of the background
noise. Third, we propose computationally efficient methods to estimate the
RTF vectors of the desired source, exploiting one or more external micro-
phones that are spatially separated from the head-mounted microphones.
Without requiring any a-priori knowledge about the positions of the external mi-
crophones and the desired source, experimental results for a moving source in a re-
verberant environment show that the proposed methods outperform state-of-the-art
RTF vector estimation methods in terms of estimation accuracy and noise reduction
performance when used to steer a BMVDR beamformer.

In the remainder of this section we provide a chapter-by-chapter overview of this the-
sis, describing the content and contribution of each chapter. A schematic overview
of the thesis is depicted in Figure 1.7.
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Fig. 1.7: Schematic overview of the thesis.
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In Chapter 2 we introduce the signal model for the binaural hearing device con-
figuration, the extended binaural hearing device configuration (incorporating one
external microphone) and the multi-extended binaural hearing device configuration
(incorporating multiple external microphones), as well as the mathematical notation
that is used throughout this thesis. Furthermore, we introduce the mathematical
definitions of the objective performance measures and the binaural cues.

In Chapter 3 we provide a detailed overview of state-of-the-art binaural beam-
forming algorithms. The considered binaural beamforming algorithms are the bin-
aural minimum variance distortionless response (BMVDR) beamformer, the binau-
ral linearly constrained minimum variance (BLCMV) beamformer and the BMVDR
beamformer with partial noise estimation (BMVDR-N). We briefly review their per-
formance in terms of noise reduction and binaural cue preservation, and point out
the parameters that are required for their practical implementation. We further dis-
cuss several state-of-the-art methods to model or estimate these parameters, more
in particular the covariance matrices and the steering vectors, i.e., the ATF or RTF
vectors.

In Chapter 4 we propose the BLCMV beamformer with partial noise estimation
(BLCMV-N), merging the advantages of the BLCMV beamformer and the BMVDR-
N beamformer, i.e., preserving the binaural cues of the interfering sources and con-
trolling the reduction of the interfering sources as well as the binaural cues of the
background noise. First, we derive two decompositions for the BLCMV-N beam-
former which reveal differences and similarities between the BLCMV-N beamformer
and the BLCMV beamformer. We show that the output signals of the BLCMV-N
beamformer can be interpreted as a mixture between the noisy reference micro-
phone signals and the output signals of a BLCMV beamformer using an adjusted
interference scaling parameter. We then analytically derive the performance of the
BLCMV-N beamformer in terms of noise and interference reduction performance
and binaural cue preservation. We show that the output SNR of the BLCMV-N
beamformer is smaller than or equal to the output SNR of the BLCMV beamformer
and derive the optimal interference scaling parameter maximizing the output SNR of
the BLCMV-N beamformer. The derived analytical expressions are first validated us-
ing measured anechoic ATFs. In addition, more realistic experiments are performed
using recorded signals for a binaural hearing device in a reverberant cafeteria with
one interfering source and multi-talker babble noise. Both the objective performance
measures as well as the results of a perceptual listening test with 13 normal-hearing
participants show that the proposed BLCMV-N beamformer is able to preserve the
binaural cues and hence the spatial impression of the interfering source (like the
BLCMV beamformer), while trading off between noise reduction performance and
binaural cue preservation of the background noise (like the BMVDR-N beamformer).
The publication related to this chapter is [156].

In Chapter 5 we investigate the incorporation of one external microphone in the
BMVDR and BMVDR-N beamformer, leading the to extended BMVDR (eBMVDR)
beamformer and extended BMVDR-N (eBMVDR-N) beamformer, respectively. We
consider an arbitrary noise field and derive analytical expressions for the output
SNR and the binaural cues (more in particular the MSC) of the output noise compo-
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nent when incorporating one external microphone in the eBMVDR-N beamformer.
First, we show that an external microphone enables to obtain either a larger output
SNR for the same mixing parameter or the same output SNR for a larger mixing
parameter compared to using only the head-mounted microphones. Secondly, we
show that the same desired output MSC of the noise component can be obtained
for a smaller mixing parameter, implying that an external microphone enables to
achieve the same spatial impression of the noise component compared to using
only the head-mounted microphones while achieving a larger output SNR. The de-
rived analytical expressions are first validated using simulated anechoic ATFs, where
the listener’s head is modelled as a rigid sphere [40]. In addition, experiments are
performed using recorded signals for a binaural hearing device configuration in a
reverberant environment with multiple interfering talkers as background noise [36].
For different positions of the external microphone and the desired source, the ex-
perimental results show that also in a realistic scenario incorporating an external
microphone in the BMVDR-N beamformer significantly increases the output SNR
and decreases the mixing parameter required to obtain a desired output MSC, i.e.,
spatial impression, of the noise component. The results generalize the results ob-
tained in [15] assuming a coherent (directional) interference source, and the results
in [157] assuming a homogeneous diffuse noise field and a desired source in front of
the listener. The publications related to this chapter are [157, 158].

In Chapter 6 we propose computationally efficient methods to estimate the RTF
vectors of the desired source by exploiting one or multiple external microphones. The
external microphones are assumed to be spatially separated from the head-mounted
microphones, such that the spatial coherence (SC) between the noise component in
the head-mounted microphone signals and the noise component in the external mi-
crophone signals is low. We first consider a binaural hearing device configuration
with only one additional external microphone and propose an SC-based RTF vector
estimation method, which estimates the RTF vectors of the desired source based
on the (noisy) microphone signal covariance matrix. Assuming the SC between the
noise components to be zero, we show that the SC-based method yields an unbiased
estimate of the elements of the RTF vectors corresponding to the head-mounted mi-
crophones, while the element corresponding to the external microphone is biased.
We provide a detailed bias analysis for an arbitrary noise field, a diffuse noise field
and an interfering source. Next, we consider more than one external microphone and
show that different RTF vector estimates can be obtained by using the proposed
SC-based method for each external microphone. We propose several procedures to
combine these RTF vector estimates, either by selecting the estimate corresponding
to the highest input SNR, by averaging the estimates or by combining the estimates
in order to maximize the output SNR of the eBMVDR beamformer filtering all mi-
crophone signals. Experimental results using recorded signals of a moving desired
source for a binaural hearing device configuration with one or more external mi-
crophones in a reverberant environment show that the proposed SC-based method
outperforms state-of-the-art RTF vector estimation methods in terms of noise re-
duction performance when used to steer the (e)BMVDR beamformer. In addition,
the experimental results show that the output SNR-maximizing combination pro-
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cedure of different RTF vector estimates yields the largest SNR improvement. The
publications related to this chapter are [159–162].

In Chapter 7 we summarize the main findings of the thesis and provide an outlook
on potential further research.





2
HEARING DEVICE CONFIGURATIONS,
NOTATION AND PERFORMANCE MEASURES

In this chapter we present the general notation and the signal models for the binaural
hearing device configurations with and without external microphones (Section 2.1),
as well as the mathematical definitions of the objective performance measures and
the binaural cues (Section 2.2).

2.1 Hearing device configurations and signal models

Section 2.1.1 introduces the signal model for the binaural hearing device configu-
ration, i.e., using only the head-mounted microphones. The signal models for the
extended and the multi-extended binaural hearing device configurations, i.e., incor-
porating one or multiple external microphones, are introduced in Section 2.1.2 and
Section 2.1.3, respectively. The binaural hearing device configuration, considered in
Chapters 3 and 4, and the extended binaural hearing device configuration, consid-
ered in Chapters 5 and 6, can be seen as special cases of the multi-extended binaural
hearing device configuration, considered in Chapter 6.

2.1.1 Binaural hearing device configuration

Consider a (head-mounted) binaural hearing device configuration as depicted in
Figure 2.1, consisting of one hearing device withML microphones on the left side and
one hearing device withMR microphones on the right side of the head of the listener.
The total number of head-mounted microphones is equal to MH = ML + MR. In
this thesis we generally consider an acoustic scenario with one desired source (target
speaker) and one interfering source (competing speaker) in a noisy and reverberant
acoustic environment, where the background noise is assumed to be incoherent (e.g.,
diffuse babble noise, sensor noise). In special cases we will also consider an acoustic
scenario with only the desired source and the interfering source, or with only the
desired source and the background noise.

To represent discrete-time signals in the frequency-domain, we use the short-time
Fourier transform (STFT) [34], where a discrete-time signal yd(td) ∈ R, with td
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Fig. 2.1: Binaural hearing device configuration with ML microphones on the left side and
MR microphones on the right side.

denoting the discrete time index, is split into overlapping time frames of size Td and
weighted by a sliding analysis window wSTFT(td). Using the discrete-time Fourier
transform of size Td, each weighted time frame is transformed to the frequency-
domain as

y(f, t) =

Td−1∑
td=0

yd(tTs + td)wSTFT(td)e
−j2πftd

Td ∈ C , (2.1)

with f the frequency bin index, t the time frame index, Ts the time frame shift, and
j the imaginary unit (i.e., j2 = −1). Using (2.1), in the STFT-domain the m-th
microphone signal of the left hearing device yL,m(f, t) ∈ C can be decomposed as

yL,m(f, t) = xL,m(f, t) + uL,m(f, t) + nL,m(f, t) = xL,m(f, t) + vL,m(f, t) , (2.2)

with m ∈ {1, . . . , ML}, xL,m(f, t) ∈ C the desired source component, uL,m(f, t) ∈
C the interfering source component and nL,m(f, t) ∈ C the (background) noise
component. The (overall) undesired component vL,m(f, t) ∈ C is defined as the sum
of the interfering source component uL,m(f, t) and the noise component nL,m(f, t).
Similarly, the m-th microphone signal of the right hearing device yR,m(f, t) ∈ C can
be decomposed as

yR,m(f, t) = xR,m(f, t) + uR,m(f, t) + nR,m(f, t) = xR,m(f, t) + vR,m(f, t) , (2.3)

with m ∈ {1, . . . , MR}. For the sake of conciseness, we omit the variables f and t
in the remainder of this thesis, except where specifically needed.

Stacking all microphone signals of both the left and the right hearing device in a
vector, the MH -dimensional noisy input vector is defined as

y = [yL,1, . . . , yL,ML
, yR,1, . . . , yR,MR

]
T ∈ CMH , (2.4)

where (·)T denotes the transpose. Using (2.2) this vector can be written as

y = x + u + n = x + v , (2.5)

where x, u, n and v = u + n are defined similarly as y in (2.4).
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The desired source component x and the interfering source component u in (2.5)
can be written as

x = asx , (2.6)

u = bsu , (2.7)

where sx ∈ C and su ∈ C denote the desired source signal and the interfering source
signal, respectively, and a and b denote the MH -dimensional acoustic transfer func-
tion (ATF) vectors, containing the ATFs between the microphones and the desired
source and the ATFs between the microphones and the interfering source, respec-
tively. It should be noted that these ATFs include reverberation, the microphone
characteristics and the head shadow effect.

Without loss of generality, we define the first microphone of each hearing device as
the so-called reference microphone. To simplify the notation, the reference micro-
phone signals yL,1 and yR,1 are denoted as yL and yR, i.e.,

yL = eTLy , (2.8)

yR = eTRy , (2.9)

where eL and eR denote MH -dimensional selection vectors with all elements equal
to 0, except one element equal to 1, i.e, eL(1) = 1 and eR(ML+ 1) = 1. Using (2.5),
(2.6), (2.7), (2.8) and (2.9), the left and the right reference microphone signals can
be written as

yL = xL + uL + nL︸ ︷︷ ︸
vL

= aLsx + bLsu + nL , (2.10)

yR = xR + uR + nR︸ ︷︷ ︸
vR

= aRsx + bRsu + nR . (2.11)

The MH -dimensional relative transfer function (RTF) vectors of the desired source
aL and aR and the interfering source bL and bR are defined by relating the ATF
vectors to the reference microphones [45, 46], i.e.,

aL =
a

aL
, aR =

a

aR
, (2.12)

bL =
b

bL
, bR =

b

bR
. (2.13)

The noisy input covariance matrix Ry ∈ CMH×MH , the desired source covariance
matrix Rx ∈ CMH×MH , the interfering source covariance matrix Ru ∈ CMH×MH ,
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the noise covariance matrix Rn ∈ CMH×MH and the undesired covariance matrix
Rv ∈ CMH×MH are defined as

Ry = E{yyH} , (2.14)

Rx = E{xxH} , (2.15)

Ru = E{uuH} , (2.16)

Rn = E{nnH} , (2.17)

Rv = E{vvH} , (2.18)

where E{·} denotes the expected value operator and (·)H denotes the conjugate
transpose. Assuming statistical independence between the signal components x, u
and n, the noisy input covariance matrix Ry can be written as

Ry = Rx + Ru + Rn︸ ︷︷ ︸
Rv

. (2.19)

Using (2.6), (2.7), (2.15) and (2.16), the desired source covariance matrix and the
interfering source covariance matrix can be written as a rank-1 matrix, i.e.,

Rx = psxaaH , (2.20)

Ru = psubbH , (2.21)

with psx = E{|sx|2} the power spectral density (PSD) of the desired source and
psu = E{|su|2} the PSD of the interfering source. The noise covariance matrix Rn

and the undesired covariance matrix Rv are assumed to be full-rank, i.e., invertible
and positive definite.

The PSD and the cross power spectral density (CPSD) of the desired source com-
ponent in the reference microphone signals are equal to

pxL = E{|xL|2} = eTLRxeL = psx |aL|2 , (2.22)

pxR = E{|xR|2} = eTRRxeR = psx |aR|2 , (2.23)

pxLR = E{xLx∗R} = eTLRxeR = psxaLa
∗
R , (2.24)

where (·)∗ denotes complex conjugation. Similarly, the PSD and the CPSD of the
interfering source component in the reference microphone signals are equal to

puL = E{|uL|2} = eTLRueL = psu |bL|2 , (2.25)

puR = E{|uR|2} = eTRRueR = psu |bR|2 , (2.26)

puLR = E{uLu∗R} = eTLRueR = psubLb
∗
R . (2.27)
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Finally, the PSD and the CPSD of the noise component in the reference microphone
signals are equal to

pnL = E{|nL|2} = eTLRneL , (2.28)

pnR = E{|nR|2} = eTRRneR , (2.29)

pnLR = E{nLn∗R} = eTLRneR . (2.30)

Using (2.12), (2.13), (2.22), (2.23), (2.25) and (2.26), the desired source covariance
matrix and the interfering source covariance matrix in (2.20) and (2.21) can also be
written in terms of RTF vectors, i.e.,

Rx = pxLaLaHL = pxRaRaHR , (2.31)

Ru = puLbLbHL = puRbRbHR . (2.32)

The narrowband input signal-to-noise ratio (SNR) in the left and the right reference
microphone signal is defined as the ratio of the PSDs of the desired source and noise
components, i.e.,

SNRin
L =

pxL
pnL

, (2.33)

SNRin
R =

pxR
pnR

. (2.34)

Similarly, the narrowband input signal-to-interference ratio (SIR) in the left and the
right reference microphone signal is defined as the ratio of the PSDs of the desired
source and interfering source components, i.e.,

SIRin
L =

pxL
puL

, (2.35)

SIRin
R =

pxR
puR

. (2.36)

For the binaural hearing device configuration in Figure 2.1, the output signals zL
and zR of the left and the right hearing device are obtained by filtering and summing
all head-mounted microphone signals, i.e.,

zL = wH
L y , (2.37)

zR = wH
Ry , (2.38)

where wL ∈ CMH and wR ∈ CMH denote the left and the right filter vector, respec-
tively.
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wL wR

...
...

yL,ML

yL,2

yL,1

yR,MR

yR,2

yR,1

zL zR

yE external microphone

left side right side

Fig. 2.2: Extended binaural hearing device configuration with ML microphones on the left
side, MR microphones on the right side and one external microphone.

2.1.2 Extended binaural hearing device configuration

Figure 2.2 depicts the extended binaural hearing device configuration, incorporating
ME = 1 external microphone in addition to the head-mounted microphones. For
the extended binaural hearing device configuration the total number of microphones
is equal to M = MH + 1. Similarly to (2.10) and (2.11), the external microphone
signal yE can be written as

yE = xE + uE + nE︸ ︷︷ ︸
vE

= aEsx + bEsu + nE , (2.39)

where xE , uE , nE and vE denote the desired source component, the interfering
source component, the noise component and the undesired component in the exter-
nal microphone signal, respectively, while aE and bE denote the ATF between the
desired source and the external microphone and the ATF between the interfering
source and the external microphone, respectively. As mentioned in the introduction,
we assume that the external microphone signal yE is transmitted (e.g., via a wire-
less link) to the binaural hearing devices without any transmission delay and that
the head-mounted microphone signals y and the external microphone signal yE are
perfectly synchronized. The M -dimensional extended noisy input vector is defined
as

ye =

[
y

yE

]
∈ CM . (2.40)

The extended desired source component xe, the extended interfering source compo-
nent ue, the extended noise component ne, the extended undesired component ve,
the extended ATF vector of the desired source ae and the extended ATF vector of
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the interfering source be are defined similarly as ye in (2.40). Similarly to (2.8) and
(2.9), the left and the right reference microphone signal can be selected as

yL = eTLye , (2.41)

yR = eTRye , (2.42)

where eL and eR now are M -dimensional selection vectors. Further, the external
microphone signal can be selected as

yE = eTEye , (2.43)

where eE is an M -dimensional selection vector with eE(M) = 1. Similarly to (2.12)
and (2.13), the M -dimensional left and right extended RTF vectors of the desired
source and the interfering source are defined as

aL,e =
ae
aL

, aR,e =
ae
aR

, (2.44)

bL,e =
be
bL

, bR,e =
be
bR

. (2.45)

Similarly to (2.15), (2.16), (2.17), (2.18), (2.31) and (2.32), the M ×M -dimensional
extended desired source, interfering source, noise and undesired covariance matrices
are defined as

Rx,e = E{xexHe } = psxaea
H
e = pxLaL,ea

H
L,e = pxRaR,ea

H
R,e , (2.46)

Ru,e = E{ueuHe } = psubeb
H
e = puLbL,eb

H
L,e = puRbR,eb

H
R,e , (2.47)

Rn,e = E{nenHe } , (2.48)

Rv,e = E{vevHe } . (2.49)

Similarly to (2.19), the extended noisy input covariance matrix is defined as

Ry,e = E{yeyHe } = Rx,e + Ru,e + Rn,e︸ ︷︷ ︸
Rv,e

. (2.50)

The extended noise covariance matrix can be written as a block matrix, i.e.,

Rn,e =

[
Rn rn,E

rHn,E pnE

]
, (2.51)

with

rn,E = E{nn∗E} ∈ CMH , (2.52)

the cross correlation vector between the noise component in the head-mounted
microphone signals and the noise component in the external microphone signal,
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and pnE = E{|nE |2} = eTERn,eeE the PSD of the noise component in the external
microphone signal.

The narrowband input SNR in the external microphone signal is defined as the ratio
of the PSDs of the desired source and noise components, i.e.,

SNRin
E =

pxE
pnE

, (2.53)

with pxE = E{|xE |2} = eTERx,eeE = psx |aE |2 the PSD of the desired source compo-
nent in the external microphone signal. Similarly, the narrowband input SIR in the
external microphone signal is defined as the ratio of the PSDs of the desired source
and interfering source components, i.e.,

SIRin
E =

pxE
puE

, (2.54)

with puE = E{|uE |2} = eTERu,eeE = psu |bE |2 the PSD of the interfering source
component in the external microphone signal.

Similarly to (2.37) and (2.38), for the extended binaural hearing device configuration
in Figure 2.2 the output signals zL and zR of the left and the right hearing device are
obtained by filtering and summing all microphone signals, i.e., the head-mounted
microphone signals and the external microphone signal, i.e.,

zL = wH
L ye , (2.55)

zR = wH
Rye , (2.56)

where wL ∈ CM and wR ∈ CM now are M -dimensional filter vectors.

2.1.3 Multi-extended binaural hearing device configuration

As a generalization of the extended binaural hearing device configuration, Fig-
ure 2.3 depicts the multi-extended binaural hearing device configuration, incorpo-
rating ME > 1 external microphones in addition to the head-mounted microphones.
For the multi-extended binaural hearing device configuration the total number of
microphones is equal to M = MH + ME . Similarly to (2.39), the i-th external
microphone signal yE,i can be written as

yE,i = xE,i + uE,i + nE,i︸ ︷︷ ︸
vE,i

= aE,isx + bE,isu + nE,i , i ∈ {1, . . . , ME} ,(2.57)

where xE,i, uE,i, nE,i and vE,i denote the desired source component, the interfering
source component, the noise component and the undesired component in the i-th
external microphone signal, respectively, and aE,i and bE,i denote the ATF between
the desired source and the i-th external microphone and the ATF between the
interfering source and the i-th external microphone, respectively. For the sake of
notational conciseness, we use the same notation for the multi-extended input vector,
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wL wR

...
...

. . .

yL,ML

yL,2

yL,1

yR,MR

yR,2

yR,1

zL zR

yE,1

yE,2

yE,ME

external microphones

left side right side

Fig. 2.3: Multi-extended binaural hearing device configuration consisting of ML micro-
phones on the left side, MR microphones on the right side and ME external
microphones.

the multi-extended signal components and the multi-extended covariance matrices
as for the extended binaural hearing device configuration with ME = 1, e.g.,

ye =
[
yT , yE,1, . . . , yE,ME

]T
. (2.58)

In this thesis it is clear from the context whether we are referring to an extended
or a multi-extended binaural hearing device configuration. Similarly to (2.43), the
i-th external microphone signal can be selected as

yE,i = eTE,iye , (2.59)

where eE,i is an M -dimensional selection vector with eE,i(MH + i) = 1.

The narrowband input SNR in the i-th external microphone signal is defined as the
ratio of the PSDs of the desired source and noise components, i.e.,

SNRin
E,i =

pxE,i
pnE,i

, (2.60)

with pxE,i = E{|xE,i|2} = eTE,iRx,eeE,i = psx |aE,i|2 and pnE,i = E{|nE,i|2} =

eTE,iRn,eeE,i the PSD of the desired source and noise components in the i-th ex-
ternal microphone signal. Similarly, the narrowband input SIR in the i-th external
microphone signal is defined as the ratio of the PSDs of the desired source and
interfering source components, i.e.,

SIRin
E,i =

pxE,i
puE,i

, (2.61)
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with puE,i = E{|uE,i|2} = eTE,iRu,eeE,i = psu |bE,i|2 the PSD of the interfering
source component in the i-th external microphone signal.

As for the extended binaural hearing device configuration, for the multi-extended
binaural hearing device configuration in Figure 2.3 the output signals zL and zR of
the left and the right hearing device in (2.55) and (2.56) are obtained by filtering
and summing all microphone signals, i.e., the head-mounted microphone signals and
all external microphone signals.

2.2 Objective performance measures and binaural cues

The performance of the binaural beamforming algorithms presented in the next
chapters are evaluated in terms of noise and interference reduction performance
(Section 2.2.1) as well as binaural cue preservation for the different signal compo-
nents (Section 2.2.2). Please note that all definitions of the objective performance
measures and the binaural cues are given for the binaural hearing device configura-
tion in Section 2.1.1. They can be similarly defined for the (multi-)extended binaural
hearing device configuration using the (multi-)extended vectors and matrices, but
are not given here for the sake of conciseness.

2.2.1 Noise and interference reduction performance

The output PSD of the desired source component in the left and the right output
signal is defined as

pout
xL = wT

LRxwL = psx
∣∣wH

L a
∣∣2 , (2.62)

pout
xR = wT

RRxwR = psx
∣∣wH

R a
∣∣2 . (2.63)

Similarly, the output PSD of the interfering source component in the left and the
right output signal is defined as

pout
uL = wT

LRuwL = psu
∣∣wH

L b
∣∣2 , (2.64)

pout
uR = wT

RRuwR = psu
∣∣wH

Rb
∣∣2 . (2.65)

The output PSD of the noise component in the left and the right output signal is
defined as

pout
nL = wT

LRnwL , (2.66)

pout
nR = wT

RRnwR . (2.67)
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The narrowband output SNR in the left and the right output signal is defined as
the ratio of the PSDs of the desired source and noise components, i.e.,

SNRout
L =

pout
xL

pout
nL

, (2.68)

SNRout
R =

pout
xR

pout
nR

. (2.69)

The left and the right SNR improvement (in dB) is hence given by

∆SNRL = 10 log10 SNRout
L − 10 log10 SNRin

L , (2.70)

∆SNRR = 10 log10 SNRout
R − 10 log10 SNRin

R , (2.71)

with SNRin
L and SNRin

R defined in (2.33) and (2.34). The narrowband output SIR in
the left and the right output signal is defined as the ratio of the PSDs of the desired
source and interfering source components, i.e.,

SIRout
L =

pout
xL

pout
uL

, (2.72)

SIRout
R =

pout
xR

pout
uR

. (2.73)

The left and the right SIR improvement (in dB) is hence given by

∆SIRL = 10 log10 SIRout
L − 10 log10 SIRin

L , (2.74)

∆SIRR = 10 log10 SIRout
R − 10 log10 SIRin

R , (2.75)

with SIRin
L and SIRin

R defined in (2.35) and (2.36).

2.2.2 Binaural cues

For the coherent sources in the considered acoustic scenario (i.e., the desired source
and the interfering source) the main binaural cues that can be used to describe the
spatial impression (cf. Section 1.2.1) are the interaural time difference (ITD) and
the interaural level difference (ILD) [48], which can be computed from the so-called
interaural transfer function (ITF). Using (2.20) and (2.21), the input ITFs of the
desired source and the interfering source are given by [10]

ITFin
x =

E{|xL|2}
E{xRx∗L}

=
eTLRxeL
eTRRxeL

=
aL
aR

, (2.76)

ITFin
u =

E{|uL|2}
E{uRu∗L}

=
eTLRueL
eTRRueL

=
bL
bR

. (2.77)
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Similarly, the output ITFs of the desired source and the interfering source are given
by

ITFout
x =

wH
L RxwL

wT
RRxwL

=
wH
L a

wH
R a

, (2.78)

ITFout
u =

wH
L RuwL

wT
RRuwL

=
wH
L b

wH
Rb

. (2.79)

From the ITF the ITD and ILD cues can be calculated as [10]

ITD =
∠ITF

ω
, (2.80)

ILD = |ITF|2 , (2.81)

with ω the angular frequency and where ∠(·) denotes the unwrapped phase.

For an incoherent sound field (i.e., background noise), the ITD and ILD cues are
not very descriptive, but the interaural coherence (IC) is known to play a major
role for the spatial impression (e.g., spatial width or diffuseness) [48]. The input IC
of the noise component is defined as

ICin
n =

E{nLn∗R}√
E{|nL|2}

√
E{|nR|2}

=
eTLRneR√

eTLRneL

√
eTRRneR

, (2.82)

while the output IC of the noise component is defined as

ICout
n =

wT
LRnwR√

wT
LRnwL

√
wT
RRnwR

. (2.83)

Because the IC is typically complex-valued, the magnitude-squared coherence
(MSC) is often used. The MSC is defined as the square of the absolute value of
the IC, i.e.,

MSCin
n =

∣∣ICin
n

∣∣2 , MSCout
n =

∣∣ICout
n

∣∣2 . (2.84)

For the (coherent) desired and interfering sources the input IC can be defined sim-
ilarly to (2.82). It can be shown using (2.20) and (2.21) that the input ICs for the
desired source and the interfering source are equal to [11, 106]

ICin
x =

eTLRxeR√
eTLRxeL

√
eTRRxeR

=
aLa

∗
R

|aL||aR|
= ej aL/aR , (2.85)

ICin
u =

eTLRueR√
eTLRueL

√
eTRRueR

=
bLb
∗
R

|bL||bR|
= ej bL/bR , (2.86)
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such that their input MSCs are equal to 1, i.e.,

MSCin
x = 1 , (2.87)

MSCin
u = 1 . (2.88)

An MSC of 1 is perceived as a distinct point source, while smaller MSC values lead
to a broader or even diffuse sound field perception [48]. The output IC of the desired
source and the interfering source can be defined similarly to (2.83), i.e.,

ICout
x =

wT
LRxwR√

wT
LRxwL

√
wT
RRxwR

, (2.89)

ICout
u =

wT
LRuwR√

wT
LRuwL

√
wT
RRuwR

. (2.90)

2.3 Summary

In this chapter the signal model was introduced for three configurations that are
used in the remainder of this thesis to derive and analyze binaural beamforming
algorithms with and without external microphones: the binaural hearing device con-
figuration using only the head-mounted microphones, the extended binaural hearing
device configuration incorporating one external microphone, and the multi-extended
binaural hearing device configuration incorporating multiple external microphones.
Furthermore, we introduced the mathematical definitions of the objective perfor-
mance measures and binaural cues that are used to evaluate the noise and interfer-
ence reduction performance (i.e., speech intelligibility) and binaural cue preservation
capabilities (i.e., spatial impression) of the considered algorithms.





3
BINAURAL BEAMFORMING ALGORITHMS
AND PARAMETER ESTIMATION METHODS

In this chapter we briefly review three state-of-the-art binaural beamforming al-
gorithms using only the head-mounted microphone signals, i.e., using the binau-
ral hearing device configuration discussed in Section 2.1.1. Section 3.1 reviews
the frequently-used binaural minimum variance distortionless response (BMVDR)
beamformer that preserves the binaural cues of the desired source but distorts the
binaural cues of the interfering source and the background noise. Section 3.2 re-
views the binaural linearly constrained minimum variance (BLCMV) beamformer
that uses an additional constraint to preserve the binaural cues of the interfering
source. Section 3.3 reviews the BMVDR beamformer with partial noise estimation
(BMVDR-N) that provides a trade-off between noise reduction performance and
binaural cue preservation of the (background) noise. Section 3.4 discusses several
methods to model or estimate the parameters that are required to implement the
aforementioned binaural beamforming algorithms, more in particular, covariance
matrices and ATF or RTF vectors.

3.1 Binaural Minimum Variance Distortionless Response (BMVDR)
beamformer

The BMVDR beamformer aims at minimizing the PSD of the noise component in
the output signals (2.66) and (2.67) while preserving the desired source component
in the left and the right reference microphone signals. The constrained optimization
problems for the left and the right filter vector wL and wR in (2.37) and (2.38) are
given by [2, 3, 10]

min
wL

E{|wH
L n|2} subject to wH

L x = xL

min
wR

E{|wH
Rn|2} subject to wH

Rx = xR

(3.1)

(3.2)

35
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Using (2.6) and (2.17), the left and the right filter vector of the BMVDR beamformer
are given by [2, 46, 65]

wBMVDR,L =
R−1
n a

γa
a∗L

wBMVDR,R =
R−1
n a

γa
a∗R

(3.3)

(3.4)

with

γa = aHR−1
n a . (3.5)

The filter vectors in (3.3) and (3.4) can also be written using the RTF vectors of
the desired source in (2.12), i.e.,

wBMVDR,L =
R−1
n aL

aHLR−1
n aL

, (3.6)

wBMVDR,R =
R−1
n aR

aHRR−1
n aR

. (3.7)

The parameters required to calculate the filter vectors of the BMVDR beamformer
are hence the noise covariance matrix Rn and either the ATF vector of the desired
source a or the RTF vectors of the desired source aL and aR.

Please note that the BMVDR beamformer can also be defined as minimizing the
PSD of the (overall) undesired component, i.e., using the undesired covariance ma-
trix Rv instead of the noise covariance matrix Rn. Alternatively, it is also possible
to use the noisy input covariance matrix Ry instead of Rn, which is referred to
as the minimum power distortionless response (MPDR) beamformer [46, 65]. Since
Rv is considerably more difficult to model or estimate in practice than Rn (cf. Sec-
tion 3.4) and the MPDR beamformer may lead to severe target cancellation effects
due to parameter estimation errors [78], in this thesis we only consider the BMVDR
beamformer using Rn.

By substituting (3.3) and (3.4) in (2.68) and (2.69), it has been shown in [3, 10]
that the output SNR of the BMVDR beamformer for both the left and the right
hearing device is equal to

ρ = SNRout
BMVDR,L = SNRout

BMVDR,R = psxγa (3.8)

which is always larger than or equal to the input SNR in (2.33) and (2.34). As can be
observed from (3.8) and (3.5), ρ depends on the ATF vector a (i.e., the position of
the desired source and the head-mounted microphones), the noise covariance matrix
Rn and the PSD psx of the desired source.
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By substituting (3.3) and (3.4) in (2.72) and (2.73), it has been shown in [11] that
the output SIR of the BMVDR beamformer for both the left and the right hearing
device is equal to

SIRout
BMVDR,L = SIRout

BMVDR,R =
psx
psu

|γa|2
|γab|2

, (3.9)

with γa defined in (3.5) and

γab = aHR−1
n b . (3.10)

Although the BMVDR beamformer yields the largest output SNR among all distor-
tionless binaural beamforming algorithms and typically also suppresses the interfer-
ing source to some extent, it does not allow to explicitly control the interference
reduction. As can be seen from (3.9) and (3.10), the output SIR of the BMVDR
beamformer depends on the ATF vectors a and b (i.e., the position of the desired
and interfering sources and the head-mounted microphones), the noise covariance
matrix Rn and the PSDs psx and psu of the desired and the interfering source. The
interference reduction performance of the BMVDR beamformer hence depends on
the relative position of the interfering source to the desired source. If both sources
are co-located (i.e., b = a and hence γab = γa), the BMVDR beamformer obviously
would not be able to perform any interference reduction.

As has been shown in [3, 10, 106], the BMVDR beamformer preserves the binaural
cues of the desired source, i.e.,

ITFout
BMVDR,x =

aL
aR

= ITFin
x , (3.11)

but distorts the binaural cues of the undesired sources, i.e., for the interfering source

ITFout
BMVDR,u =

aL
aR

= ITFin
x , (3.12)

and for the background noise

ICout
BMVDR,n = ICin

x = ej aL/aR , (3.13)

MSCout
BMVDR,n = 1 . (3.14)

Hence, at the output of the BMVDR beamformer both the interfering source and the
background noise are perceived as coming from the direction of the desired source,
which is obviously undesired in terms of sound quality and spatial awareness.

3.2 Binaural Linearly Constrained Minimum Variance (BLCMV) beam-
former

In addition to preserving the desired source component in the reference microphone
signals, the BLCMV beamformer preserves a scaled version of the interfering source
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component in the reference microphone signals while minimizing the PSD of the
noise component in the output signals [12, 105]. The constrained optimization prob-
lems for the left and the right filter vector are given by [12]

min
wL

E{|wH
L n|2} subject to wH

L x = xL , wH
L u = δuL

min
wR

E{|wH
Rn|2} subject to wH

Rx = xR , wH
Ru = δuR

(3.15)

(3.16)

where δ ∈ R denotes the interference scaling parameter, with 0 < δ ≤ 1. Using (2.6),
(2.7), (2.10), (2.11) and (2.17), the left and the right filter vector of the BLCMV
beamformer are given by [12]

wBLCMV,L = R−1
n C

(
CHR−1

n C
)−1

gL

wBLCMV,R = R−1
n C

(
CHR−1

n C
)−1

gR

(3.17)

(3.18)

with the constraint matrix C and the left and the right response vector gL and gR
defined as

C = [a , b] , (3.19)

gL =

[
a∗L
δb∗L

]
, (3.20)

gR =

[
a∗R
δb∗R

]
. (3.21)

The filter vectors in (3.17) and (3.18) can also be written using the RTF vectors of
the desired source in (2.12) and the RTF vectors of the interfering source in (2.13)
as [12]

wBLCMV,L = R−1
n CL

(
CH
LR−1

n CL

)−1
g , (3.22)

wBLCMV,R = R−1
n CR

(
CH
RR−1

n CR

)−1
g , (3.23)

with the response vector g and the left and the right constraint matrices CL and
CR defined as

g =

[
1

δ

]
, (3.24)

CL = [aL, bL] , (3.25)

CR = [aR, bR] . (3.26)
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The parameters required to calculate the filter vectors of the BLCMV beamformer
are hence the noise covariance matrix Rn, the ATF vector a or the RTF vectors
aL and aR of the desired source, the ATF vector b or the RTF vectors bL and bR
of the interfering source, and the interference scaling parameter δ. Please note that
like the BMVDR beamformer the BLCMV beamformer could be defined using the
undesired covariance matrix Rv or the noisy input covariance matrix Ry instead
of the noise covariance matrix Rn [12]. For the same reasons as for the BMVDR
beamformer and because it has been shown in [163] that using Rn is beneficial
in practical scenarios with estimation errors, in this thesis we only consider the
BLCMV beamformer using Rn.

By substituting (3.17) and (3.18) in (2.68) and (2.69) it has been shown in [12] that
the left and the right output SNR of the BLCMV beamformer are equal to

SNRout
BLCMV,L =

psx |aL|2
eTLRxu,1eL

, (3.27)

SNRout
BLCMV,R =

psx |aR|2
eTRRxu,1eR

, (3.28)

with

Rxu,1 =
1

1−Ψ

[
aaH

γa
+ δ2 bbH

γb
− 2Ψδ<

{
abH

γ∗ab

}]
, (3.29)

γb = bHR−1
n b , Ψ =

|γab|2
γaγb

, (3.30)

where <{·} denotes the real part of a complex number. The left and the right
output SNR of the BLCMV beamformer in (3.27) and (3.28) are both smaller than
or equal to the output SNR of the BMVDR beamformer in (3.8), since less degrees
of freedom are available for noise reduction. In addition, it has been shown in [12]
that the left and the right output SIR of the BLCMV beamformer are equal to

SIRout
BLCMV,L = SIRin

L

1

δ2
, (3.31)

SIRout
BLCMV,R = SIRin

R

1

δ2
. (3.32)

This means that the interference reduction of the BLCMV beamformer can be
directly controlled by the interference scaling parameter δ, which is also intuitively
clear from the constraints in (3.15) and (3.16).
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It can also be directly seen from the constraints in (3.15) and (3.16) that the BLCMV
beamformer preserves the binaural cues of both the desired source and the interfer-
ing source, i.e.,

ITFout
BLCMV,x =

aL
aR

= ITFin
x , (3.33)

ITFout
BLCMV,u =

bL
bR

= ITFin
u . (3.34)

In addition, it has been shown in [12] that the output IC of the noise component
for the BLCMV beamformer is equal to

ICout
BLCMV,n =

eTLRxu,1eR√
eTLRxu,1eL

√
eTRRxu,1eR

. (3.35)

Substituting (3.35) in (2.84), the output MSC of the noise component for the
BLCMV beamformer is equal to

MSCout
BLCMV,n =

∣∣eTLRxu,1eR
∣∣2(

eTLRxu,1eL
) (

eTRRxu,1eR
) . (3.36)

Because Rxu,1 in (3.29) is a rank-2 matrix, it has been shown in [12] that the output
MSC of the noise component is smaller than 1 but is not equal to the input MSC of
the noise component. Furthermore, it should be noted that the output MSC of the
noise component depends on the relative position of the interfering source to the
desired source, cf. (3.29) and (3.30), such that it is not straightforward to control
the binaural cues of the background noise.

3.3 BMVDR beamformer with partial noise estimation (BMVDR-N)

In addition to preserving the desired source component in the reference microphone
signals, the BMVDR beamformer with partial noise estimation (BMVDR-N) aims
at preserving a scaled version of the noise component in the reference microphone
signals [3, 9, 10, 13]. The constrained optimization problems for the left and the
right filter vector are given by

min
wL

E
{∣∣wH

L n− ηnL
∣∣2} subject to wH

L x = xL

min
wR

E
{∣∣wH

Rn− ηnR
∣∣2} subject to wH

Rx = xR

(3.37)

(3.38)
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where η ∈ R denotes the mixing parameter, with 0 ≤ η ≤ 1. It has been shown in
[10, 13] that the resulting left and right filter vectors can be written as

wBMVDR−N,L = (1− η)wBMVDR,L + ηeL

wBMVDR−N,R = (1− η)wBMVDR,R + ηeR

(3.39)

(3.40)

with wBMVDR,L and wBMVDR,R defined in (3.3) and (3.4). Hence, the output signals
of the BMVDR-N beamformer can be interpreted as a mixture between the noisy
reference microphone signals (scaled with η) and the output signals of the BMVDR
beamformer (scaled with 1 − η). For η = 0, the BMVDR-N beamformer in (3.39)
and (3.40) is equal to the BMVDR beamformer in (3.3) and (3.4). For η = 1, the
output signals are equal to the reference microphone signals, i.e., no beamforming
is applied at all. The parameters required to calculate the filter vectors of the
BMVDR-N beamformer are the mixing parameter η and the same parameters as
for the BMVDR beamformer in Section 3.1.

In [10, 13] it has been shown that the left and the right output SNR of the BMVDR-
N beamformer are equal to

SNRout
BMVDR−N,L =

ρ

1 + η2
(

ρ
SNRin

L

− 1
) ≤ ρ , (3.41)

SNRout
BMVDR−N,R =

ρ

1 + η2
(

ρ
SNRin

R

− 1
) ≤ ρ , (3.42)

with the output SNR of the BMVDR beamformer ρ defined in (3.8), such that

SNRout
BMVDR−N,L ≤ SNRout

BMVDR,L , (3.43)

SNRout
BMVDR−N,R ≤ SNRout

BMVDR,R . (3.44)

Since ρ ≥ SNRin
L and ρ ≥ SNRin

R , it can easily be seen that (3.41) and (3.42)
monotonically decrease with increasing η, i.e.,

∂SNRout
BMVDR−N,L

∂η
≤ 0 , (3.45)

∂SNRout
BMVDR−N,R

∂η
≤ 0 , (3.46)

such that a larger mixing parameter η leads to a smaller output SNR of the BMVDR-
N beamformer [10, 13]. By substituting (3.39) and (3.40) in (2.72) and (2.73), it
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can be shown that the left and the right output SIR of the BMVDR-N beamformer
are equal to

SIRout
BMVDR−N,L =

psx
psu

|aL|2
eTLRxu,2eL

, (3.47)

SIRout
BMVDR−N,R =

psx
psu

|aR|2
eTRRxu,2eR

, (3.48)

with

Rxu,2 = (1− η)2 |γab|2
|γa|2

aaH + η2bbH + (η − η2)2<{abH
γab
γa
} , (3.49)

with γa and γab defined in (3.5) and (3.10), respectively. For η = 0, the left and
the right output SIR of the BMVDR-N beamformer are equal to the left and the
right output SIR of the BMVDR beamformer in (3.9). For η = 1, Rxu,2 = bbH and
the left and the right output SIR of the BMVDR-N beamformer are equal to the
left and the right input SIR in (2.35) and (2.36). As can be seen from (3.47), (3.48)
and (3.49), the interference reduction of the BMVDR-N beamformer depends on
the relative position of the interfering source to the desired source such that it is
not straightforward to control using the mixing parameter η.

Similarly to the BMVDR and the BLCMV beamformer, the BMVDR-N beamformer
preserves the binaural cues of the desired source [10, 13], i.e.,

ITFout
BMVDR−N,x =

aL
aR

= ITFin
x . (3.50)

By substituting (3.39) and (3.40) in (2.79), it has been shown in [13, 164] that the
output ITF of the interfering source is equal to

ITFout
BMVDR−N,u =

(1− η)aL
γab
γa

+ ηbL

(1− η)aR
γab
γa

+ ηbR
. (3.51)

As can be observed, for η = 1 the binaural cues of the interfering source are pre-
served, whereas for η = 0 the binaural cues of the interfering source are equal to the
binaural cues of the desired source (as for the BMVDR beamformer). Due to γab
in (3.51), the output ITF of the interfering source for the BMVDR-N beamformer
depends on the relative position of the interfering source to the desired source, such
that it is not straightforward to control using the mixing parameter η, like the left
and the right output SIR of the BMVDR-N beamformer.
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By substituting (3.39) and (3.40) in (2.82) and (2.84), it has been shown in [13]
that the output IC and the output MSC of the noise component for the BMVDR-N
beamformer are equal to

ICout
BMVDR−N,n =

1−η2
ρ psxaLa

∗
R + η2pnLR√(

1−η2
ρ psx |aL|2 + η2pnL

)(
1−η2
ρ psx |aR|2 + η2pnR

) ,(3.52)

MSCout
BMVDR−N,n =

∣∣∣ 1−η2ρ psxaLa
∗
R + η2pnLR

∣∣∣2(
1−η2
ρ psx |aL|2 + η2pnL

)(
1−η2
ρ psx |aR|2 + η2pnR

) , (3.53)

with pnL , pnR and pnLR defined in (2.28), (2.29) and (2.30). For η = 1, the output
MSC of the noise component in (3.53) is equal to the input MSC of the noise
component. For η = 0, the output MSC of the noise component is equal to 1. Since a
larger mixing parameter leads to a better MSC preservation of the noise component
(i.e., a better preservation of the spatial impression) but a smaller output SNR,
the mixing parameter allows to trade off between noise reduction performance and
binaural cue preservation of the noise component.

In order to achieve a desired output MSC MSCdes
n of the noise component, with

0 ≤ MSCin
n ≤ MSCdes

n ≤ 1 , (3.54)

in [13] a closed-form expression for the mixing parameter ηdes has been derived, i.e.,

ηdes =

√√√√ρ
(√

γ2 − αβ − γ
)

+ α

ρ2β − 2ργ + α
, (3.55)

with

α =
(

MSCdes
n − 1

)
p2
sx |aL|2|aR|2 , (3.56)

β =
(

MSCdes
n −MSCin

n

)
pnLpnR , (3.57)

γ = MSCdes
n

psx |aL|2pnL + psx |aR|2pnR
2

−<{psxaLa∗R p∗nLR} . (3.58)

Since MSCin
n ≤ MSCdes

n ≤ 1 and all PSDs are positive (or zero), it can be easily
seen that α ≤ 0 and β ≥ 0. Aiming for the spatial impression of the noise com-
ponent in the reference microphone signals and the noise component in the output
signals of the BMVDR-N beamformer to be indistinguishable, it has been proposed
in [13, 106] to define the desired output MSC of the noise component based on the
IC discrimination ability of the human auditory system [165, 166]. A perceptual
evaluation of the BMVDR-N beamformer using such psycho-acoustically motivated
mixing parameters can be found in [113], showing that partially preserving the IC
of a diffuse noise field, by using the BMVDR-N beamformer, significantly improves
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spatial quality compared with the BMVDR beamformer while only marginally af-
fecting speech intelligibility.

3.4 Parameter modelling and estimation

As shown in the previous sections, the parameters required to calculate the filter
vectors of the binaural beamforming algorithms considered in this thesis are 1) co-
variance matrices and 2) steering vectors, i.e., ATF or RTF vectors of a coherent
source (e.g., the desired source or the interfering source). In this section we discuss
several methods to model or estimate these parameters in practice. Section 3.4.1
considers modelling and estimating covariance matrices, while Section 3.4.2 consid-
ers modelling and estimating steering vectors. The choice whether to use modelled
or estimated parameters depends on the trade-off between estimation errors and
the validity of the model assumptions for the considered acoustic scenario.

3.4.1 Covariance matrices

modelling of covariance matrices On the one hand, the covariance
matrices of the coherent sources (i.e., desired source and interfering source) in (2.20)
and (2.21) may be highly time-varying both spectrally as well as spatially (moving
sources). On the other hand, it can typically be assumed that the noise covariance
matrix Rn in (2.17) is spatially more stationary and hence easier to model. As-
suming a homogeneous noise field, where the PSDs of the noise component in all
microphone signals are equal, the noise covariance matrix can be modelled as

Rn = pnΓ , (3.59)

with pn the (possibly time-varying) PSD of the noise component in all microphone
signals and Γ ∈ CMH×MH the (time-invariant) spatial coherence matrix of the noise.
Using (3.59) for the calculation of the filter vectors of the BMVDR beamformer in
(3.3) and (3.4), it can be observed that the filter vectors are independent of pn and
hence only the spatial coherence matrix Γ is required, i.e.,

wBMVDR,L =
Γ−1a

aHΓ−1a
a∗L , wBMVDR,R =

Γ−1a

aHΓ−1a
a∗R . (3.60)

This also holds for the filter vectors of the BLCMV beamformer in (3.17) and
(3.18) and the BMVDR-N beamformer in (3.39) and (3.40). In the following we
discuss three common ways to model the spatial coherence matrix Γ. First, assuming
spatially white noise, which is frequently used to model sensor noise, the spatial
coherence matrix is equal to the MH -dimensional identity matrix IMH

, i.e.,

Γwhite = IMH
. (3.61)

Second, assuming diffuse background noise (more in particular a spherically
isotropic noise field), which is frequently used to model multi-talker babble noise,
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the (p, q)-th element of the spatial coherence matrix can be modelled, assuming no
head between the microphones, as [32]

Γdiff(p, q) = sinc

(
ωdp,q
c

)
, (3.62)

with ω the angular frequency, dp,q the distance between the p-th and the q-th
microphone and c the speed of sound. However, since it should be taken into account
that the binaural hearing devices are head-mounted, a modified sinc-function should
be used instead of (3.62) [11, 167], i.e.,

Γdiff,mod(p, q) = sinc

(
α
ωdp,q
c

)
1√

1 + (β
ωdp,q
c )4

, (3.63)

with α = 2.2 and β = 0.5. Since the relative positions of the head-mounted micro-
phones are (roughly) fixed, the spatial coherence matrix of the noise can be assumed
stationary such that Γdiff can be used as a time-invariant parameter to calculate
the filter vectors of the binaural beamforming algorithms considered in this thesis.
Third, if a database of (measured or simulated) ATFs is available (e.g., [35, 37]),
the (p, q)-th element of the spatial coherence matrix can be modelled as [11–13]

Γdat(p, q) =

∑K
k=1 hp(θk)h∗q(θk)√∑K

k=1 |hp(θk)|2
√∑K

k=1 |hq(θk)|2
, (3.64)

with h(θk) the anechoic ATF at angle θk and K the total number of angles in the
database.

estimation of covariance matrices To estimate covariance matrices,
we distinguish between batch and online estimation. Batch estimation refers to uti-
lizing the complete signal (i.e., all time frames t), hence yielding a time-invariant
covariance matrix. Batch estimation should therefore only be performed if the acous-
tic scenario can be assumed to be spatially stationary. The batch estimate of the
noisy input covariance matrix Ry can be calculated as

R̂bat
y (f) =

1

|Y|
∑
t∈Y

y(f, t)yH(f, t) , (3.65)

with Y the set of time frames where all sources are active and |Y| its cardinality.
Similarly, the batch estimate of the noise covariance matrix Rn can be calculated
as

R̂bat
n (f) =

1

|N |
∑
t∈N

y(f, t)yH(f, t) , (3.66)
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with N the set of time frames where only the background noise is active and |N |
its cardinality. The batch estimate of the undesired covariance matrix Rv can be
calculated as

R̂bat
v (f) =

1

|V|
∑
t∈V

y(f, t)yH(f, t) , (3.67)

with V the set of time frames where only the undesired sources (i.e., interfering
source and background noise) are active and |V| its cardinality. Please note that the
batch estimates of the desired source covariance matrix R̂bat

x and the interfering
source covariance matrix R̂bat

u can be calculated similarly, but have rather theoret-
ical relevance, since in practice it does not frequently happen that there are time
frames where only the desired source of the interfering source are active.

Contrary to batch estimation, online estimation refers to utilizing current and past
time frames to adaptively estimate a covariance matrix. Online estimation should
therefore be performed when the acoustic scenario is time-varying, e.g., due to head
movements or movements of the sources, and is typically implemented by recursive
averaging [46]. If all sources are active in the current time frame, i.e., t ∈ Y, the
noisy input covariance matrix Ry can be recursively updated as

R̂onl
y (f, t) = αyR̂y(f, t− 1) + (1− αy)y(f, t)yH(f, t) , (3.68)

with αy the smoothing factor for the noisy input covariance matrix. Note that if
t /∈ Y, typically the last estimate is used, i.e., R̂onl

y (f, t) = R̂onl
y (f, t − 1). If only

the background noise is active in the current time frame, i.e., t ∈ N , the noise
covariance matrix Rn can be recursively updated as

R̂onl
n (f, t) = αnR̂n(f, t− 1) + (1− αn)y(f, t)yH(f, t) , (3.69)

with αn the smoothing factor for the noise covariance matrix and if t /∈ N ,
R̂onl
n (f, t) = R̂onl

n (f, t − 1). If only the undesired sources (i.e., interfering source
and background noise) are active in the current time frame, i.e., t ∈ V, the unde-
sired covariance matrix Rv can be recursively updated as

R̂onl
v (f, t) = αvR̂v(f, t− 1) + (1− αv)y(f, t)yH(f, t) , (3.70)

with αv the smoothing factor for the undesired covariance matrix and if t /∈ V,
R̂onl
v (f, t) = R̂onl

v (f, t− 1). The smoothing factors can be related to a time constant
as

α = e−
Ts
fsτ , (3.71)

with Ts the frame shift in the STFT framework, fs the sampling rate and τ the
time constant. The time constant τ should be in the range of the assumed spatial
stationarity of the respective signal component.
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voice activity detector (vad) To estimate the covariance matrices, the
time frames need to be classified into the different sets Y, N and V. In the time-
domain, a common approach is to use a binary voice activity detector (VAD) [19–
23], which indicates whether a sample or time frame consists of speech-plus-noise
or noise-only. Assuming for now that no interfering source is present in the acoustic
scene, the objective of a VAD is to indicate whether the desired source is active,
i.e., t ∈ Y or not, i.e., t ∈ N , in a specific sample or time frame. Figure 3.1 depicts
an exemplary VAD output. As can be observed, short pauses occur between spo-
ken words, allowing the noise covariance matrix only to be updated during these
pauses. Contrary to a binary VAD in the time-domain, high-resolution speech pres-
ence probability (SPP) estimators in both time- and frequency-domain have been
proposed [24–27]. An SPP estimate close to 1 indicates speech presence, whereas
an SPP estimate close to 0 indicates speech absence. From an SPP estimate a high-
resolution VAD in time- and frequency-domain can be obtained by applying upper
and lower boundaries, i.e.,

VAD(f, t) =


1 , if SPP(f, t) > SPPupper

0 , if SPP(f, t) ≤ SPPlower

0.5 , else

, (3.72)

where SPPupper denotes the upper SPP boundary and SPPlower denotes the lower
SPP boundary. This approach also enables to define a region of uncertainty, i.e.,
VAD(f, t) = 0.5, where no covariance matrix is updated. Figure 3.2 exemplarily
depicts an SPP estimate (top) and the resulting high-resolution VAD (bottom) for
a speech source in diffuse noise (broadband SNR of 5 dB) using an implementation
of [27] with SPPupper = 0.7 and SPPlower = 0.5. Other approaches that, e.g., use a
soft weighting in (3.68), (3.69) and (3.70) can be found in [46, 168].

It should be noted that when an interfering speech source is present in the acous-
tic scene, VADs or SPP estimators usually cannot distinguish between the desired
speech source and the interfering speech source. As mentioned before, estimating
the undesired covariance matrix Rv is hence a very difficult task in practice. Nev-
ertheless, several approaches have been proposed to distinguish between multiple
speech sources, e.g., based on position [169, 170] or based on auditory attention
decoding [171–175].

3.4.2 Steering vectors (ATF and RTF vectors)

For the ATF and RTF vectors of the desired source and the interfering source, two
approaches can be considered. In the first approach, the ATFs and RTFs are mod-
elled by anechoic ATFs and RTFs, for which the relative position of the microphones
needs to be either known or fixed. In the second approach, the reverberant RTFs are
directly estimated from the microphone signals. It should be noted that we do not
consider blind ATF estimation techniques [176–181] in this thesis, since accurately
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Fig. 3.1: Exemplary illustration of a VAD.
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Fig. 3.2: Exemplary illustration of an SPP estimate (top) and the resulting high-resolution
VAD (bottom) with SPPupper = 0.7 and SPPlower = 0.5.

estimating ATFs has proven to be very difficult in practice, especially for dynamic
acoustic scenarios with background noise.

modelling of atf and rtf vectors When modelling the ATFs and
RTFs of a source using anechoic ATFs and RTFs, it is often assumed that these
anechoic ATFs and RTFs are completely determined by the DOA of the source
(assuming that the source is in the far-field and in the horizontal plane). The ane-
choic ATFs and RTFs can either be analytically computed based on a (spherical)
head model [40] or selected from a database with measured binaural room impulse
responses (BRIRs) for a specific microphone configuration [35, 37], which are trans-
formed to the frequency-domain. In many hearing aid applications, it is simply
assumed that the desired source is located in front of the listener. Since this as-
sumption obviously does not always hold in practice, several approaches have been
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proposed to estimate the DOA of one or multiple speakers from the binaural mi-
crophone signals, e.g., based on the dual delay line approach [69, 182], by using an
auditory model [55], by modelling binaural cues using a Gaussian mixture model
[183], by using blindly estimated impulse responses with an ITD/ILD model [70],
by using blindly estimated RTFs [72, 74], by using a beamforming-based approach
[73, 184], or by using classification-based methods [71, 185].

It should be realized that anechoic ATFs and RTFs obviously only contain the direct
path of the source (including the shadowing of the head, cf. Section 1.2.1) but no
reverberation. Another drawback is that the relative positions of the microphones
need to be either known (when using an analytical model) or fixed (when using a
database with measured BRIRs). This means that for the (multi-)extended binaural
hearing device configuration with one or more external microphones, the usage of
modelled ATFs and RTFs is typically not possible for the external microphones,
since their relative position to the head-mounted microphones is usually not known
and may even be time-varying. Assuming that the DOA of the desired source is
known a-priori, in [16] methods to incorporate multiple external microphones in a
GSC structure were proposed, whereby the GSC structure was based on the head-
mounted microphones and could not be changed. The results in [16] are particularly
interesting if the configuration to be extended cannot be changed and if the DOA
of the desired source can be assumed a-priori (e.g., in front of the listener).

estimation of rtf vectors Compared to using modelled RTFs, directly
estimating the RTFs from the microphone signals has two main advantages. First,
the relative positions of the microphones do not have to be known or fixed and can
even be time-varying. Estimating the RTFs hence enables to incorporate one or more
external microphones at unknown positions, compared to using modelled/measured
RTFs. Second, estimated RTFs include early reflections or even late reverberation
(depending on the time frame size of the STFT framework), which, e.g., leads to
a more natural and wider perception for the desired source when used to steer the
BMVDR beamformer. In this thesis we hence mainly consider direct estimation of
the RTF vectors.

In the following we assume an acoustic scenario without an interfering source†, i.e.,
Ry = Rx + Rn and briefly review several state-of-the-art RTF vector estimation
methods to estimate the RTF vectors of the desired source aL and aR in (2.12). Note
that all methods discussed in this section can also be used to estimate the extended
RTF vectors, e.g., aL,e and aR,e in (2.44). RTF vector estimation methods typically
require estimates of the noisy input covariance matrix R̂y and the noise covariance

† While there are many RTF vector estimation methods available for a single source, it is not
straightforward to jointly estimate the RTF vectors of multiple simultaneously active sources (e.g.,
the desired source and the interfering source).
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matrix R̂n (see Section 3.4.1). Using (2.31), it can be easily shown that the left and
the right RTF vector of the desired source in (2.12) can be written as

aL =
Rxem

eTLRxem
, (3.73)

aR =
Rxem

eTRRxem
, (3.74)

with m ∈ {1, . . . , MH}, i.e., selecting any column of the desired source covariance
matrix Rx and normalizing by the element corresponding to the left or the right
reference microphone. Even though it is not required, the column corresponding
to the left and the right reference microphone is often used in the literature, i.e,
em = eL in (3.73) and em = eR in (3.74).

Because the desired source covariance matrix Rx is unavailable in practice, biased
RTF vector estimates can be obtained by using an estimate of the noisy input
covariance matrix R̂y, i.e.,

âB
L =

R̂yeL

eTLR̂yeL

âB
R =

R̂yeR

eTRR̂yeR

(3.75)

(3.76)

e.g., either using the batch estimate R̂bat
y in (3.65) or the online estimate R̂onl

y in
(3.68).

To reduce the bias, several methods have been proposed [85, 87, 89, 90, 93, 117]. In
the covariance subtraction (CS) method [87, 90, 93] the desired source covariance
matrix is first estimated as

R̂x = R̂y − R̂n , (3.77)

e.g., using the estimation methods discussed in Section 3.4.1. The RTF vectors of
the desired source are then estimated as [87, 90, 93]

âCS
L =

R̂xeL

eTLR̂xeL

âCS
R =

R̂xeR

eTRR̂xeR

(3.78)

(3.79)

Since R̂x typically is not a rank-1 matrix, it has been proposed in [89, 90] to
estimate the RTF vectors of the desired source as the principal eigenvector p{R̂x}



3.4 parameter modelling and estimation 51

(corresponding to the largest eigenvalue), normalized by the element corresponding
to the reference microphone, i.e.,

âCS−R1
L =

p{R̂x}
eTLp{R̂x}

âCS−R1
R =

p{R̂x}
eTRp{R̂x}

(3.80)

(3.81)

We refer to this method as the CS method with rank-1 approximation (CS-R1). It
has been shown in [89] that the CS-R1 method outperforms the CS method, but ob-
viously has a larger computational complexity due to the eigenvalue decomposition
(EVD).

In the covariance whitening (CW) method, first a square-root decomposition (e.g.,
Cholesky decomposition [186]) of the estimated noise covariance matrix R̂n is com-
puted, i.e.,

R̂n = R̂H/2
n R̂1/2

n . (3.82)

The estimated noisy input covariance matrix R̂y is then pre-whitened as

R̂w
y = R̂−1/2

n R̂yR̂
−H/2
n . (3.83)

Based on the principal eigenvector p{R̂w
y }, the RTF vectors of the desired source

can be estimated as [85, 89, 90, 93, 117]

âCW
L =

R̂
1/2
n p{R̂w

y }
eTLR̂

1/2
n p{R̂w

y }

âCW
R =

R̂
1/2
n p{R̂w

y }
eTRR̂

1/2
n p{R̂w

y }

(3.84)

(3.85)

A performance analysis and comparison between the CS and the CW method can
be found in [90, 93]. The results show that the CW method generally outperforms
the CS method but comes with a significantly larger computational complexity due
to the square-root decomposition and especially the EVD. Aiming at reducing the
computational complexity, iterative methods for RTF vector estimation have been
proposed by using the power iteration method (or von-Mises-Iteration) to calculate
the principal eigenvector p{R̂x} [92] or p{R̂w

y } [86]. The RTF vector estimation
methods based on the power method (PM) are referred to as PM-CS and PM-CW,
respectively. As mentioned in [86, 92], one iteration per frame is typically sufficient
for an online implementation.
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3.5 Summary

In this chapter we reviewed three state-of-the-art binaural beamforming algorithms
that are used throughout this thesis and discussed noise and interference reduc-
tion performance and binaural cue preservation capabilities. First, we reviewed the
frequently-used BMVDR beamformer, which preserves the binaural cues of the de-
sired source but distorts the binaural cues of the undesired sources (i.e., interfering
source and background noise). The BMVDR beamformer provides the best noise
reduction performance among all considered distortionless binaural beamforming
algorithms, but the interference reduction depends on the relative position of the
interfering source to the desired source and is not controllable. Second, we reviewed
the BLCMV beamformer, which preserves the binaural cues of both the desired
source and the interfering source but distorts the binaural cues of the background
noise, depending on the relative position of the interfering source to the desired
source. Since less degrees of freedom are available for noise reduction, the BLCMV
beamformer typically yields a lower noise reduction performance than the BMVDR
beamformer, but enables to directly control the amount of interference reduction
by means of an interference scaling parameter. Third, we reviewed the BMVDR-N
beamformer, which allows to trade off between noise reduction performance and
binaural cue preservation of the noise component by mixing the noisy reference
microphone signals with the output signals of the BMVDR beamformer using a
mixing parameter. While the BMVDR-N beamformer hence enables to control the
background noise component in the output signals, the interference reduction and
the binaural cue preservation of the interfering source depend on the relative po-
sition of the interfering source to the desired source and are not straightforward
to control using the mixing parameter. We further reviewed several methods to
model or estimate the parameters that are required to calculate the filter vectors
of the considered binaural beamforming algorithms in practice, more in particular
covariance matrices and RTF vectors. Using estimates of the RTF vectors, the rel-
ative positions of the microphones do not have to be known or fixed and can even
be time-varying. Estimating the RTF vectors hence enables to incorporate one or
more external microphones at unknown positions. The state-of-the-art RTF vector
estimation methods that are used in the remainder of the thesis require estimates
of both the noisy input covariance matrix and the noise covariance matrix. The CW
method generally outperforms the CS method but comes with a significantly larger
computational complexity, especially since the CW method requires an EVD.

In Chapter 4 we combine the advantages of the BLCMV beamformer and the
BMVDR-N beamformer and propose the BLCMV beamformer with partial noise es-
timation (BLCMV-N). It is shown that the proposed BLCMV-N beamformer is able
to preserve the binaural cues of both the desired source and the interfering source
and further enables to trade off between noise reduction performance and binaural
cue preservation of the noise component. In Chapter 5 we analyze the BMVDR
beamformer and the BMVDR-N beamformer for the extended binaural hearing de-
vice configuration and show that incorporating an external microphone is beneficial
both in terms of noise reduction performance and binaural cue preservation of the
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noise component. Finally, in Chapter 6 we propose computationally efficient meth-
ods (i.e., not requiring an EVD) to estimate the RTF vectors of the desired source
that only require an estimate of the noisy input covariance matrix by exploiting one
or more external microphones and show that in practice the performance is similar
(or even better) than the performance of the CW method.





4
BLCMV BEAMFORMER WITH PARTIAL
NOISE ESTIMATION (BLCMV-N)

As discussed in Chapter 3, the BMVDR beamformer provides a good noise re-
duction performance and preserves the binaural cues of the desired source, but it
does not allow to control the reduction of the interfering source and distorts the
binaural cues of the undesired sources (interfering source and background noise).
As the first extension discussed in Section 3.2, the binaural linearly constrained
minimum variance (BLCMV) beamformer uses an additional interference reduction
constraint, enabling to control the reduction of the interfering source while preserv-
ing the binaural cues of the interfering source in addition to the desired source by
means of an interference scaling parameter [12, 105]. However, due to the additional
constraint there are less degrees of freedom available for noise reduction, such that
the noise reduction performance for the BLCMV beamformer is lower than for the
BMVDR beamformer. Furthermore, it is not possible to explicitly trade off between
noise reduction performance and binaural cue preservation of the background noise.
As the second extension discussed in Section 3.3, the BMVDR beamformer with
partial noise estimation (BMVDR-N) aims for the noise component in the output
signals to be equal to a scaled version of the noise component in the reference mi-
crophone signals while preserving the desired source component in the reference
microphone signals [3, 9, 10, 13]. It has been shown that the output signals of the
BMVDR-N beamformer can be interpreted as a mixture between the output signals
of the BMVDR beamformer and the noisy reference microphone signals, i.e., the
BMVDR-N beamformer provides a trade-off between noise reduction performance
and binaural cue preservation of the background noise. While for (incoherent) back-
ground noise the BMVDR-N beamformer showed promising results [13, 113], the
effect of partial noise estimation on a (coherent) interfering source depends on the
relative position of the interfering source to the desired source and is harder to
control [10].

This chapter is partly based on:
[156] N. Gößling, E. Hadad, S. Gannot and S. Doclo, “Binaural LCMV beamforming with partial

noise estimation,” IEEE/ACM Transactions on Audio, Speech, and Language Processing,
in press, 2020.
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Aiming at merging the advantages of the BLCMV beamformer and the BMVDR-N
beamformer, i.e., preserving the binaural cues of the interfering source and con-
trolling the reduction of the interfering source as well as the binaural cues of
the background noise, in this chapter we propose the BLCMV beamformer with
partial noise estimation (BLCMV-N). Compared to the BMVDR beamformer, the
BLCMV-N beamformer uses an additional constraint to preserve a scaled version
of the interfering source component in the reference microphone signals (like the
BLCMV beamformer) and aims at preserving a scaled version of the noise com-
ponent in the reference microphone signals. First, we derive two decompositions
for the BLCMV-N beamformer which reveal differences and similarities between
the BLCMV-N beamformer and the BLCMV beamformer. We show that the out-
put signals of the BLCMV-N beamformer can be interpreted as a mixture between
the noisy reference microphone signals and the output signals of a BLCMV beam-
former using an adjusted interference scaling parameter. We then analytically derive
the performance of the BLCMV-N beamformer in terms of noise and interference
reduction performance and binaural cue preservation. We show that the output
SNR of the BLCMV-N beamformer is smaller than or equal to the output SNR
of the BLCMV beamformer and derive the optimal interference scaling parameter
maximizing the output SNR of the BLCMV-N beamformer. The derived analytical
expressions are first validated using measured anechoic ATFs. In addition, more real-
istic experiments are performed using recorded signals for a binaural hearing device
configuration in a reverberant cafeteria with one interfering source and multi-talker
babble noise. Both the objective performance measures as well as the results of a
perceptual listening test with 13 normal-hearing participants show that the pro-
posed BLCMV-N beamformer is able to preserve the binaural cues and hence the
spatial impression of the interfering source (like the BLCMV beamformer), while
trading off between noise reduction performance and binaural cue preservation of
the background noise (like the BMVDR-N beamformer).

The remainder of this chapter is organized as follows. In Section 4.1 we present the
BLCMV-N beamformer and derive two decompositions. In Section 4.2 we provide
a detailed theoretical analysis of the proposed BLCMV-N beamformer in terms of
noise and interference reduction performance and binaural cue preservation. In Sec-
tion 4.3 we first validate the analytical expressions using anechoic ATFs, followed by
simulations and a perceptual listening test using realistic recordings in a reverberant
environment.

4.1 BLCMV beamformer with partial noise estimation

Aiming at merging the advantages of the BLCMV beamformer and the BMVDR-N
beamformer, i.e., preserving the binaural cues of the interfering source and con-
trolling the binaural cues of the background noise, in Section 4.1.1 we present the
BLCMV beamformer with partial noise estimation (BLCMV-N). Similarly as for
the BLCMV beamformer in [12], in Sections 4.1.2 and 4.1.3 we derive two decom-
positions for the BLCMV-N beamformer which reveal differences and similarities
between the BLCMV-N beamformer and the BLCMV beamformer.
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4.1.1 BLCMV-N beamformer

Compared to the BMVDR beamformer in (3.1) and (3.2), the BLCMV-N beam-
former uses an additional constraint to preserve a scaled version of the interfering
source component in the reference microphone signals, like the BLCMV beamformer
in (3.15) and (3.16), and aims at preserving a scaled version of the noise component
in the reference microphone signals, like the BMVDR-N beamformer in (3.37) and
(3.38). The constrained optimization problem for the left and the right filter vector
is given by

min
wL

E
{∣∣wH

L n− ηnL
∣∣2} subject to wH

L x = xL , wH
L u = δuL

min
wR

E
{∣∣wH

Rn− ηnR
∣∣2} subject to wH

Rx = xR , wH
Ru = δuR

(4.1)

(4.2)

The solution of (4.1) and (4.2) is equal to (see Appendix A.1)

wBLCMV−N,L = ηeL + (1− η)R−1
n C

(
CHR−1

n C
)−1

[
a∗L
δ̄b∗L

]

wBLCMV−N,R = ηeR + (1− η)R−1
n C

(
CHR−1

n C
)−1

[
a∗R
δ̄b∗R

]
(4.3)

(4.4)

with C defined in (3.19) and the adjusted interference scaling parameter δ̄ equal to

δ̄ =
δ − η
1− η . (4.5)

Hence, the output signals of the BLCMV-N beamformer can be interpreted as a
mixture between the noisy reference microphone signals (scaled with η) and the
output signals of a BLCMV beamformer (scaled with 1 − η) using the adjusted
interference scaling parameter δ̄ in (4.5) instead of the interference scaling parameter
δ. For η = 0, the BLCMV-N beamformer is equal to the BLCMV beamformer in
(3.17) and (3.18) with δ̄ = δ, whereas for η = 1, it should be realized that only if
δ = 1 no beamforming is applied. Since mixing with the reference microphone signals
not only affects the noise component but also the interfering source component, the
adjusted interference scaling parameter δ̄ depends on both the interference scaling
parameter δ as well as the mixing parameter η due to the interference reduction
constraint in (4.1) and (4.2). Figure 4.1 depicts δ̄ as a function of η for different
values of δ. It can be seen that

δ̄(η, δ) =


> 0 , for δ > η

< 0 , for δ < η

0 , for δ = η

. (4.6)
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Fig. 4.1: Adjusted interference scaling parameter δ̄ as a function of η for different values
of δ.

As shown in more detail in the following sections, using the parameters δ and η it
is possible to control the noise reduction performance, the interference reduction
performance and the binaural cues of the background noise for the BLCMV-N
beamformer.

4.1.2 Decomposition into two BLCMV beamformers

In [12] it has been shown that the BLCMV beamformer in (3.17) and (3.18) can be
decomposed as the sum of two sub-BLCMV beamformers, i.e.,

wBLCMV,L = wx,L + δwu,L , (4.7)

wBLCMV,R = wx,R + δwu,R , (4.8)

with

wx,L = R−1
n C

(
CHR−1

n C
)−1

gx,L , (4.9)

wu,L = R−1
n C

(
CHR−1

n C
)−1

gu,L , (4.10)

wx,R = R−1
n C

(
CHR−1

n C
)−1

gx,R , (4.11)

wu,R = R−1
n C

(
CHR−1

n C
)−1

gu,R , (4.12)
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and the respective response vectors

gx,L =

[
a∗L
0

]
, gu,L =

[
0

b∗L

]
, (4.13)

gx,R =

[
a∗R
0

]
, gu,R =

[
0

b∗R

]
. (4.14)

The sub-BLCMV beamformer wx,L and wx,R in (4.9) and (4.11) preserves the
desired source component in the reference microphone signals and steers a null
towards the interfering source, whereas the sub-BLCMV beamformer wu,L and
wu,R in (4.10) and (4.12) preserves the interfering source component in the reference
microphone signals and steers a null towards the desired source. It can therefore be
shown that [12]

wH
x,La = aL , wH

x,Lb = 0 , (4.15)

wH
u,La = 0 , wH

u,Lb = bL , (4.16)

wH
x,Ra = aR , wH

x,Rb = 0 , (4.17)

wH
u,Ra = 0 , wH

u,Rb = bR . (4.18)

Using (4.3), (4.4) and (4.15)–(4.18), it can be easily seen that the proposed BLCMV-
N beamformer can be decomposed as

wBLCMV−N,L = ηeL + (1− η)wx,L + (δ − η)wu,L

wBLCMV−N,R = ηeR + (1− η)wx,R + (δ − η)wu,R

(4.19)

(4.20)

Figure 4.2 depicts this decomposition of the BLCMV-N beamformer using two sub-
BLCMV beamformers. Hence, the BLCMV-N beamformer can be interpreted as
a mixture between the reference microphone signals (scaled with η), a BLCMV
beamformer that preserves the desired source and rejects the interfering source
(scaled with 1− η) and a BLCMV beamformer that preserves the interfering source
and rejects the desired source (scaled with δ − η). Since the scaling of the sub-
BLCMV beamformer wx,L controls the desired source component without affecting
the interfering source component and the scaling of the sub-BLCMV beamformer
wu,L controls the interfering source component without affecting the desired source
component [12], it can be directly observed from the scaling factors in (4.19) and
(4.20) that the desired source component is not distorted and the interfering source
component is scaled with δ.

4.1.3 Decomposition using binauralization postfilters

In [12] it has also been shown that the sub-BLCMV beamformer wx,L in (4.9) for
the left hearing device and the sub-BLCMV beamformer wx,R in (4.11) for the right
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Fig. 4.2: Decomposition of the BLCMV-N beamformer into a mixture between the refer-
ence microphone signal and two sub-BLCMV beamformers.

hearing device can be written using a common spatial filter and two binauralization
postfilters as

wx,L = wxa
∗
L , (4.21)

wx,R = wxa
∗
R , (4.22)

with the common desired BLCMV beamformer (D-BLCMV) given by

wx =
1

1−Ψ

(
R−1
n a

γa
−Ψ

R−1
n b

γab

)
, (4.23)

and the ATFs aL and aR between the desired source and the reference microphones
used as binauralization postfilters. Similarly, the sub-BLCMV beamformer wu,L in
(4.10) and the sub-BLCMV beamformer wu,R in (4.12) can be written as

wu,L = wub
∗
L , (4.24)

wu,R = wub
∗
R , (4.25)

with the common interference BLCMV beamformer (I-BLCMV) given by

wu =
1

1−Ψ

(
R−1
n b

γb
−Ψ

R−1
n a

γ∗ab

)
, (4.26)

and the ATFs bL and bR between the interfering source and the reference micro-
phones used as binauralization postfilters.

Using (4.21), (4.22), (4.24) and (4.25) in (4.19) and (4.20), the BLCMV-N beam-
former can be decomposed as

wBLCMV−N,L = ηeL + (1− η)a∗Lwx + (δ − η)b∗Lwu

wBLCMV−N,R = ηeR + (1− η)a∗Rwx + (δ − η)b∗Rwu

(4.27)

(4.28)

Figure 4.3 depicts this decomposition of the BLCMV-N beamformer using common
spatial filters and binauralization postfilters. The output signals of the BLCMV-N
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Fig. 4.3: Decomposition of the BLCMV-N beamformer into a mixture between the ref-
erence microphone signals and two BLCMV beamformers with binauralization
postfilters.

beamformer can hence be interpreted as a mixture between the reference micro-
phone signals (scaled with η), the binauralized output signals of the D-BLCMV
beamformer (scaled with 1−η) and the binauralized output signals of the I-BLCMV
beamformer (scaled with δ − η).

Due to the constraints in (4.1) and (4.2), the BLCMV-N beamformer perfectly
preserves the desired source component and scales the interfering source component
with δ, i.e.,

wH
BLCMV−N,Lx = xL , (4.29)

wH
BLCMV−N,Lu = δuL , (4.30)

wH
BLCMV−N,Rx = xR , (4.31)

wH
BLCMV−N,Ru = δuR . (4.32)

Using (4.27) and (4.28), the noise component in the output signals of the BLCMV-N
beamformer are equal to

wH
BLCMV−N,Ln = ηnL + (1− η)nxaL + (δ − η)nubL , (4.33)

wH
BLCMV−N,Rn = ηnR + (1− η)nxaR + (δ − η)nubR , (4.34)

with nx = wH
x n and nu = wH

u n the noise component in the output signal of
the D-BLCMV beamformer and the I-BLCMV beamformer, respectively. The noise
component in the output signals of the BLCMV-N beamformer can hence be in-
terpreted as a mixture between the noise component in the reference microphone
signals (scaled with η), a coherent residual noise source (nx) coming from the direc-
tion of the desired source (scaled with 1 − η) and a coherent residual noise source
(nu) coming from the direction of the interfering source (scaled with δ − η).
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4.2 Performance of the BLCMV-N beamformer

In this section we provide a performance analysis of the proposed BLCMV-N beam-
former. In Section 4.2.1 we derive the output PSDs of the signal components. In
Sections 4.2.2 and 4.2.3 we analyze the noise and interference reduction performance
and the binaural cue preservation. Finally, in Section 4.2.4 we discuss the setting of
the mixing parameter η and the interference scaling parameter δ.

4.2.1 Output power spectral densities

Due to the constraints in (4.1) and (4.2), the output PSD of the desired source
and interfering source components in the left and the right output signal of the
BLCMV-N beamformer is equal to, cf. (2.22)–(2.26),

pout
BLCMV−N,xL = pxL = psx |aL|2 , (4.35)

pout
BLCMV−N,uL = δ2puL = δ2psu |bL|2 , (4.36)

pout
BLCMV−N,xR = pxR = psx |aR|2 , (4.37)

pout
BLCMV−N,uR = δ2puR = δ2psu |bR|2 . (4.38)

The PSD of the desired source component obviously remains unchanged, while the
PSD of the interfering source component is directly scaled with the interference
scaling parameter δ. Furthermore, the output PSD of the noise component in the
left and the right output signal of the BLCMV-N beamformer is equal to (see
Appendix A.2)

pout
BLCMV−N,nL = eTL

(
η2Rn + Rxu,3

)
eL , (4.39)

pout
BLCMV−N,nR = eTR

(
η2Rn + Rxu,3

)
eR , (4.40)

with

Rxu,3 =
1

1−Ψ

[
(1− η2)

aaH

γa
+ (δ2 − η2)

bbH

γb
− 2Ψ(δ − η2)<

{
abH

γ∗ab

}]
, (4.41)

with γa defined in (3.5), γab defined in (3.10), and γb and Ψ defined in (3.30). It can
be seen that the output PSD of the noise component for the BLCMV-N beamformer
is a quadratic function in both the mixing parameter η and the interference scaling
parameter δ. By comparing (4.41) to (3.29), it can be observed that

Rxu,3 = Rxu,1 − η2Rδ=1
xu,1 (4.42)

where Rδ=1
xu,1 denotes the expression for the BLCMV beamformer in (3.29) with

δ = 1, corresponding to no suppression of the interfering source. Please note that
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for η = 0, Rxu,3 = Rxu,1, and for η = 1 and δ = 1, Rxu,3 = 0MH
. By using (4.41)

in (4.39) and (4.40), it follows that

pout
BLCMV−N,nL = η2

(
pin
nL − p

out,δ=1
BLCMV,nL

)
+ pout

BLCMV,nL , (4.43)

pout
BLCMV−N,nR = η2

(
pin
nR − p

out,δ=1
BLCMV,nR

)
+ pout

BLCMV,nR . (4.44)

4.2.2 Noise and interference reduction performance

By substituting (4.35), (4.37), (4.39) and (4.40) in (2.68) and (2.69), the left and
the right output SNR of the BLCMV-N beamformer is equal to

SNRout
BLCMV−N,L =

psx |aL|2
eTL (η2Rn + Rxu,3) eL

, (4.45)

SNRout
BLCMV−N,R =

psx |aR|2
eTR (η2Rn + Rxu,3) eR

, (4.46)

which depends on both the mixing parameter η and the interference scaling pa-
rameter δ. Using (4.43) and (4.44) and realizing that the output PSD of the noise
component in the left and the right output signal of the BLCMV beamformer (for
any value for δ) is smaller than or equal to the PSD of the noise component in the
left and the right reference microphone signal, respectively, the output SNR of the
BLCMV-N beamformer in (4.45) and (4.46) is smaller than or equal to the output
SNR of the BLCMV beamformer in (3.27) and (3.28), i.e.,

SNRout
BLCMV−N,L ≤ SNRout

BLCMV,L ≤ SNRout
BMVDR,L

SNRout
BLCMV−N,R ≤ SNRout

BLCMV,R ≤ SNRout
BMVDR,R

(4.47)

(4.48)

By substituting (4.35) and (4.36) in (2.72) and (2.73), the left and the right output
SIR of the BLCMV-N beamformer is equal to

SIRout
BLCMV−N,L =

1

δ2
SIRin

L , (4.49)

SIRout
BLCMV−N,R =

1

δ2
SIRin

R , (4.50)

which is equal to the left and the right output SIR of the BLCMV beamformer in
(3.31) and (3.32) and solely controlled by the interference scaling parameter δ. For
η = 0, the left and the right output SNR of the BLCMV-N beamformer is equal to
the left and the right output SNR of the BLCMV beamformer in (3.27) and (3.28),
while for η = 1 and δ = 1, the left and the right output SNR of the BLCMV-N
beamformer is equal to the left and the right input SNR because no beamforming
is applied.
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4.2.3 Binaural cue preservation

Similarly as for the BLCMV beamformer, due to the constraints in (4.1) and (4.2)
the BLCMV-N beamformer preserves the binaural cues of both the desired source
and the interfering source, i.e.,

ITFout
BLCMV−N,x =

aL
aR

= ITFin
x , (4.51)

ITFout
BLCMV−N,u =

bL
bR

= ITFin
u . (4.52)

Using (2.83), the output IC of the noise component for the BLCMV-N beamformer
is equal to (see Appendix A.2 for derivation of components)

ICout
BLCMV−N,n =

eTL
(
η2Rn + Rxu,3

)
eR√

eTL (η2Rn + Rxu,3) eL

√
eTR (η2Rn + Rxu,3) eR

, (4.53)

with Rxu,3 defined in (4.41). Since Rxu,3 depends on both the mixing parameter η
and the interference scaling parameter δ, also the output IC of the noise component
in (4.53) depends on both parameters. Using (2.84), the output MSC of the noise
component for the BLCMV-N beamformer is equal to

MSCout
BLCMV−N,n = |ICout

BLCMV−N,n|2 . (4.54)

Since for η = 0 the BLCMV-N beamformer is equal to the BLCMV beamformer,
the output MSC of the noise component is smaller than 1, see Section 3.2. It should
however be realized that in contrast to the BMVDR-N beamformer discussed in
Section 3.3, for η = 1 the BLCMV-N beamformer does not always preserve the MSC
of the noise component. Only for η = 1 and δ = 1 the binaural cues of all signal
components are preserved because no beamforming is applied. Table 4.1 summarizes
the noise and interference reduction performance and binaural cue preservation of
all considered binaural beamforming algorithms.

4.2.4 Parameter settings

Maximizing the left output SNR in (4.45) corresponds to minimizing the denomi-
nator, i.e., using (4.42),

D(η, δ) = eTL
[
η2
(
Rn −Rδ=1

xu,1

)
+ Rxu,1

]
eL . (4.55)

Setting the derivative of (4.55) with respect to the mixing parameter η equal to
zero, yields

ηopt = 0 (4.56)
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Table 4.1: Noise and interference reduction performance and binaural cue preservation of
all considered binaural beamforming algorithms. †: Depends on relative position
of interfering source to desired source.

Algorithm SNR SIR ITFx ITFu MSCn

BMVDR +++ † preserved not preserved not preserved

BLCMV ++ controlled
by δ

preserved preserved not preserved, †

BMVDR-N ++ † preserved not preserved, † controlled
by η

BLCMV-N + controlled
by δ

preserved preserved controlled
by η

as the optimal mixing parameter η in terms of left (and right) output SNR. The
derivative of (4.55) with respect to the interference scaling parameter δ is equal to,
using (3.29),

∂D(η, δ)

∂δ
=

1

1−Ψ

(
2δ
|bL|2
γb
− 2Ψ<

{
aLb
∗
L

γ∗ab

})
. (4.57)

Setting (4.57) to zero and solving for δ yields the optimal interference scaling pa-
rameter in terms of left output SNR, i.e.,

δopt,L =
αL
βL

, (4.58)

with

αL = Ψ<
{
aLb
∗
L

γ∗ab

}
, βL =

|bL|2
γb

. (4.59)

As can be seen from (4.49), the output SIR is not affected by the mixing parameter
η but is solely determined by the interference scaling parameter δ.

4.3 Simulations

In Section 4.3.1 we first validate the expressions derived in the previous sections
using measured anechoic ATFs. In Section 4.3.2 we then experimentally compare
the performance of the proposed BLCMV-N beamformer with the BMVDR beam-
former, BLCMV beamformer and BMVDR-N beamformer using recorded signals
in a reverberant environment with a competing speaker and multi-talker babble
noise. Finally, in Section 4.3.3 we compare the spatial impression of the considered
binaural beamforming algorithms using a perceptual listening test.
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Fig. 4.4: Left SNR improvement for the BLCMV-N beamformer and the BMVDR-N beam-
former at 500 Hz.

4.3.1 Validation using measured anechoic ATFs

To validate the derived expressions for the considered algorithms we used measured
anechoic ATFs of two behind-the-ear hearing aids mounted on a head-and-torso-
simulator (HATS) [35]. Each hearing aid has two microphones (MH = 4) with an
inter-microphone distance of about 14 mm. We chose the front microphone on each
hearing aid as reference microphone. The ATFs were calculated from anechoic RIRs
using a 512-point FFT at a sampling rate of 16 kHz.

The desired source was placed at 0° (in front) and the interfering source was placed
at −35° (to the left), both at a distance of 3 m from the HATS. The desired source
covariance matrix Rx and the interfering source covariance matrix Ru were con-
structed using the ATF vector of the desired source a and the ATF vector of the
interfering source b according to (2.20) and (2.21), respectively, where the PSD of
the desired source psx and the PSD of the interfering source psu were both set to 1.
As background noise we considered a combination of spatially white and cylindri-
cally isotropic noise, i.e., the noise covariance matrix Rn was constructed as

Rn = pwhite
n Γwhite + pdat

n Γdat , (4.60)

with pwhite
n the PSD of the spatially white noise, Γwhite defined in (3.61), pdat

n the
PSD of the cylindrically isotropic noise and Γdat its spatial coherence matrix. The
spatial coherence matrix Γdat of the cylindrically isotropic noise was calculated as
in (3.64) using all available anechoic ATFs (72 for the database in [35]). The PSD of
the spatially white noise pwhite

n was set to −55 dB, while the PSD of the cylindrically
isotropic noise pdat

n was set to 1.

4.3.1.1 Noise and interference reduction performance

Using (2.33) and (4.45) in (2.70), Figure 4.4 depicts the left SNR improvement at
500 Hz for the BLCMV-N beamformer for different values of the mixing parameter
η and the interference scaling parameter δ and the BMVDR-N beamformer for
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Fig. 4.5: Left SIR improvement for the BLCMV-N beamformer and the BMVDR-N beam-
former at 500 Hz.

different values of the mixing parameter η. As expected, the BMVDR beamformer
(i.e., BMVDR-N beamformer for η = 0) yields the largest SNR improvement (cf.
(4.47)). Since the BMVDR-N beamformer mixes the output signals of the BMVDR
beamformer with the noisy reference microphone signals, it can be observed that
increasing the mixing parameter η reduces the SNR improvement of the BMVDR-
N beamformer compared to the BMVDR beamformer (η = 0). For the BLCMV-N
beamformer, both η and δ affect the SNR improvement, which is in line with (4.45).
Similarly to the BMVDR-N beamformer, the BLCMV-N beamformer mixes the
output signals of a BLCMV beamformer with the noisy reference microphone signals.
Hence, it can be observed that for any value of the interference scaling parameter δ,
increasing the mixing parameter η reduces the SNR improvement of the BLCMV-N
beamformer compared to the BLCMV beamformer (η = 0), which is in line with
(4.47). Since less degrees of freedom are available for noise reduction, the BLCMV
beamformer (η = 0) yields a smaller SNR improvement compared to the BMVDR
beamformer (η = 0), as discussed in Chapter 3. Using (4.58), the interference scaling
parameter δ maximizing the left output SNR was equal to δopt,L = 0.477 for the
considered acoustic scenario. As expected, it can be observed that using δopt,L leads
to the largest SNR improvement of all considered values of δ. For large values of
the mixing parameter η, it can be observed that the BLCMV-N beamformer yields
a larger SNR improvement than the BMVDR-N beamformer. It should be noted
that the exact behaviour depends on the interference scaling parameter δ and the
relative position of the interfering source to the desired source.

Using (2.35) and (4.49) in (2.74), Figure 4.5 depicts the left SIR improvement at
500 Hz for the BLCMV-N beamformer for different values of the mixing parameter
η and the interference scaling parameter δ and the BMVDR-N beamformer for dif-
ferent values of the mixing parameter η. As expected from (3.31) and (4.49), both
the BLCMV-N beamformer and the BLCMV beamformer (η = 0) yield the same
SIR improvement, which is solely controlled by the interference scaling parameter
δ. Hence, increasing the interference scaling parameter δ reduces the SIR improve-
ment for both the BLCMV-N beamformer and the BLCMV beamformer. For the
BMVDR-N beamformer it can be observed that increasing the mixing parameter η
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reduces the SIR improvement. It should be noted that the exact behaviour depends
on the relative position of the interfering source to the desired source, as can be
seen from (3.47) and (3.49).

4.3.1.2 Binaural cue preservation of background noise

For different frequencies, Figure 4.6 depicts the input MSC in (2.84) of the noise
component (Input) and the output MSC of the noise component for the BLCMV
beamformer in (3.36) for different values of the interference scaling parameter δ, the
BMVDR-N beamformer in (3.53) for different values of the mixing parameter η and
the BLCMV-N beamformer in (4.54) for different values of the mixing parameter η
and the interference scaling parameter δ. Although the BLCMV beamformer is not
designed to preserve the MSC of the noise component, it can be observed that an
output MSC smaller than 1 is obtained, especially for large values of δ [12]. However,
since the output MSC of the noise component depends on the relative position of
the interfering source to the desired source, it cannot be easily controlled. Since
the BMVDR-N beamformer mixes the output signals of the BMVDR beamformer
with the noisy reference microphone signals, it can be observed that the output
MSC of the noise component is smaller than 1, and for η = 1 the MSC is perfectly
preserved (but no beamforming is applied). For the BLCMV-N beamformer, it can
be observed that both η and δ influence the output MSC of the noise component,
as discussed in Section 4.2.3. For η = 0, the output MSC of the noise component
for the BLCMV-N beamformer is obviously equal to the output MSC of the noise
component for the BLCMV beamformer. For a fixed value of δ, it can be observed
that the output MSC of the noise component approaches the input MSC of the noise
component for increasing η, although it should be realized that perfect preservation
of the MSC of the noise component is only possible for δ = 1 (cf. Section 4.2.3).

For several values of the mixing parameter η, Figure 4.7 depicts the MSC error of the
noise component for the BLCMV-N beamformer and the BMVDR-N beamformer,
averaged over all frequencies, i.e.,

∆MSC =
1

F − 1

F−1∑
f=1

|MSCin
n (f)−MSCout

n (f)| , (4.61)

with f the frequency bin index and F the total number of frequency bins. As
expected, the BMVDR beamformer (η = 0) yields the largest MSC error of the noise
component and increasing the mixing parameter η reduces the frequency-averaged
MSC error of the noise component for the BMVDR-N beamformer [13]. For the
considered acoustic scenario, it can be observed for the BLCMV-N beamformer
that for any value of the interference scaling parameter δ, increasing the mixing
parameter η reduces the frequency-averaged MSC error of the noise component
compared to the BLCMV beamformer (η = 0). Further, it can be observed that
for small values of the interference scaling parameter δ, the effect of the mixing
parameter η is larger than for large values of the interference scaling parameter
δ, for which the frequency-averaged MSC error is relatively small for all values of
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Fig. 4.6: The MSC of the noise component in the reference microphone signals (Input),
in the output signals of the BLCMV beamformer for different values of the in-
terference scaling parameter δ, the BMVDR-N beamformer for different values
of the mixing parameter η and the BLCMV-N beamformer for different values of
the mixing parameter η and the interference scaling parameter δ.
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Fig. 4.7: Frequency-averaged MSC error of the noise component for the BLCMV-N beam-
former and the BMVDR-N beamformer.

the mixing parameter η. The results clearly show that the mixing parameter η in
the BLCMV-N beamformer enables to control the binaural cues of the background
noise.

4.3.2 Experimental results using reverberant recordings

For a more realistic evaluation, we compare the performance of the considered binau-
ral beamforming algorithms using reverberant recordings. Similarly to Section 4.3.1,
the experimental setup consists of two hearing aids, each with two microphones,
mounted on a HATS in a cafeteria with a reverberation time of approximately 1.25 s
[35]. The desired source was again placed at 0° (at a distance of about 102 cm), while
the interfering source was again placed at −35° (at a distance of about 118 cm), see
[35] for more details. The desired and interfering source components were generated
by convolving clean speech signals with the measured reverberant room impulse
responses corresponding to the desired source and interfering source positions. The
desired source was a male German speaker, speaking eight sentences with a pause of
1 s between the sentences. The interfering source was a male Dutch speaker, speaking
seven sentences with a pause of 0.25 s between the sentences. As background noise
we used realistic recordings [35], consisting of multi-talker babble noise, clacking
plates and temporally dominant competing speakers. The used background noise
hence clearly differed from the perfectly diffuse noise in Section 4.3.1. The entire
signal had a length of about 28 s. The desired source and the background noise were
active the entire time, whereas the interfering source only became active after about
14 s. The desired source component, the interfering source component and the noise
component were mixed at an input SNR of 10 dB and input SIR of 5 dB in the right
reference microphone. Again, we chose the front microphone on each hearing aid as
reference microphone.

The processing was performed at a sampling rate of 16 kHz in the STFT domain
with a time frame size Td of 8192 samples and a square-root Hann window with
50 % overlap, i.e., Ts = 4096. We used an oracle VAD (i.e., using the desired source
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Table 4.2: Objective performance measures for all considered binaural beamforming algo-
rithms in the reverberant environment.

BMVDR BLCMV BMVDR-N BLCMV-N
∆SNRL [dB] 13.0 10.1 8.6 7.6
∆SNRR [dB] 12.9 9.2 8.6 7.0
∆SIRL [dB] -0.1 9.7 0.82 9.8
∆SIRR [dB] -4.3 8.7 -2.4 8.9
∆MSC 0.86 0.64 0.10 0.19

and interfering source signals) to batch-estimate the noise covariance matrix Rn,
the undesired covariance matrix Rv (interfering source plus background noise) and
Rxn = Rx + Rn (desired source plus background noise) over the entire signal. See
Section 3.4.1 for details. All binaural beamforming algorithms were implemented
using RTF vectors, as discussed in Chapter 3. Using the CW method in (3.84)
and (3.85), the RTF vectors of the desired source and the interfering source were
estimated based on the generalised eigenvalue decomposition of the batch estimates
of Rxn and Rn or Rv and Rn, respectively. The mixing parameter was set to η = 0.3
and the interference scaling parameter was set to δ = 0.3.

As objective performance measures for noise and interference reduction performance,
we used the left and the right SNR improvement (∆SNRL, ∆SNRR) in (2.70) and
(2.71) and the left and the right SIR improvement (∆SIRL, ∆SIRR) in (2.74) and
(2.75). As objective performance measure for binaural cue preservation of the back-
ground noise we used the frequency-averaged MSC error of the noise component
(∆MSC) as defined in (4.61). All objective performance measures were computed
using the reference microphone signals and the output signals of all considered al-
gorithms. Table 4.2 presents the objective performance measures for all considered
algorithms.

4.3.2.1 Noise and interference reduction performance

In terms of noise reduction performance, it can be observed that – as expected – the
BMVDR beamformer yields the highest SNR improvement (13.0 dB for the left and
12.9 dB for the right side). All other algorithms yield a lower SNR improvement,
for the BLCMV beamformer due to the additional constraint for the interfering
source, for the BMVDR-N beamformer due to the mixing with the noisy reference
microphone signals, and for the BLCMV-N beamformer due to both effects. The
partial noise estimation for the BLCMV-N beamformer seems to result in a smaller
drop in noise reduction performance compared to the BLCMV beamformer (2.5 dB
for the left side, 2.2 dB for the right side) than for the BMVDR-N beamformer
compared to the BMVDR beamformer (4.4 dB for the left side, 4.3 dB for the right
side). Please note that both for the BMVDR-N beamformer as well as for the
BLCMV-N beamformer this drop in noise reduction performance depends on the
relative position of the interfering source to the desired source.
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In terms of interference reduction performance, it can be observed that both the
BLCMV beamformer and the BLCMV-N beamformer approximately lead to the
same SIR improvement (for the left and the right side), which is in line with the theo-
retical SIR improvement in (3.31), (3.32), (4.49) and (4.50), i.e., 10 log 1

δ2 ≈ 10.5 dB.
The fact that this theoretical SIR improvement is not reached and the fact that the
SIR improvements for the BLCMV and BLCMV-N beamformers are not exactly the
same is due to estimation errors in the covariance matrices, which was also already
noted in [12, 163]. In addition, it can be observed that the BMVDR beamformer
and BMVDR-N beamformer lead to very low (even negative) SIR improvements,
which is presumably due to the fact that the interfering source is relatively close to
the desired source.

4.3.2.2 Binaural cue preservation of background noise

As expected, the BMVDR beamformer yields the largest MSC error of the noise
component ∆MSC. As discussed in Section 3.2, the output MSC of the noise com-
ponent for the BLCMV beamformer is typically smaller than 1, hence leading to
a smaller MSC error compared to the BMVDR beamformer. Due to the mixing
with the noisy reference microphone signals, both the BMVDR-N beamformer and
the BLCMV-N beamformer yield a much smaller MSC error of the noise compo-
nent than the BMVDR beamformer and the BLCMV beamformer, where the MSC
error is slightly smaller for the BMVDR-N beamformer than for the BLCMV-N
beamformer.

In conclusion, the objective performance measures show that the BLCMV-N beam-
former leads to a very similar interference reduction as the BLCMV beamformer,
while providing a trade-off between noise reduction performance (slightly worse than
the BLCMV beamformer) and binaural cue preservation of the background noise
(much better than the BLCMV beamformer).

4.3.3 Perceptual listenting test

To further investigate the spatial impression of the different output signal compo-
nents for the four considered algorithms, we conducted a perceptual listening test
similarly to [113]. The desired source was now placed at −35° and the interfer-
ing source was placed at 90°, in order to enhance the perceived spatial differences
between both sources. The desired source component, the interfering source compo-
nent and the noise component were mixed at an input SNR of 0 dB and input SIR
of 0 dB in the right reference microphone. Thirteen self-reported normal-hearing
subjects participated in the perceptual listening test, where none of the authors
participated. All subjects can be considered expert listeners, i.e., they were familiar
with similar perceptual listening tests, and gave informed consent. The listening
test was conducted in a sound proof listening booth using an RME Fireface UCX
sound card with Sennheiser HD 580 headphones.

Using a procedure similar to the MUlti-Stimulus Test with Hidden Reference and
Anchor (MUSHRA) [187], the task was to rate the perceived spatial difference with
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Fig. 4.8: Boxplot of the MUSHRA scores for all three evaluations. The plot depicts the
median score (red line), the mean score (red dot), the first and third quartiles
(blue boxes) and the interquartile ranges (whiskers). Outliers are indicated by red
+ markers.
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respect to a reference signal. For a coherent source (e.g., interfering source), this
corresponds to rating differences in perceived source location, whereas for a diffuse
noise field this corresponds to rating differences in perceived diffuseness. A score
of 0 is associated with a large perceived spatial difference, whereas a score of 100
is associated with no perceived spatial difference. As reference signal we used the
(unprocessed) reference microphone signals, while as anchor signal we used the left
reference microphone signal, played back to both ears. The anchor signal was hence
a monaural signal with no binaural cues, which is perceived in the center of the
head.

We conducted three evaluations, where only some components were active in the
output signals, the reference signal and the anchor signal. In the first evaluation,
only the desired source component and the interfering source component (i.e., no
noise component) were active and the task was to rate the spatial difference for the
interfering source. In the second evaluation, only the desired source component and
the noise component (i.e., no interfering source component) were active and the task
was to rate the spatial difference for the background noise. In the third evaluation,
all signal components were active and the task was to rate the spatial difference for
the interfering source and the background noise simultaneously. To familiarize the
subjects with the tasks and the sound material, a training round was performed.
Audio samples for all binaural beamforming algorithms and the unprocessed input
signals are available online†.

The MUSHRA scores for the three evaluations are shown in Figure 4.8. A one-
way repeated-measures analysis of variance (ANOVA) was performed. The analysis
revealed a significant within-subjects effect for all three evaluations. Hence, post-hoc
comparison t-tests with Bonferroni correction were performed [188].

interfering source: The within-subjects effect was significant
[F (2.098, 25.176) = 219.2, p < .001, Greenhouse-Geisser correction]. As ex-
pected, the BLCMV beamformer and the BLCMV-N beamformer preserved the
spatial impression of the interfering source significantly better than the BMVDR
beamformer and the BMVDR-N beamformer (p < .001). The BMVDR-N beam-
former performed significantly better than the BMVDR beamformer (p < .001),
which is not unexpected since the interfering source component is also mixed with
the mixing parameter η. No significant difference was found between the BLCMV
beamformer and the BLCMV-N beamformer (p = 1).

background noise: The within-subjects effect was significant
[F (3.072, 36.869) = 332.066, p < .001, Greenhouse-Geisser correction]. As ex-
pected, the BMVDR-N beamformer and the BLCMV-N beamformer, both using
partial noise estimation, preserved the spatial impression of the background noise
significantly better than the BMVDR beamformer and the BLCMV beamformer
(p < .001). No significant difference was found between the BMVDR-N beamformer

† https://uol.de/en/sigproc/research/audio-demos/binaural-noise-reduction/blcmv-n-beamformer
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and the BLCMV-N beamformer (p = 1) and between the BMVDR beamformer
and the BLCMV beamformer (p = .614).

complete acoustic scene: The within-subjects effect was significant
[F (2.905, 34.858) = 171.783, p < .001, Greenhouse-Geisser correction]. In terms of
preservation of the spatial impression of the complete acoustic scene, the BMVDR-N
beamformer scored significantly higher than the BMVDR beamformer (p < .001),
the BLCMV beamformer scored significantly higher than the BMVDR-N beam-
former (p = .014), and the proposed BLCMV-N beamformer scored significantly
higher than the BLCMV beamformer (p = .025).

In summary, the results of the perceptual listening test showed that the BLCMV-N
beamformer is capable of preserving the spatial impression of an interfering source
and background noise in a realistic acoustic scenario, outperforming all other con-
sidered binaural beamforming algorithms in terms of spatial impression.

4.4 Summary

In this chapter we proposed the BLCMV-N beamformer, merging the advantages
of the BLCMV beamformer and the BMVDR-N beamformer, i.e., preserving the
binaural cues of the interfering source and controlling the reduction of the interfer-
ing source as well as the binaural cues of the background noise. We showed that
the output signals of the BLCMV-N beamformer can be interpreted as a mixture
between the noisy reference microphone signals and the output signals of a BLCMV
beamformer using an adjusted interference scaling parameter. We provided a theo-
retical comparison between the BMVDR beamformer, the BLCMV beamformer, the
BMVDR-N beamformer and the proposed BLCMV-N beamformer in terms of noise
and interference reduction performance and binaural cue preservation. The obtained
analytical expressions were first validated using measured anechoic acoustic trans-
fer functions. Experimental results using recorded signals in a realistic reverberant
environment showed that the BLCMV-N beamformer leads to a very similar inter-
ference reduction as the BLCMV beamformer, while providing a trade-off between
noise reduction performance (slightly worse than the BLCMV beamformer) and
binaural cue preservation of the background noise (much better than the BLCMV
beamformer). In addition, the results of a perceptual listening test with 13 normal-
hearing participants showed that the proposed BLCMV-N beamformer is capable of
preserving the spatial impression of an interfering source and background noise in a
realistic acoustic scenario, outperforming all other considered binaural beamforming
algorithms in terms of spatial impression.





5
PERFORMANCE ANALYSIS OF THE
EXTENDED BMVDR-N BEAMFORMER

While in Chapter 4 we only took into account the use of the head-mounted micro-
phones, in this chapter we consider the extended binaural hearing device configura-
tion in Figure 2.2 and investigate the incorporation of one external microphone in
the BMVDR-N beamformer (Section 3.3).

In this chapter we consider an arbitrary noise field and derive analytical expressions
for the output SNR and the binaural cues (more in particular the MSC) of the out-
put noise component when incorporating an external microphone in the BMVDR-N
beamformer. First, we show that an external microphone enables to obtain either
a larger output SNR for the same mixing parameter or the same output SNR for
a larger mixing parameter compared to using only the head-mounted microphones.
Secondly, we show that the same desired output MSC of the noise component can
be obtained for a smaller mixing parameter, implying that an external microphone
enables to achieve the same spatial impression of the noise component compared
to using only the head-mounted microphones while achieving a larger output SNR.
The derived analytical expressions are first validated using simulated anechoic ATFs,
where the listener’s head is modelled as a rigid sphere [40]. In addition, experiments
are performed using recorded signals for a binaural hearing device configuration
in a reverberant environment with multiple interfering talkers as background noise
[36]. For different positions of the external microphone and the desired source, the
experimental results show that also in a realistic scenario incorporating an external
microphone in the BMVDR-N beamformer significantly increases the output SNR
and decreases the mixing parameter required to obtain a desired output MSC, i.e.,
spatial impression, of the noise component. The results generalize the results ob-
tained in [15] assuming a coherent (directional) interference source, and the results

This chapter is partly based on:
[158] N. Gößling, D. Marquardt and S. Doclo, “Performance analysis of the extended binaural

MVDR beamformer with partial noise estimation,” IEEE/ACM Transactions on Audio,
Speech, and Language Processing, manuscript accepted with minor revisions, 2020.
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in [157] assuming a homogeneous diffuse noise field and a desired source in front of
the listener.

The remainder of this chapter is organized as follows. In Section 5.1 the consid-
ered signal model is briefly repeated for clarity. In Section 5.2 we define the ex-
tended BMVDR (eBMVDR) beamformer and the extended BMVDR-N (eBMVDR-
N) beamformer, incorporating the external microphone. We then derive analytical
expressions for the output SNR (Section 5.3) and the output MSC (Section 5.4) of
the noise component for the eBMVDR-N beamformer for an arbitrary noise field
and without assuming a specific position of the desired source. In Section 5.5 we
provide simulation results using simulated anechoic ATFs as well as using recorded
signals in a reverberant environment.

5.1 Signal model

We consider the extended binaural hearing device configuration as introduced in
Section 2.1.2. In this chapter we do not distinguish between the interfering source
and the background noise, but consider an arbitrary noise field. The extended noisy
input vector (including the head-mounted microphone signals and the external mi-
crophone signal) is hence equal to

ye = xe + ne , (5.1)

with xe the extended desired source component and ne the extended noise compo-
nent. The extended noisy input covariance matrix Ry,e is then equal to

Ry,e = Rx,e + Rn,e . (5.2)

Since it is particularly important for this chapter, please note again that the output
SNR of the BMVDR beamformer (as introduced in Section 3.1) for both the left
and the right hearing device is equal to [3, 10]

ρ = SNRout
BMVDR,L = SNRout

BMVDR,R = psxa
HR−1

n a . (5.3)

5.2 Extended BMVDR (eBMVDR) and extended BMVDR-N
(eBMVDR-N) beamformers

The BMVDR beamformer incorporating the external microphone is referred to as
the extended BMVDR (eBMVDR) beamformer. Similarly to (3.3)–(3.7), by replac-
ing the noise covariance matrix Rn with the extended noise covariance matrix Rn,e

in (2.51) and the RTF vectors aL and aR with the extended RTF vectors aL,e and
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aR,e in (2.44) the left and the right filter vector of the eBMVDR beamformer is
equal to

weBMVDR,L =
R−1
n,eae

aHe R−1
n,eae

a∗L =
R−1
n,eaL,e

aHL,eR
−1
n,eaL,e

, (5.4)

weBMVDR,R =
R−1
n,eae

aHe R−1
n,eae

a∗R =
R−1
n,eaR,e

aHR,eR
−1
n,eaR,e

. (5.5)

The BMVDR beamformer with partial noise estimation incorporating the external
microphone signal is referred to as the extended BMVDR-N (eBMVDR-N) beam-
former. Similarly to (3.39) and (3.40), the left and the right filter vector of the
eBMVDR-N beamformer is equal to

weBMVDR−N,L = (1− η)weBMVDR,L + ηeL , (5.6)

weBMVDR−N,R = (1− η)weBMVDR,R + ηeR , (5.7)

where η ∈ R again denotes the mixing parameter, with 0 ≤ η ≤ 1. The output
signals of the eBMVDR-N beamformer are again equal to a mixture between the
output signals of the eBMVDR beamformer (scaled with 1 − η) and the (noisy)
reference microphone signals (scaled with η).

Similarly to (5.3) by substituting (5.6) and (5.7) in (2.68) and (2.69), the output
SNR of the eBMVDR beamformer is equal to [157]

ρe = SNRout
eBMVDR,L = SNRout

eBMVDR,R = psxa
H
e R−1

n,eae (5.8)

Similarly to the mixing parameter ηdes for the BMVDR-N beamformer in (3.55),
the mixing parameter ηdes

e for the eBMVDR-N beamformer leading to a desired
output MSC, MSCdes

n , of the noise component is equal to

ηdes
e =

√√√√ρe

(√
γ2 − αβ − γ

)
+ α

ρ2
eβ − 2ρeγ + α

(5.9)

with α, β and γ defined in (3.56)–(3.58) and ρe defined in (5.8).

5.3 Output SNR with an external microphone

The inverse of the extended noise covariance matrix Rn,e can be written in terms
of R−1

n as [186]

R−1
n,e =

[
R−1
n + 1

ξR
−1
n rn,ErHn,ER−1

n − 1
ξR
−1
n rn,E

− 1
ξ r
H
n,ER−1

n
1
ξ

]
, (5.10)
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with

ξ = pnE − rHn,ER−1
n rn,E , (5.11)

the Schur complement of Rn in (2.51). It can be shown that ξ > 0, since Rn,e is
assumed to be positive definite [186]. By substituting (5.10) in (5.8) and using (5.3),
the output SNR of the eBMVDR beamformer can be written as

ρe = psx

(
aHR−1

n a +
1

ξ

∣∣rHn,ER−1
n a− aE

∣∣2) , (5.12)

= ρ+ psx

∣∣rHn,ER−1
n a− aE

∣∣2
pnE − rHn,ER−1

n rn,E
. (5.13)

Hence, as expected, the output SNR ρe of the eBMVDR beamformer is always
larger than or equal to the output SNR ρ of the BMVDR beamformer (without an
external microphone), i.e.,

ρe ≥ ρ (5.14)

As can be observed from (5.13), the SNR improvement due to incorporating the
external microphone depends on the ATF aE between the desired source and the
external microphone. In addition, the SNR improvement depends on the PSD pnE
of the noise component in the external microphone signal and the spatial correlation
rn,E between the noise component in the head-mounted microphones signals and
the external microphone signal. This implies that the SNR improvement obviously
depends on the position of the external microphone relative to the head-mounted
microphones and the desired source.

Similarly to (3.41) and (3.42), the left and the right output SNR of the eBVMDR-N
beamformer is equal to

SNRout
eBMVDR−N,L =

ρe

1 + η2
(

ρe
SNRin

L

− 1
) , (5.15)

SNRout
eBMVDR−N,R =

ρe

1 + η2
(

ρe
SNRin

R

− 1
) . (5.16)

Since ρe ≥ SNRin
L and ρe ≥ SNRin

R , (5.15) and (5.16) also monotonically decrease
with increasing η, such that a larger mixing parameter η leads to a smaller output
SNR of the eBMVDR-N beamformer. Figure 5.1 depicts the left output SNR of
the eBMVDR-N beamformer in (5.15) as a function of the output SNR ρe of the
eBMVDR beamformer for different values of the mixing parameter η. For a given
binaural hearing device configuration (i.e., positions of the head-mounted micro-
phones), desired source position and noise field, the output SNR ρ in (5.3) of the
BMVDR beamformer is a constant.

Now consider different positions of the external microphone, such that the output
SNR ρe of the eBMVDR beamformer in (5.8) can be considered as a variable. Based
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SNRout
eBMVDR−N,L

SNRout
BMVDR−N,L(η1)

SNRin
L

ρ ρe

Fig. 5.1: Left output SNR of the eBMVDR-N beamformer as a function of the output
SNR ρe of the eBMVDR beamformer for different values of the mixing parameter
η. Please note that η = 0 corresponds to the eBMVDR beamformer and η = 1
corresponds to the left reference microphone signal.

on (5.14), the smallest possible value for the output SNR ρe of the eBMVDR beam-
former is equal to ρ, i.e., the output SNR of the BMVDR beamformer (without
external microphone). For a fixed value of the mixing parameter η, it can be easily
shown that the partial derivative of (5.15) and (5.16) with respect to ρe is equal to

∂SNRout
eBMVDR−N,L

∂ρe
=

1− η2(
1 + η2( ρe

SNRin
L

− 1)
)2 ≥ 0 , (5.17)

∂SNRout
eBMVDR−N,R

∂ρe
=

1− η2(
1 + η2( ρe

SNRin
R

− 1)
)2 ≥ 0 , (5.18)

since 0 ≤ η ≤ 1. Hence, for each value of the mixing parameter, e.g., η = η1 (see
Figure 5.1), the left and the right output SNR of the eBMVDR-N beamformer
monotonically increases with ρe, and using (5.14), is always larger than or equal to
the left and the right output SNR of the BMVDR-N beamformer, i.e.,

SNRout
eBMVDR−N,L(η1) ≥ SNRout

BMVDR−N,L(η1)

SNRout
eBMVDR−N,R(η1) ≥ SNRout

BMVDR−N,R(η1)

(5.19)

(5.20)
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In addition, the same output SNR of the BMVDR-N beamformer is obtained when
using a larger mixing parameter η2 > η1 for the eBMVDR-N beamformer, i.e.,

SNRout
eBMVDR−N,L(η2) = SNRout

eBMVDR−N,L(η1)

SNRout
eBMVDR−N,R(η2) = SNRout

eBMVDR−N,R(η1)

(5.21)

(5.22)

This means that incorporating an external microphone allows to use a larger mixing
parameter, i.e., achieve a better spatial impression of the noise component, to obtain
the same output SNR compared to only using the head-mounted microphone signals.

5.4 Output MSC with an external microphone

As discussed in Section 3.3, the mixing parameter η controls the binaural cues of the
noise component at the output of the BMVDR-N beamformer. Since a larger mixing
parameter leads to a lower output SNR, it is hence desirable to achieve the desired
binaural cues of the noise output component using a small mixing parameter. For
the special case of a coherent (directional) noise source, it has been experimentally
shown in [15] that the same binaural cues, i.e., ILD and ITD, of the output noise
component can be achieved using a smaller mixing parameter when incorporating
an external microphone compared to using only the head-mounted microphones.
Further, for the special case of a homogeneous noise field and a desired source in
front of the listener, it has been analytically shown in [157] that the same desired
output MSC of the noise component can be achieved using a smaller mixing param-
eter in the eBMVDR-N beamformer than in the BMVDR-N beamformer. In this
section we generalize the analytical expressions derived in [157] without making any
assumption about the noise field and the position of the desired source.

Since it was not straightforward to directly prove that ηdes
e in (5.9) is always smaller

than (or equal to) ηdes in (3.55), we will take an indirect approach. Since ρe ≥ ρ,
showing that ηdes

e ≤ ηdes corresponds to showing that ηdes
e monotonically decreases

with ρe, i.e.,
∂ηdes

e

∂ρe
≤ 0 . (5.23)

Since
∂(ηdes

e )2

∂ρe
= 2ηdes

e

∂ηdes
e

∂ρe
, (5.24)

and ηdes
e ≥ 0, it is sufficient to show that

∂(ηdes
e )2

∂ρe
≤ 0 (5.25)

in order to show (5.23). The squared mixing parameter in (5.9) can be written as

(
ηdes
e

)2
=
ν1(ρe)

ν2(ρe)
, (5.26)
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with

ν1(ρe) = ρe(κ− γ) + α , (5.27)

ν2(ρe) = ρ2
eβ − 2ρeγ + α , (5.28)

with

κ =
√
γ2 − αβ , (5.29)

and with α, β and γ defined in (3.56)–(3.58). Using the quotient rule to compute
the partial derivative of (5.26) with respect to ρe gives

∂(ηdes
e )2

∂ρe
=

∂ν1(ρe)
∂ρe

ν2(ρe)− ∂ν2(ρe)
∂ρe

ν1(ρe)

ν2
2(ρe)

. (5.30)

Hence, since ν2
2(ρe) ≥ 0, it is sufficient to show that

ζ(ρe) =
∂ν1(ρe)

∂ρe
ν2(ρe)−

∂ν2(ρe)

∂ρe
ν1(ρe) ≤ 0 (5.31)

in order to proof that (5.25) holds. Computing the partial derivatives of (5.27) and
(5.28) with respect to ρe gives

∂ν1(ρe)

∂ρe
= κ− γ , (5.32)

∂ν2(ρe)

∂ρe
= 2ρeβ − 2γ . (5.33)

By substituting (5.27), (5.28), (5.32) and (5.33) in (5.31), ζ(ρe) can be written as
a quadratic function of ρe, i.e.,

ζ(ρe) = ψ1ρ
2
e − 2ψ2ρe + ψ3 , (5.34)

with

ψ1 = (γ − κ)β , (5.35)

ψ2 = αβ = γ2 − κ2 , (5.36)

ψ3 = α(κ+ γ) . (5.37)

The extremum of the quadratic function ζ(ρe) in (5.34) can be found by setting
∂ζ(ρe)
∂ρe

= 0, leading to

ρ̃e =
ψ2

ψ1
=

α

γ − κ =
κ+ γ

β
. (5.38)
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Substituting (5.38) in (5.34) yields

ζ(ρ̃e) =
ψ1ψ3 − ψ2

2

ψ1
= 0 . (5.39)

The second-order partial derivative of ζ(ρe) in (5.34) is equal to

∂2ζ(ρe)

∂ρ2
e

= 2ψ1 = 2(γ − κ)β . (5.40)

Since α ≤ 0 and β ≥ 0 (see Section 3.3), using (5.29) it follows that

αβ = (γ − κ)(γ + κ) ≤ 0 . (5.41)

We now consider two cases:
1. γ ≥ 0: Since κ ≥ 0, it follows that γ + κ ≥ 0, such that γ − κ ≤ 0 in order to

satisfy (5.41).
2. γ ≤ 0: Since κ ≥ 0, it directly follows that γ − κ ≤ 0.

Since γ − κ ≤ 0 and β ≥ 0, the second-order partial derivative in (5.40) is always
negative (or equal to zero). Since the extremum is hence a maximum with function
value 0, cf. (5.39), the quadratic function ζ(ρe) in (5.34) is negative (or zero) for all
values of ρe. Hence,

∂ηdes
e

∂ρe
≤ 0, such that

ηdes
e ≤ ηdes (5.42)

i.e., to achieve the same desired output MSC of the noise component a smaller
mixing parameter can be used in the eBMVDR-N beamformer (incorporating an
external microphone) than in the BMVDR-N beamformer (using only the head-
mounted microphones). Together with the SNR results obtained in Section 5.3,
this implies that for any arbitrary noise field and position of the desired source an
external microphone enables to achieve the same spatial impression of the noise
component while achieving a larger output SNR.

5.5 Experimental results

In Section 5.5.1 we first validate the analytical expressions derived in the previous
sections using simulated anechoic ATFs for various positions of the external micro-
phone. In Section 5.5.2 we provide experimental results using recorded signals in
a reverberant environment with multiple interfering speakers as background noise,
showing that also in a realistic scenario incorporating an external microphone en-
ables to significantly increase the output SNR and decrease the mixing parameter
required to obtain a desired output MSC of the noise component.
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Fig. 4. Schematic of the validation setup. The external microphone is placed
at 3 m distance to the listener with a varying azimuth ✓. The desired speech
source is placed at 3.5 m distance at two different azimuths, i.e., S1 at 0�

and S2 at �90�.
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Fig. 5. Broadband input SNR in the external microphone signal with varying
azimuth ✓ for the two different locations of the desired speech source S1 and
S2.

B = 72 for a resolution of 5 degrees. The speech PSD �s and
the noise PSD �n were set equal to 1 for this validation. The
speech correlation matrix without external microphone Rx and
with external microphone R̄x were calculated using (9) and
(15), respectively.

Figure 4 depicts the validation setup. The external mi-
crophone has been placed at a distance of 3 m to the
listener with varying the azimuth ✓ from -180 to 180 degrees.
The desired speech source has been placed at a distance of
3.5 m to the listener at two different azimuths S1 = 0�

and S2 = �90�. Hence, the smallest distance between the
external microphone and the desired speech source was equal
to 0.5 m, whereas the largest distance was equal to 6.5 m.
This led to the broadband (averaged over frequency) input
SNRs in the external microphone signal as depicted in Figure
5. The broadband input SNR in the left and right reference
microphone signal varied between �14.3 dB and �5.4 dB,
depending on the position of the desired speech source.

1) MVDR vs eMVDR: Figure 6 depicts the benefit of using
an external microphone in terms of the output SNR ratio ⇢̄/⇢,
where we calculated the output SNR of the binaural MVDR
beamformer ⇢ and the output SNR of the binaural eMVDR
beamformer ⇢̄ according to (34) and (55), respectively. As can
be seen, the expression in (57) is satisfied for all positions of
the external microphone and all frequencies. As one would
expect, the benefit of the external microphone is larger for
smaller distances to the desired speech source. Further, it can
be observed that the benefit of the external microphone is

larger if the desired speech source is located next to the listener
and not directly in front of him, and reaches values larger than
10 dB. Please note, that the smallest distance to the desired
speech source is still 0.5 m and hence this effect can be even
larger by further reducing this distance.

2) eMVDR vs External mic.: Figure 7 depicts the benefit of
using the external microphone in the spatial filter compared to
directly using the external microphone as output by depicting
the SNR ratio ⇢̄/SNRin

E . For all positions of the external mi-
crophone or the desired speech source and for all frequencies
it is beneficial to incorporate the external microphone signal
into the spatial filter since ⇢̄ � SNRin

E . Obviously this benefit
is largest if the external microphone is far away from the
desired speech source and hence the input SNR in the external
microphone signal is low, but even for smaller distances the
benefit is in the range of a few dB and hence valuable.

3) MVDR-N vs eMVDR-N: Figure 8 depicts the benefit
of using the external microphone in terms of the difference
between the mixing parameters leading to a desired noise
MSC (MSCdes

n ) ⌘des� ⌘̄des. MSCdes
n was psycho-acoustically

motivated in a way that the listener’s spatial impression of the
noise field should not be altered [13], [14], [28]. The mixing
parameters were calculated using (44). As can be observed,
the expression in (89) is valid for all positions of the external
microphone and the desired speech source, and all frequencies.
Hence, by using the external microphone a better trade-off
between preserving the spatial impression of the noise field
and noise reduction performance can be achieved. This effect
is strongest for positions of the external microphone close to
the desired speech source.

B. Experimental Study

To investigate and quantify the findings in a more realistic
scenario we used a database with real-world recordings [25].
The experimental setup is depicted in Figure 9, where the
listener and two different speaker sit at a circular table with
a diameter of 106 cm. Additionally, the setup was surrounded
by three layers of in total 56 seated real talkers producing
realistic babble noise. Hence, the surrounding noise fields
contained diffuse noise, directional noise (from temporally
dominant background speakers) and sensor noise (from the
microphones and the recording equipment). The male speaker
S1 sat directly in front of the listener at the other end of the
table. The female speaker S2 sat to the right of the listener.
The listener had M̄ = 2 microphones mounted to each side of
the head. For the external microphone we chose four realistic
positions representing the listener’s smartphone on the table
(P1), a microphone of a conference system in the center of
the table (P2), the smartphone of each speaker that is placed
on the table (P3,{1,2}) and a headset mounted to the head of the
speakers (P4,{1,2}). Only one speaker was active at a time and
read 12 sentences, while the listener tried to stay as motionless
as possible. The room was reportedly about 12.7⇥10⇥3.6 m
and had a reverberation time of about 620 ms.

As objective measure we used the intelligibility-weighted
SNR (iSNR) [29], [30], where the SNR is weighted with
a function that takes into account the importance of certain

Fig. 5.2: Anechoic validation setup using 2 microphones on each side of the head. The
external microphone was placed at 3 m distance to the listener for different angles
θ. The desired source was placed at 3.5 m distance at two different angles, i.e., S1

at 0° and S2 at −90°.

5.5.1 Validation using anechoic ATFs

To validate our theoretical findings from Section 5.3 and Section 5.4 we simulated
an anechoic acoustic scenario, where the head of the listener was modelled as a
rigid sphere with diameter 17 cm [40]. Without considering any hearing devices,
we considered 2 microphones on each side of the head, i.e., MH = 4, with an inter-
microphone distance of 7 mm, such that including the external microphone the total
number of microphones was M = 5. The sample rate was equal to 16 kHz and all
ATFs were simulated using an FFT length of 256 samples. Figure 5.2 depicts the
validation setup. The external microphone was placed at a distance of 3 m to the
listener, where the azimuth angle θ was varied from −180° to 180°. The desired
source was placed at a distance of 3.5 m to the listener at two different angles,
i.e., S1 at 0° (in front) and S2 at −90° (to the left). Hence, the smallest distance
between the external microphone and the desired source was equal to 0.5 m, whereas
the largest distance was equal to 6.5 m.

Using the simulated ATF vectors ae, the extended desired source covariance matrix
Rx,e was calculated as in (2.46) with psx = 1, i.e., assuming a flat spectrum. As back-
ground noise we considered 8 mutually independent noise sources with equal power
at angles {−140°, −100°, −60°, −20°, 20°, 60°, 100°, 140°}, resulting in a diffuse-like
noise field which is neither coherent nor perfectly diffuse. The extended noise co-
variance matrix Rn,e was calculated as the sum of the 8 corresponding (rank-1) co-
variance matrices, constructed using the simulated ATF vectors of the noise sources.
As reference microphones we considered the front microphones on the left and the
right side. The input SNR in the left reference microphone signal was set to 0 dB
(averaged over all frequencies), leading to the input SNR in the external microphone
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Fig. 5.3: Input SNR in the external microphone signal (averaged over all frequencies) for
different angles θ of the external microphone for both considered positions of the
desired source S1 and S2.
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Fig. 5.4: Benefit of incorporating an external microphone in terms of output SNR (ρe/ρ)
for different angles θ of the external microphone for (left) position S1 and (right)
position S2.

signal (averaged over all frequencies) as depicted in Figure 5.3. As can be observed,
the input SNR in the external microphone signal varied within a range of nearly
30 dB, with the highest input SNR occuring when the external microphone is closest
to the desired source (i.e., 0° for S1 and −90° for S2).

bmvdr beamformer vs. ebmvdr beamformer In Section 5.3, we
showed that the output SNR of the eBMVDR beamformer ρe in (5.8) is always
larger than or equal to the output SNR of the BMVDR beamformer ρ in (5.3).
Figure 5.4 depicts the benefit of incorporating an external microphone in terms of
the output SNR ratio, i.e.,

ρe
ρ

=
aHe R−1

n,eae

aHR−1
n a

(5.43)

for different angles of the external microphone and for both considered positions
of the desired source. As can be observed, for all positions of the external micro-
phone and the desired source and for all frequencies ρe ≥ ρ, hence satisfying (5.14).
Moreover, the benefit of incorporating the external microphone is larger for small
distances between the desired source and the external microphone, in this case lead-
ing to an SNR improvement of more than 12 dB.
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Fig. 5.5: Benefit of incorporating the external microphone in the BMVDR beamformer
compared to directly using the external microphone signal for different angles θ
of the external microphone for (left) position S1 and (right) position S2.
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Fig. 5.6: Input MSC and desired output MSC of the noise component, limiting the MSC
error to 0.3.

ebmvdr beamformer vs. external microphone signal Figure 5.5
depicts the benefit of incorporating the external microphone in the BMVDR beam-
former compared to directly using the external microphone signal in terms of the
SNR ratio ρe/SNRin

E . As can be observed, for all positions of the external micro-
phone and the desired source and for all frequencies it was beneficial to incorporate
the external microphone in the BMVDR beamformer, i.e., ρe > SNRin

E . The ben-
efit is largest if the external microphone is far away from the desired source and
hence the input SNR in the external microphone signal is low, but even for smaller
distances the benefit is in the range of a few dB and hence valuable.

bmvdr-n beamformer vs. ebmvdr-n beamformer In Section 5.4, we
showed that to achieve the same desired output MSC of the noise component the
mixing parameter ηdes

e in (5.9) of the eBMVDR-N beamformer is smaller than (or
equal to) the mixing parameter ηdes in (3.55) of the BMVDR-N beamformer, hence
leading to a larger output SNR. Here, we set the desired output MSC of the noise
component equal to

MSCdes
n = min

(
1, MSCin

n + 0.3
)
, (5.44)

hence limiting the MSC error to 0.3 for all frequencies and satisfying (3.54). Fig-
ure 5.6 depicts the input MSC of the noise component, computed using (2.82) and



88 extended bmvdr-n beamformer

-150 -100 -50 0 50 100 150

0

2

4

6

8

-150 -100 -50 0 50 100 150

0

2

4

6

8

0

0.1

0.2

0.3

0.4

0.5

Fig. 5.7: Difference between the mixing parameter ηdes of the BMVDR-N beamformer and
the mixing parameter ηdese of the eBMVDR-N beamformer, leading to the same
desired output MSC of the noise component, for different angles θ of the external
microphone for (left) position S1 and (right) position S2.

(2.84), and the desired output MSC of the noise component in (5.44). It can be ob-
served that the input MSC of the noise component resembles a squared (modified)
sinc function, as expected for a diffuse-like noise field and modelling the head as
a rigid sphere [31] (cf. (3.63)). Figure 5.7 depicts the benefit of incorporating the
external microphone in terms of the difference between the mixing parameters, i.e.,
ηdes − ηdes

e , both leading to the same desired output MSC of the noise component.
As can be observed, for all positions of the external microphone and the desired
source and for all frequencies ηdes

e ≤ ηdes. As proven in Section 5.4, by comparing
Figure 5.4 and Figure 5.7 it can be observed that a larger output SNR ρe of the
eBMVDR beamformer leads to a smaller mixing parameter ηdes

e of the eBMVDR-N
beamformer and hence an improved trade off compared to the mixing parameter
ηdes of the BMVDR-N beamformer. In other words, one has to mix less with the
noisy reference microphone signals for the eBMVDR-N beamformer than for the
BMVDR-N beamformer, while both beamformers lead to the same spatial impres-
sion of the noise component. This effect is larger when the external microphone is
close to the desired source, leading to mixing parameter differences that are larger
than 0.5.

5.5.2 Experimental results

For a more realistic evaluation we used a database with recorded signals in a real-
world reverberant environment [36]. The experimental setup is depicted in Figure
5.8, where a listener and two different speakers were sitting at a circular table with
a diameter of 106 cm in a room with size 12.7 × 10 × 3.6 m3 and a reverberation
time of about 620 ms. The setup was surrounded by three layers of in total 56 seated
persons producing realistic multi-talker babble noise. Hence, the noise component
was diffuse-like, but also contained temporally coherent sources and sensor noise
(from the microphones and the recording equipment). The (male) speaker S1 sat in
front of the listener at the other end of the table, while the (female) speaker S2 sat
to the right of the listener. The listener was wearingMH = 4 head-mounted hearing
aid microphones, i.e., two microphones on each side. For the external microphone we



5.5 experimental results 89

S1

S2

P1

P2

P3,1

P3,2

P4,1

P4,2

Fig. 5.8: Experimental realistic setup with a listener wearing head-mounted hearing aid
microphones, two different speaker positions (S1 and S2) and several possible
positions of the external microphone. The setup was surrounded by 56 persons
producing realistic multi-talker babble noise.
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Fig. 5.9: Measured input MSC of the noise component and (psycho-acoustically motivated)
desired output MSC of the noise component.

selected several realistic positions from the database, e.g., representing the listener’s
smartphone on the table (P1), a microphone of a conference system in the center of
the table (P2), the smartphone of each speaker placed on the table (P3,1 for speaker
S1 and P3,2 for speaker S2) and a headset worn by each speaker (P4,1 for speaker
S1 and P4,2 for speaker S2). Only one speaker was active at a time and read 12
sentences for about 25 s, while the listener tried to sit as still as possible (but small
movements occurred).

We used separate recordings of the speakers and the background noise and mixed
them at an intelligibility-weighted SNR (iSNR) for the right reference microphone
signal iSNRin

R = 0 dB. The iSNR is computed by weighting the SNR in each fre-
quency band with a function that takes into account the importance of each fre-
quency band for speech intelligibility [30, 189]. We used a sample rate of 16 kHz
and processed the signals in an STFT framework with Td = 1024, Ts = 512 and a
square-root Hann window. For the extended BMVDR beamformers using all micro-
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Fig. 5.10: Intelligibility-weighted SNR improvement ∆iSNRL and ∆iSNRR, and the MSC
error ∆MSCn of the noise component for the BMVDR beamformer, the
BMVDR-N beamformer, the external microphone signal, the eBMVDR beam-
former and the eBMVDR-N beamformer, for the different positions of the exter-
nal microphone. The results are shown for speaker S1 (top row) and speaker S2

(bottom row).

phones (i.e., eBMVDR in (5.4) and (5.5), and eBMVDR-N in (5.6) and (5.7)) the ex-
tended noisy input covariance matrix Ry,e and the extended noise covariance matrix
Rn,e were recursively averaged as in (3.68) and (3.69), using a smoothing factor of
α = 0.9, corresponding to about 300 ms (cf. (3.71)). To distinguish between speech-
plus-noise and noise-only frames we used a thresholded speech presence probability
(SPP) estimate in the right reference microphone signal, where we used the SPP
estimation method proposed in [27] (cf. Section 3.4.1). The (time-varying) extended
RTF vectors aL,e and aR,e were estimated from the estimated extended covariance
matrices Ry,e and Rn,e using the covariance whitening method, i.e., as the principal
eigenvector of the pre-whitened extended noisy input covariance matrix R−1

n,eRy,e

[85, 89, 90, 93] (cf. Section 3.4.2). For the BMVDR beamformers using only the head-
mounted microphones (i.e., BMVDR in (3.3) and (3.4), and BMVDR-N in (3.39)
and (3.40)), the covariance matrices Ry and Rn were constructed by discarding
the last row and the last column of Ry,e and Rn,e, respectively. The (time-varying)
RTF vectors aL and aR were estimated from the estimated covariance matrices Ry

and Rn, also using the covariance whitening method.

For the beamformers with partial noise estimation (BMVDR-N and eBMVDR-N),
the desired output MSC of the noise component MSCdes

n was set in a psycho-
acoustically motivated way by constraining the output MSC of the noise compo-
nent by means of frequency-dependent lower and upper boundaries such that the
listener’s spatial impression of a diffuse noise field should not be altered [11, 13, 106].
These boundaries were defined based on the IC discrimination ability of the human
auditory system in diffuse noise fields [165, 166]. Below 500 Hz, the MSC bound-
aries were chosen as a function of the desired output MSC of the noise component
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Fig. 5.11: The mixing parameters ηdese and ηdes (averaged over all frequencies) leading
to the desired output MSC of the noise component for the different external
microphone positions, mapped to the respective input iSNRs in the external
microphone signal.

MSCdes
n , whereas above 500 Hz as a fixed lower MSC boundary of 0 and fixed upper

MSC boundary of 0.36. Figure 5.9 depicts the frequency-dependent long-term input
MSC of the noise component and the (psycho-acoustically motivated) frequency-
dependent desired output MSC MSCdes

n of the noise component. Similarly as in
Figure 5.6, it can be observed that the input MSC of the noise component resem-
bles a squared (modified) sinc function. The mixing parameters ηdes and ηdes

e of the
BMVDR-N and eBMVDR-N beamformers were computed using (3.55) and (5.9)
based on the estimated (extended) RTF vectors and the estimated (extended) noise
covariance matrix.

To evaluate the algorithms in terms of noise reduction performance and preservation
of the spatial impression of the noise component, based on the output signals we
used the left and the right iSNR improvement, relating the left and the right output
iSNR to the left and the right input iSNR, i.e.,

∆iSNRL = iSNRout
L − iSNRin

L , (5.45)

∆iSNRR = iSNRout
R − iSNRin

R , (5.46)

and the broadband MSC error ∆MSCn of the noise component, i.e.,

∆MSCn =
1

F

F∑
f=1

|MSCout
n (f)−MSCin

n (f)| , (5.47)

where f is the frequency bin index and F is the total number of frequency bins.

Figure 5.10 depicts the iSNR improvement and the MSC error of the noise compo-
nent for the BMVDR beamformer, the BMVDR-N beamformer, the external mi-
crophone signal, the eBMVDR beamformer and the eBMVDR-N beamformer, for
the different positions of the external microphone. The top row shows the results
for speaker S1, while the bottom row shows the results for speaker S2. Considering
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the iSNR improvements for speaker S1, it can be observed that incorporating the
external microphone signal in the binaural noise reduction algorithms is beneficial
for all positions of the external microphone. More in particular, in terms of iSNR im-
provement the eBMVDR beamformer always outperforms the BMVDR beamformer
and the eBMVDR-N beamformer always outperforms the BMVDR-N beamformer.
The iSNR improvement is similar in both hearing devices due to the symmetric sce-
nario for speaker S1. As expected, the iSNR improvement increases for decreasing
distance between the external microphone and speaker S1 with a very large iSNR
improvement for position P4 (headset microphone). The eBMVDR beamformer out-
performs the external microphone signal for all considered positions, whereas the
eBMVDR-N beamformer outperforms the external microphone signal for all con-
sidered positions except for position P4. In contrast, the BMVDR beamformer and
the BMVDR-N beamformer outperform the external microphone signal only for
positions P1 and P2, i.e., for the position close to the listener and in the center of
the table. Comparing the eBMVDR beamformer to the eBMVDR-N beamformer,
it appears that the drop in iSNR improvement for the eBMVDR-N beamformer due
to mixing with the noisy reference microphone signals is approximately the same
for all positions of the external microphone.

Considering the MSC error ∆MSCn of the noise component for speaker S1, as
expected only the binaural noise reduction algorithms with partial noise estimation,
i.e., the BMVDR-N beamformer and the eBMVDR-N beamformer, are able to yield
a low MSC error and hence preserve the spatial impression of the noise component.
The external microphone signal obviously shows the worst performance in terms of
MSC error of the noise component since the external microphone signal is just a
monaural signal that does not include any binaural cues, hence leading to in-head
localization.

Considering the results for speaker S2 (bottom row), it can be observed that sim-
ilar results as for speaker S1 are obtained. However, due to the asymmetric setup,
the iSNR improvement at the right side (better ear with larger input iSNR) is al-
ways smaller than the iSNR improvement at the left side. In addition, the drop
in iSNR improvement for the eBMVDR-N beamformer compared to the eBMVDR
beamformer is different for the left and the right side but remains approximately
constant for the different positions of the external microphone.

For both speakers S1 and S2, Figure 5.11 depicts the mixing parameters ηdes
e and ηdes

(averaged over all frequencies) of the eBMVDR-N beamformer and the BMVDR-N
beamformer, which lead to the desired output MSC MSCdes

n of the noise component.
The mixing parameters are plotted as a function of the input iSNR in the external
microphone signal iSNRin

E for the different external microphone positions. It can be
observed that the mixing parameter is always smaller for the eBMVDR-N beam-
former than for the BMVDR-N beamformer and decreases with increasing input
iSNR in the external microphone signal. Further, the mixing parameter is always
smaller for speaker S2 than for speaker S1, i.e., if the speaker is not positioned in
front of the listener.
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In conclusion, the experimental results in this section showed that for all considered
positions of the external microphone and the speaker the iSNR improvement is larger
for the eBMVDR-N beamformer (incorporating the external microphone) than for
the BMVDR-N beamformer (using only the head-mounted microphones) and for
the external microphone signal (except for P4). In addition, the mixing parameter
leading to the same desired output MSC of the noise component is always smaller for
the eBMVDR-N beamformer than for the BMVDR-N beamformer. All experimental
results in this section are in line with the theoretical findings of the previous sections.

5.6 Summary

In this chapter we analytically showed for an arbitrary noise field and without mak-
ing any assumptions about the position of the desired source that by incorporating
an external microphone in the BMVDR-N beamformer 1) a larger output SNR can
be obtained for the same mixing parameter, 2) the same output SNR can be ob-
tained for a larger mixing parameter, and 3) the same desired output MSC of the
noise component can be obtained for a smaller mixing parameter. The obtained
analytical expressions were first validated using simulated anechoic acoustic trans-
fer functions. In addition, experimental results using recorded signals in a realistic
reverberant environment showed that incorporating an external microphone in the
BMVDR-N beamformer enables to significantly increase the output SNR compared
to using only the head-mounted microphone signals while preserving the spatial
impression of the noise component. While in this chapter we analyzed and experi-
mentally investigated the incorporation of an external microphone in the BMVDR
and BMVDR-N beamformers, in the next chapter we propose computationally effi-
cient methods to estimate the RTF vectors of the desired source by exploiting one
or multiple external microphones.





6
RTF VECTOR ESTIMATION EXPLOITING
EXTERNAL MICROPHONES

As discussed in Chapter 3, an important parameter required for calculating the
filter vectors of the considered binaural beamforming algorithms (with and with-
out external microphones) is the steering vector, e.g., the relative transfer function
(RTF) vector of the desired source. In this chapter we consider the multi-extended
binaural hearing device configuration (cf. Chapter 2) and propose computationally
efficient methods to estimate the RTF vectors of the desired source by exploiting
one or multiple external microphones. The external microphones are assumed to be
spatially separated from the head-mounted microphones, such that the spatial co-
herence (SC) between the noise component in the head-mounted microphone signals
and the noise component in the external microphone signals is low. We first consider
the extended binaural hearing device configuration with only one external micro-
phone and propose an SC-based RTF vector estimation method, which estimates
the RTF vectors of the desired source as the last column of the extended noisy input
covariance matrix (corresponding to the external microphone), normalized by the
element corresponding to the reference microphone. Assuming the SC between the
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noise components to be zero, we show that the SC-based method yields an unbiased
estimate of the elements of the RTF vectors corresponding to the head-mounted mi-
crophones, while the element corresponding to the external microphone is biased.
We provide a detailed bias analysis for an arbitrary noise field, a diffuse noise field
and an interfering source. Next, we consider the multi-extended binaural hearing
device configuration with more than one external microphone and show that differ-
ent RTF vector estimates can be obtained by using the SC-based method for each
external microphone. We propose several procedures to combine these RTF vector
estimates, either by selecting the estimate corresponding to the highest input SNR,
by averaging the estimates or by combining the estimates in order to maximize
the output SNR of the eBMVDR beamformer filtering all microphone signals (see
Chapter 5). Experimental results using recorded signals of a moving desired source
for a binaural hearing device configuration with one or more external microphones
in a reverberant environment show that the proposed SC-based method outper-
forms state-of-the-art RTF vector estimation methods in terms of noise reduction
performance when used to steer the (e)BMVDR beamformer. In addition, the ex-
perimental results show that the output SNR-maximizing combination procedure
of different RTF vector estimates yields the largest SNR improvement.

This chapter is structured as follows. In Section 6.1 we consider one external mi-
crophone and introduce the SC-based method to estimate the RTF vectors of the
desired source. In Section 6.2 we present a bias analysis of the SC-based method
for different noise fields. In Section 6.3 we present an extension of the SC-based
method for multiple external microphones by linearly combining multiple RTF vec-
tor estimates. In Section 6.4 we evaluate the performance of the proposed RTF
vector estimation methods for realistic acoustic scenarios with, e.g., a moving de-
sired source and diffuse-like background noise.

6.1 SC-based RTF vector estimation using one external microphone

In this section we consider the extended binaural hearing device configuration with
one external microphone, as depicted in Figure 2.2. In addition, let us for now
assume that the acoustic scenario only consists of a desired source and background
noise, i.e.,

ye = xe + ne , (6.1)

such that the extended noisy input covariance matrix in (2.50) is equal to

Ry,e = Rx,e + Rn,e . (6.2)
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Similarly as the left and the right RTF vector of the desired source in (3.73) and
(3.74), the left and the right extended RTF vector of the desired source aL,e and
aR,e in (2.44) can be written as

aL,e =
Rx,eem

eTLRx,eem
, (6.3)

aR,e =
Rx,eem

eTRRx,eem
, (6.4)

with m ∈ {1, . . . , M}, i.e., as any column of the extended desired source covariance
matrix Rx,e, normalized by the element corresponding to the respective reference
microphone.

We now make the fundamental assumption that the noise component in the head-
mounted microphone signals n is uncorrelated with the noise component in the
external microphone signal nE , i.e.,

rn,E = E{nn∗E} = 0MH
(6.5)

with 0MH
an MH -dimensional zero vector. Hence, the extended noise covariance

matrix Rn,e in (2.51) is equal to

Rn,e =

[
Rn 0MH

0HMH
pnE

]
, (6.6)

such that
Rn,eeE = pnEeE , (6.7)

with eE and M -dimensional selection vector with eE(M) = 1 and pnE the PSD
of the noise component in the external microphone signal. If the assumption in
(6.5) holds, it can be easily shown that the covariance between the head-mounted
microphone signals and the external microphone signal is equal to the covariance
between the desired source components in these microphone signals, i.e.,

E{yy∗E} = E{(x + n)(x∗E + n∗E)} = E{xx∗E} . (6.8)

Using (6.6) and (6.8) in (6.2), the extended noisy input covariance matrix Ry,e can
be written as

Ry,e =

[
Rx + Rn E{xx∗E}
E{xHxE} pxE + pnE

]
. (6.9)

It can be observed that the last column (corresponding to the external microphone)
contains only information about the desired source component, except for the last
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element (corresponding to the external microphone). Using (6.2) and (6.6), it can
easily be shown that

Ry,eeE = Rx,eeE + Rn,eeE = Rx,eeE + pnEeE , (6.10)

eTLRy,eeE = eTLRx,eeE + eTLpnEeE = eTLRx,eeE , (6.11)

eTRRy,eeE = eTRRx,eeE + eTRpnEeE = eTRRx,eeE , (6.12)

such that, using (6.3) and (6.4) with m = M ,

Ry,eeE
eTLRy,eeE

=
Rx,eeE + pnEeE

eTLRx,eeE
= aL,e +

pnE
eTLRx,eeE

eE , (6.13)

Ry,eeE
eTRRy,eeE

=
Rx,eeE + pnEeE

eTRRx,eeE
= aR,e +

pnE
eTRRx,eeE

eE . (6.14)

We now define the SC-based estimates of the left and the right extended RTF vector
of the desired source aL,e and aR,e (including the external microphone) as

aSC
L,e =

Ry,eeE
eTLRy,eeE

aSC
R,e =

Ry,eeE
eTRRy,eeE

(6.15)

(6.16)

i.e., as the last column of the extended noisy input covariance matrix Ry,e, normal-
ized by the element corresponding to the respective reference microphone. Using
(6.13) and (6.14), it can be easily shown that the firstMH elements of aSC

L,e and aSC
R,e

in (6.15) and (6.16) are equal to the left and the right RTF vector of the desired
source aL and aR (without the external microphone), i.e.,

aSC
L = [IMH

, 0MH
] aSC
L,e = aL , (6.17)

aSC
R = [IMH

, 0MH
] aSC
R,e = aR , (6.18)

with IMH
the (MH ×MH)-dimensional identity matrix. However, from (6.13) and

(6.14) it can also be seen that the last element of aSC
L,e and aSC

R,e in (6.15) and (6.16)
is not equal to the last element of aL,e and aR,e, but is corrupted by a bias term
(even when the assumption in (6.5) perfectly holds). A more general analysis of the
bias of the SC-based estimates in (6.15) and (6.16) is provided in the next section.



6.2 bias analysis of the sc-based rtf vector estimates 99

In practice, an estimate of the extended noisy input covariance matrix R̂y,e is used
in (6.15) and (6.16), i.e.,

âSC
L,e =

R̂y,eeE

eTLR̂y,eeE
, (6.19)

âSC
R,e =

R̂y,eeE

eTRR̂y,eeE
, (6.20)

where R̂y,e can be easily estimated from the microphone signals, e.g., similar to the
online estimator in (3.68). Using (6.17) and (6.18), the first MH elements of âSC

L,e

and âSC
R,e in (6.19) and (6.20) correspond to an SC-based estimate of the left and the

right RTF vector of the desired source âSC
L and âSC

R (without external microphone),
i.e.,

âSC
L = [IMH

, 0MH
] âSC
L,e , (6.21)

âSC
R = [IMH

, 0MH
] âSC
R,e . (6.22)

It should be noted that the proposed SC-based estimators have a low computational
complexity and do not require an estimate of a noise covariance matrix, but obvi-
ously require an external microphone signal to be transmitted to the head-mounted
hearing devices. As already mentioned, transmission aspects such as synchronization
are outside the scope of this thesis.

6.2 Bias analysis of the SC-based RTF vector estimates

In this section we provide a theoretical bias analysis of the SC-based estimates in
(6.15) and (6.16). Section 6.2.1 derives general expressions of the multiplicative and
additive bias for an arbitrary noise field. Section 6.2.2 considers the special case of
a diffuse noise field, while Section 6.2.3 considers the special case of an interfering
source.

6.2.1 Arbitrary noise field

In this section we consider an acoustic scenario with an arbitrary noise field (e.g.,
combination of diffuse noise and an interfering speaker), i.e.,

ye = xe + ve , (6.23)

such that the extended noisy input covariance matrix is equal to

Ry,e = Rx,e + Rv,e . (6.24)
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Substituting (6.24) in (6.15) and (6.16), the SC-based estimates of the left and the
right extended RTF vector aSC

L,e and aSC
R,e are equal to

aSC
L,e =

(Rx,e + Rv,e)eE
eTL(Rx,e + Rv,e)eE

=
pxLaL,ea

H
L,eeE + Rv,eeE

eTLRx,eeE + eTLRv,eeE
, (6.25)

aSC
R,e =

(Rx,e + Rv,e)eE
eTR(Rx,e + Rv,e)eE

=
pxRaR,ea

H
R,eeE + Rv,eeE

eTRRx,eeE + eTRRv,eeE
, (6.26)

which can be written as

aSC
L,e = aL,eε

mult
L + εadd

L , (6.27)

aSC
R,e = aR,eε

mult
R + εadd

R , (6.28)

where the left and the right multiplicative bias factor are equal to

εmult
L =

1

1 +
eTLRv,eeE
eTLRx,eeE

, (6.29)

εmult
R =

1

1 +
eTRRv,eeE
eTRRx,eeE

, (6.30)

and the left and the right additive bias vector are equal to

εadd
L =

Rv,eeE
eTLRx,eeE + eTLRv,eeE

, (6.31)

εadd
R =

Rv,eeE
eTRRx,eeE + eTRRv,eeE

. (6.32)

The multiplicative bias factors in (6.29) and (6.30) depend on the ratio between
the CPSD of the undesired component in the reference microphone signals and
the external microphone signal and the CPSD of the desired source component in
the reference microphone signals and the external microphone signal. The additive
bias vectors in (6.31) and (6.32) also depend on this CPSD ratio but additionally
on the overall correlation between the undesired component in the head-mounted
microphone signals and the undesired component in the external microphone signal,
i.e., Rv,eeE .

If the undesired component in the head-mounted microphone signals is uncorrelated
with the undesired component in the external microphone signal, as assumed in the
derivation of the SC-based method in Section 6.1, i.e., Rv,eeE = pvEeE , it can be
easily shown that the multiplicative bias factors are equal to 1, i.e.,

εmult
L = εmult

R = 1 , (6.33)
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and the additive bias vectors are equal to

εadd
L =

pvE
eTLRx,eeE

eE , (6.34)

εadd
R =

pvE
eTRRx,eeE

eE . (6.35)

This means that only the last element of the SC-based RTF vector estimates, cor-
responding to the external microphone, is biased. Using (6.33), (6.34) and (6.35) in
(6.27) and (6.28), it can be shown that this element is in this case corrupted by a
real-valued multiplicative bias [161], i.e.,

eTEaSC
L,e = eTEaL,e

(
1 +

pvE
pxL |eTEaL,e|2

)
= eTEaL,e

(
1 +

pvE
pxE

)
, (6.36)

eTEaSC
R,e = eTEaR,e

(
1 +

pvE
pxR |eTEaR,e|2

)
= eTEaR,e

(
1 +

pvE
pxE

)
. (6.37)

Hence, the bias only affects the amplitude but not the phase of the RTF estimate
between the left and the right reference microphone and the external microphone.
Note that the bias is the same for the left and the right RTF estimate and depends
on the inverse SNR† in the external microphone signal. The element of the RTF
vector estimate corresponding to the external microphone hence is amplified if the
SNR in the external microphone signal is low.

6.2.2 Diffuse noise field

In this section we assume that the undesired component is a (homogeneous) diffuse
noise component (e.g., a spherically isotropic noise field), i.e.,

ye = xe + ne , (6.38)

such that the extended noisy input covariance matrix can be written as

Ry,e = Rx,e + pnΓdiff
e , (6.39)

where Γdiff
e denotes the extended spatial coherence matrix (i.e., including the exter-

nal microphone). Γdiff
e can be modelled similar to Γdiff in (3.62). Substituting pnΓdiff

e

† It should be noted that the term SNR is used here, although a (general) undesired component is
assumed in this section.
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Fig. 6.1: Magnitude-squared coherence between two microphones in a spherically isotropic
noise field for d ∈ {0.01, 0.1, 0.3, 1} m and c = 343 m s−1.

for Rv,e in (6.29), (6.30), (6.31) and (6.32), the left and the right multiplicative bias
factor for a diffuse noise field are equal to

εmult
L =

1

1 +
pneTLΓdiff

e eE
eTLRx,eeE

, (6.40)

εmult
R =

1

1 +
pneTRΓdiff

e eE
eTRRx,eeE

, (6.41)

and the left and the right additive bias vector for a diffuse noise field are equal to

εadd
L =

pnΓdiff
e eE

eTLRx,eeE + pneTLΓdiff
e eE

, (6.42)

εadd
R =

pnΓdiff
e eE

eTRRx,eeE + pneTRΓdiff
e eE

. (6.43)

Assuming a spherically isotropic noise field, similarly to the spatial coherence matrix
in (3.62), the (p, q)-th element of the extended spatial coherence matrix can be
modelled as

Γdiff
e (p, q) = sinc

(
ωdp,q
c

)
, (6.44)

with dp,q the distance between the p-th and the q-th microphone and c the speed
of sound. Figure 6.1 depicts the magnitude-squared coherence |Γdiff

e (p, q)|2 between
two microphones in a spherically isotropic noise field for d ∈ {0.01, 0.1, 0.3, 1} m
and c = 343 m s−1. It can be observed that for large distances between the micro-
phones the coherence tends to be very small and hence the assumption in (6.5)
approximately holds, especially for high frequencies.

Assuming that the external microphone is sufficiently far away from the head-
mounted microphones such that

Γdiff
e eE = eE , (6.45)
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the multiplicative bias factors are equal to 1, i.e.,

εmult
L = εmult

R = 1 , (6.46)

and the additive bias vectors are equal to

εadd
L,n =

pn
eTLRx,eeE

eE , (6.47)

εadd
R,n =

pn
eTRRx,eeE

eE . (6.48)

In a (homogeneous) diffuse noise field, the fundamental assumption of the SC-based
method in (6.5) can hence be satisfied when the distance between the external
microphone and the head-mounted microphones is large enough (cf. simulations in
Section 6.4).

6.2.3 Interfering source

In this section we assume that the extended noisy input vector consists of a desired
source component and an interfering source component, i.e.,

ye = xe + ue . (6.49)

Using (2.46) and (2.47), the extended noisy input covariance matrix is then equal
to

Ry,e = Rx,e + Ru,e = pxLaL,ea
H
L,e + puLbL,eb

H
L,e . (6.50)

Substituting (6.50) in (6.15) and (6.16), the multiplicative bias factors for an inter-
fering source are equal to

εmult
L =

1

1 +
puL
pxL

bHL,eeE

aHL,eeE

, (6.51)

εmult
R =

1

1 +
puR
pxR

bHR,eeE

aHR,eeE

, (6.52)

and the additive bias vectors for an interfering source are equal to

εadd
L = bL,e

1

1 +
pxL
puL

aHL,eeE

bHL,eeE

, (6.53)

εadd
R = bR,e

1

1 +
pxR
puR

aHR,eeE

bHR,eeE

. (6.54)
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Hence, the SC-based estimate of the left and the right extended RTF vector of the
desired source is equal to a mixture between the left and the right extended RTF
vector of the desired source aL,e and aR,e and the left and the right extended RTF
vector of the interfering source bL,e and bR,e, depending on the CPSD ratios

eTLRu,eeE
eTLRx,eeE

=
puLbHL,eeE

pxLaHL,eeE
, (6.55)

eTRRu,eeE
eTRRx,eeE

=
puRbHR,eeE

pxRaHR,eeE
. (6.56)

Hence, in an acoustic scenario with multiple speakers and assuming sparsity in the
STFT domain, i.e., one speaker is assumed to be dominant in each time-frequency
bin, the SC-based RTF vector estimation method will estimate the RTF vectors
corresponding to the dominant speaker in each time-frequency bin. When these
RTF vector estimates are used in, e.g., an eBMVDR beamformer (see Chapter 5),
this means that all speakers are considered as desired sources and will be enhanced.

6.3 RTF vector estimation exploiting multiple external microphones

In this section we consider the multi-extended binaural hearing device configuration
(cf. Figure 2.3) withMH head-mounted microphones andME external microphones,
i.e., M = MH + ME microphones in total. In Section 6.3.1 we show that ME

different SC-based RTF vector estimates can be obtained, i.e., one for each external
microphone. In Section 6.3.2 we propose three procedures to linearly combine the
different RTF vector estimates. In the first procedure we select the RTF vector
estimate corresponding to the external microphone with the highest narrowband
input SNR. In the second procedure we simply average the different RTF vector
estimates. In the third procedure we linearly combine the different RTF vector
estimates such that the narrowband output SNR of the eBMVDR beamformer is
maximized.

6.3.1 SC-based RTF vector estimation per external microphone

Assuming that the noise component in each external microphone signal is uncor-
related with the noise component in all other (head-mounted and external) micro-
phone signals, i.e.,

E{nen∗E,i} = pnE,i eE,i , i ∈ {1, . . . , ME} , (6.57)



6.3 exploiting multiple external microphones 105

the SC-based RTF vector estimation method proposed in Section 6.1 can be used
with each external microphone to estimate the M -dimensional RTF vectors of the
desired source, similarly as in (6.19) and (6.20), i.e.,

âSC−i
L,e =

R̂y,eeE,i

eTLR̂y,eeE,i
, i ∈ {1, . . . , ME} , (6.58)

âSC−i
R,e =

R̂y,eeE,i

eTRR̂y,eeE,i
, i ∈ {1, . . . , ME} . (6.59)

In practiceME different RTF vector estimates are obtained, since 1) the assumption
in (6.57) is not perfectly satisfied, 2) a different element (corresponding to the i-th
external microphone) is biased, and 3) R̂y,e 6= R̂x,e + R̂n,e. Aiming at obtaining
one RTF vector estimate from the ME different RTF vector estimates, in the next
section we propose several procedures to linearly combine (or select) these estimates.
The resulting left and right RTF vector estimates could then, e.g., be used in the
BMVDR beamformer (cf. Section 3.1) or eBMVDR beamformer (cf. Section 5.2).

6.3.2 Combination of SC-based RTF vector estimates

By linearly combining the different RTF vector estimates (per frequency), the (nor-
malized) combined left and right RTF vector estimate is given by

âSC−C
L,e =

ASC
L c

eTL,eA
SC
L c

âSC−C
R,e =

ASC
R c

eTR,eA
SC
R c

(6.60)

(6.61)

where ASC
L and ASC

R denote M × ME-dimensional matrices, containing the ME

SC-based left and right RTF vector estimates in (6.58) and (6.59), i.e.,

ASC
L =

[
âSC−1
L,e , . . . , âSC−ME

L,e

]
, (6.62)

ASC
R =

[
âSC−1
R,e , . . . , âSC−ME

R,e

]
, (6.63)

and c denotes the ME-dimensional (complex-valued) combination vector. In the
following we propose three different procedures to determine the combination vector
c in practice.

The first procedure, denoted as inSNR, is to select the left and the right RTF
vector estimate (per frequency) corresponding to the external microphone with the
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highest narrowband input SNR, similarly to [190]. Since the input SNR in the i-th
external microphone signal can be written as

SNRin
E,i =

eTE,iRx,eeE,i

eTE,iRn,eeE,i
=

eTE,iRy,eeE,i

eTE,iRn,eeE,i
− 1 , (6.64)

this procedure only requires an estimate of the extended noisy input covariance
matrix Ry,e (and not Rx,e), i.e.,

cinSNR = eE,̂i , î = arg max
i

eTE,iR̂y,eeE,i

eTE,iR̂n,eeE,i
(6.65)

Especially for a complex acoustic scenario with a moving desired source, where the
distance of the source to each external microphone and hence the input SNR in
each external microphone is time-varying, the inSNR-based selection procedure is
expected to outperform the SC-based method only using one external microphone.

Assuming a uniform distribution of the estimation errors for theME SC-based RTF
vector estimates, in the second procedure, denoted as AV, we propose to simply
average the estimates, i.e.,

cAV =

[
1

ME
, . . . ,

1

ME

]T
(6.66)

Intuitively, this procedure is sub-optimal, especially when the estimation errors are
very different.

In the third procedure, denoted as maxSNR, we propose to combine the SC-based
left and right RTF vector estimates (per frequency) such that the narrowband out-
put SNR of the eBMVDR beamformer is maximized. Please note again that the left
and the right output SNRs of the eBMVDR beamformer are equal (cf. (5.8)). Using
(6.60) and (6.61) in (5.4) and (5.5), the left and the right output SNR in (2.68) and
(2.69) can be written as the generalized Rayleigh quotient

SNRout
eBMVDR,L = SNRout

eBMVDR,R =
cHΛ1c

cHΛ2c
− 1 , (6.67)

with

Λ1 = (ASC
L )HR−1

n,eRy,eR
−1
v,eA

SC
L , (6.68)

Λ2 = (ASC
L )HR−1

n,eA
SC
L . (6.69)
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Aiming at maximizing the output SNR of the eBMVDR beamformer in (6.67), the
SNR-maximizing combination vector cmaxSNR is equal to the principal eigenvector
p{Λ−1

2 Λ1} of the (ME ×ME)-dimensional matrix Λ−1
2 Λ1, i.e.,

cmaxSNR = arg max
c

SNRout
eBMVDR,{L,R} = p{Λ−1

2 Λ1} (6.70)

which hence also only requires an estimate of the extended noisy input covari-
ance matrix Ry,e (and not Rx,e). Although constructing the matrices Λ1 and Λ2

comes with some computational complexity, the computational complexity of the
(ME ×ME)-dimensional eigenvalue decomposition (EVD) is always smaller than
the computational complexity of the (M ×M)-dimensional EVD required for the
CW method (cf. Section 3.4.2).

6.4 Simulations

In this section we present two experiments, each of which deals with different as-
pects of the performance of the proposed SC-based method, more in particular
when using the RTF vector estimates in the BMVDR beamformer (only filtering
the head-mounted microphone signals) or the eBMVDR beamformer (filtering the
head-mounted and the external microphone signals). In Section 6.4.1 we present ex-
periment 1 (published in [161]), where we consider using one external microphone
with the proposed RTF estimation methods in Section 6.1, and investigate the
noise reduction performance and binaural cue preservation of the eBMVDR beam-
former in comparison to the BMVDR beamformer for a moving desired source. In
Section 6.4.2 we present experiment 2 (published in [162]), where we consider us-
ing multiple external microphones with the proposed RTF estimation methods and
combination procedures in Section 6.3, and investigate the noise reduction perfor-
mance of the eBMVDR beamformer for a moving desired source. In Appendix B we
present two additional experiments (published in [159] and [160]), where we consider
a static desired source and one external microphone and investigate the influence
of the input SNR, reverberation time and the time constants used for covariance
matrix estimation on the RTF vector estimation accuracy, and the noise reduction
performance and binaural cue preservation when using the RTF vector estimates in
a BMVDR beamformer.

All signals were recorded in a variable acoustics laboratory located at the University
of Oldenburg, for which the room dimensions are about 7 × 6 × 2.7 m3, and where
the reverberation time T60 can be easily changed by closing and opening absorber
panels mounted to the walls and the ceiling. All reverberation times were measured
using the broadband energy decay curve of the measured impulse responses. At
approximately the center of the room a KEMAR head-and-torso simulator (HATS)
was placed. Two behind-the-ear hearing aid dummies with two microphones each,
i.e., MH = 4, were placed on the ears of the HATS, with an inter-microphone
distance of about 14 mm. We chose the frontal microphone on each hearing aid as
the reference microphone. No a-priori information about the position of any external
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microphone were used in the experiments, i.e., the external microphones were placed
at unknown, arbitrary positions.

To generate diffuse-like background noise, in both experiments we placed four loud-
speakers facing the corners of the laboratory, playing back different multi-talker
recordings. Due to small number of loudspeakers and temporally dominant inter-
fering speakers in the multi-talker recordings, the resulting noise field was neither
coherent nor perfectly diffuse. All microphone signals, i.e., the head-mounted micro-
phone signals and the external microphone signal(s), were recorded synchronously,
thereby neglecting synchronization and latency aspects.

All microphone signals were processed in an STFT framework (cf. (2.1)) with a
frame size of Td = 512 samples, corresponding to 32 ms, and a frame shift of
Ts = 256 samples, corresponding to 50 % overlap, and a square-root Hann window.
Similarly to (3.68) and (3.69), the extended noisy input covariance matrix R̂onl

y,e

and the extended noise covariance matrix R̂onl
n,e were recursively estimated during

detected speech-plus-noise and noise-only bins, respectively. If required, the covari-
ance matrices R̂onl

y and R̂onl
n (only including the head-mounted microphones) were

estimated using a subset of the estimates R̂onl
y,e and R̂onl

n,e, respectively. The (time-
varying) estimates of the covariance matrices were then used in the different RTF
vector estimation methods and in the calculation of the (time-varying) (e)BMVDR
beamformers. All performance measures were computed in the time-domain using
the shadow filter approach, i.e., using the individual signal components in the ref-
erence microphone signals and the output signals.

6.4.1 Experiment 1 – One external microphone

In the first experiment we consider one external microphone, i.e., ME = 1, and
compare the performance of the eBMVDR beamformer (filtering the head-mounted
and the external microphone signals) and the BMVDR beamformer (only filtering
the head-mounted microphone signals) for a moving desired source, either using the
CW method or the proposed SC-based method.

Using the absorber panels that are mounted to the walls and the ceiling of the lab-
oratory, the reverberation time was set to approximately 350 ms. The experimental
setup is depicted in Figure 6.2. The external microphone was placed at about 1.5 m
in front of the HATS. The desired source was a male German speaker played back
by a loudspeaker which was placed at about 2 m from the HATS at same height.
Initially, the loudspeaker was placed at an angle of 0°, i.e., in front of the HATS
(at a distance of about 0.5 m to the external microphone). During the first 5 s, the
loudspeaker remained static in its initial position. During the following 5 s, the loud-
speaker was moved (by hand) to an angle of about 75° to the right side of the HATS
(at a distance of about 1.5 m to the external microphone), where it remained for
another 5 s. The desired source and the diffuse-like background noise were recorded
separately and mixed afterwards to an average intelligibility-weighted SNR (iSNR)
[189] of 0 dB in the right reference microphone signal. The iSNR is defined as the
sum of the SNRs in all frequency bins weighted with a frequency-dependent band
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left device

HATS

right device

external microphone

loudspeaker

Fig. 6.2: Experimental setup for experiment 1 with MH = 4 head-mounted microphones
andME = 1 external microphone. The loudspeaker (as desired source) was moved
from its initial position in front of the listener to the right side.

importance function, for which we used the same weights as for the speech intelligi-
bility index in [30] (based on one-third octaves). The average iSNR in the external
microphone was equal to about 14 dB. The complete signal had a length of 15 s with
0.5 s of noise-only at the beginning.

To distinguish between speech-plus-noise and noise-only bins, we estimated a high-
resolution VAD from an SPP estimate in every time-frequency bin [27] (cf. (3.72),
with SPPupper = 0.6 and SPPlower = 0.4) using the external microphone signal.
The smoothing factors for the online estimation of the covariance matrices were
chosen as αy = 0.852 and αn = 0.984, corresponding to time constants of 100 ms
for speech-plus-noise and 1 s for noise-only, respectively.

In this experiment we considered five different versions of the (e)BMVDR beam-
former, either using the RTF vectors âL and âR (i.e., filtering only the head-mounted
microphone signals but not the external microphone signal) or the extended RTF
vectors âL,e and âR,e (i.e., filtering all available microphone signals), i.e.,

• FIX: Fixed BMVDR beamformer using anechoic RTF vectors calculated from
measured impulse responses [35] corresponding to a position in front of the
listener (cf. Section 3.4.2).

• CW and CWE: RTF-steered (e)BMVDR beamformer using the CW RTF
vector estimation method in (3.84) and (3.85), without and with incorporating
the external microphone.

• SC and SCE: RTF-steered (e)BMVDR beamformer using the proposed SC-
based RTF vector estimation method in (6.21) and (6.22), and (6.19) and
(6.20), respectively.
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Fig. 6.9: Intelligibility-weighted SNR improvement (plotted over time) for all considered
(e)BMVDR beamformers and the external microphone.

The noisy input covariance matrix Ry,e(f, t) and the diffuse noise covariance matrix
Rn,e(f, t) were then recursively estimated as

R̂y,e(f, t) = ↵yR̂y,e(f, t � 1) + (1 � ↵y)ye(f, t)yH
e (f, t) , (6.80)

R̂n,e(f, t) = ↵nR̂n,e(f, t � 1) + (1 � ↵n)ye(f, t)yH
e (f, t) , (6.81)

during detected speech-plus-noise bins and noise-only bins, respectively. The mem-
ory factors were chosen as ↵y = 0.852 and ↵n = 0.984, corresponding to time
constants of 100 ms and 1 s, respectively. The covariance matrices Ry(f, t) and
Rn(f, t) where estimated using a subset of the estimates in (6.80) and (6.81). The
(time-varying) estimates of the covariance matrices were then used in the differ-
ent RTF vector estimators and in the calculation of the (time-varying) (e)BMVDR
beamformers.
As performance measure for noise reduction we used the iSNR improvement
(�iSNR) in blocks of 1 s between the reference microphone signal on the right
hearing device and the output signal on the right hearing device or the external
microphone signal. As performance measure for binaural cue preservation we used
the reliable binaural cue errors of the desired source component, i.e., �ILD and
�ITD, based on an auditory model [71] and averaged over time and all frequencies.
Figure 6.9 depicts the iSNR improvement for all considered (e)BMVDR beamform-
ers and the EM. As expected, FIX leads to the worst performance (even negative
�iSNR) of all beamformers since it does not track the movement of the desired
source. The RTF-steered CW and SC beamformers both, not filtering the external
microphone signal, show a similar iSNR improvement between 2 and 9 dB. Aver-
aging the iSNR improvements over time shows that SC outperforms CW by about

Fig. 6.3: Intelligibility-weighted SNR improvement (plotted over time) for all considered
(e)BMVDR beamformers and the external microphone. 6.4 simulations 115
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Fig. 6.10: Reliable binaural cue errors (averaged over time) for all considered (e)BMVDR
beamformers.

0.31 dB. The RTF-steered CWE and SCE beamformers (both filtering all available
microphone signals) outperform all other considered beamformers and the EM. At
the initial position of the desired source (0-5 s, close to EM), the CWE and SCE
beamformers outperform the CW and SC beamformers by about 14 dB and the
EM by about 2 dB. At the final position of the desired source (10-15 s, far from
EM), the CWE and SCE beamformers outperform the CW and SC beamformers
by about 6 dB and the EM by about 3 dB. Averaging the iSNR improvement over
time shows that SCE outperforms CWE by about 0.3 dB.
Figure 6.10 depicts the (reliable) ILD and ITD errors for all considered beamformers.
It should be stressed that directly using the EM signal does not provide any binau-
ral cues to the user, hence leading to in-head localization. As expected, FIX shows
worst performance, i.e., highest binaural cue errors. All RTF-steered (e)BMVDR
beamformers show small binaural cue errors, indicating that the desired source is
perceived as coming from the correct direction. In conclusion, these results show
that the biased SCE estimator (cf. Section 6.2) can be used for different positions
of the desired source and yields a similar (even slightly better) iSNR improvement
and similar binaural cues as the CWE estimator at much lower computational com-
plexity.

6.4.4 Experiment 4 - Multiple external microphones

This experiment was first published in [127]. For a dynamic acoustic scenario with a
moving desired source in a reverberant environment and multiple, i.e., three, exter-
nal microphones, in this experiment we compare the performance of the eBMVDR
beamformer using the CW RTF vector estimation method (cf. Section 3.4.2), the
proposed SC RTF vector estimation method in (6.17) and (6.18) per external mi-
crophone, and three proposed methods to combine SC-based RTF vector estimates
(cf. Section 6.3.2).
All signals were recorded in a laboratory where the reverberation time can be varied
using absorber panels mounted on the walls and the ceiling. The room dimensions
are about 7 ⇥ 6 ⇥ 2.7 m3 and the reverberation time was set to approximately
400 ms. A KEMAR dummy head was placed approximately in the center of the
room with two BTE hearing devices mounted to the ears. Two microphones per
hearing device, i.e., MH = 4, with an inter-microphone distance of about 14 mm

Fig. 6.4: Reliable binaural cue errors (averaged over time) for all considered (e)BMVDR
beamformers.

In addition, we considered the external microphone (EM) signal without applying
any noise reduction.

As performance measure for noise reduction, in this experiment we used the iSNR
improvement (∆iSNR) in blocks of 1 s between the right reference microphone signal
and the right output signal or the external microphone signal. As performance
measure for binaural cue preservation (cf. Section 2.2.2) we used the reliable binaural
cue errors of the desired source component, i.e., ∆ILD and ∆ITD, based on an
auditory model [55] and averaged over time and all frequencies. This auditory model
mimics physiological aspects of the human auditory system and hence enables to
only consider binaural cues errors that are perceivable by human listeners.

Figure 6.3 depicts the iSNR improvement for all considered (e)BMVDR beamform-
ers and the external microphone. The plot is divided into three phases. First, where
the desired source remains statically in the initial position close to the external mi-
crophone (close to EM ). Second, where the desired source moves to the right side of
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the HATS (moving). Third, where the desired source remains statically in its final
position (far from EM ). As expected, using anechoic RTF vectors corresponding
to a position in front of the listener (FIX) leads to the worst performance (even
negative ∆iSNR) of all considered (e)BMVDR beamformers, since it does not track
the movement of the desired source. The RTF-steered CW and SC beamformers
(both not filtering the external microphone signal) show a similar iSNR improve-
ment between 2 and 9 dB. Averaging the iSNR improvements over time shows that
SC outperforms CW by about 0.31 dB. The RTF-steered CWE and SCE beamform-
ers (both filtering all available microphone signals) outperform all other considered
beamformers and the EM. At the initial position of the desired source (0 to 5 s, close
to EM ), the CWE and SCE beamformers outperform the CW and SC beamformers
by about 14 dB and the EM by about 2 dB. At the final position of the desired
source (10 to 15 s, far from EM ), the CWE and SCE beamformers outperform the
CW and SC beamformers by about 6 dB and the EM by about 3 dB. Averaging the
iSNR improvement over time shows that SCE outperforms CWE by about 0.3 dB.

Figure 6.4 depicts the (reliable) ILD and ITD errors for all considered (e)BMVDR
beamformers. It should be stressed that directly using the EM signal does not
provide any binaural cues to the user, hence leading to in-head localization. As
expected, FIX shows the worst performance, i.e., the largest binaural cue errors.
All RTF-steered (e)BMVDR beamformers show similar, small binaural cue errors,
indicating that the desired source is perceived as coming from the correct direction.

In conclusion, these results show that the SC-based RTF vector estimation method
(cf. Section 6.1) can be used to steer an (e)BMVDR beamformer in an acoustic
scenario with a moving desired source and yields a similar (even slightly better)
iSNR improvement and similar binaural cues as the state-of-the-art CW RTF vector
estimation method at much lower computational complexity. The results further
indicate that the considered distance between the external microphone and the
head-mounted microphones is large enough, such that the bias of the SC-based
method (cf. Section 6.2) is not affecting the noise reduction performance and the
binaural cue preservation in practice.

6.4.2 Experiment 2 – Multiple external microphones

Contrary to the previous experiment, in this experiment we consider multiple exter-
nal microphones. For a moving desired source we compare the performance of the
eBMVDR beamformer (filtering the head-mounted and the external microphone
signals) using the CW RTF vector estimation method in (3.84) and (3.85) (using
the head-mounted microphones and the external microphones), the proposed SC-
based RTF vector estimation method in (6.15) and (6.16) per external microphone,
and the three proposed procedures to combine SC-based RTF vector estimates (cf.
Section 6.3.2).

Using the absorber panels that are mounted to the walls and the ceiling of the
laboratory, the reverberation time was set to approximately 400 ms. In addition
to the MH = 4 head-mounted microphones, ME = 3 external microphones were
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Fig. 6.5: Experimental setup for experiment 2 with MH = 4 head-mounted microphones
and ME = 3 external microphones. The desired source moved from E1 to E3.

placed in front of the HATS as depicted in Figure 6.5. Hence, in total M = 7
microphones were used in the eBMVDR beamformer. The desired source was a
male speaker, walking from the first external microphone (E1) to the third external
microphone (E3) while speaking ten German sentences with pauses of about half a
second between the sentences. The desired source and the diffuse-like background
noise were recorded separately and mixed afterwards. Due to the moving desired
source, the input SNR in the head-mounted reference microphone signals varied
between approximately 0 and 6 dB, while the input SNR in the external microphone
signals varied approximately between 0 and 11 dB.

To distinguish between speech-plus-noise and noise-only time-frequency bins, we
estimated the SPP [27] in the three (noisy) external microphone signals, and av-
eraged and thresholded them afterwards (cf. (3.72), with SPPupper = 0.4 and
SPPlower = 0.4). The time constants for the online estimation of the covariance
matrices were chosen as 250 ms for speech-plus-noise and 1 s for noise-only.

In this experiment we considered seven different versions of the eBMVDR beam-
former using the multi-extended RTF vectors âL,e and âR,e (i.e., filtering all avail-
able microphone signals), i.e.,

• CW: The state-of-the-art CW method in (3.84) and (3.85), incorporating the
three external microphones, i.e., using all microphones.

• SC-1, SC-2 and SC-3: The proposed SC method in (6.58) and (6.59) using
each external microphone separately, i.e., either using E1, E2 or E3.

• inSNR, AV and maxSNR: The proposed procedure to linearly combine
SC-based RTF vector estimates in (6.60) and (6.61) using the three proposed
combination vectors in (6.65), (6.66) and (6.70), respectively.

As performance measure, in this experiment we used the binaural SNR improvement
(∆BSNR), which is defined as [11]

∆BSNR = 10 log

(
pout
xL + pout

xR

pout
nL + pout

nR

)
− 10 log

(
pxL + pxR
pnL + pnR

)
. (6.71)
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Fig. 6.6: Binaural SNR improvement for all considered RTF vector estimation methods,
averaged over time and frequency.
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Fig. 6.7: Binaural SNR improvement over time for the inSNR, AV and maxSNR combina-
tion procedures, averaged over all frequencies.

The binaural SNR improvement is especially useful when the better ear changes,
e.g., when the desired source is not always on the same side of the HATS.

Figure 6.6 depicts the ∆BSNR (averaged over time and all frequencies) for all
considered RTF vector estimation methods. The CW method as a state-of-the-art
benchmark yields an average ∆BSNR of 10.4 dB. The SC-based method using one
external microphone, i.e., SC-1, SC-2 and SC-3, yields an average ∆BSNR of about
9 dB and hence could not reach the performance of the CW method. The input
SNR-based combination (inSNR) yields an average ∆BSNR of 10.3 dB, which is
similar to the CW method. The averaging combination (AV) yields an average
∆BSNR of only 8.9 dB, which is even worse than the SC-based method per ex-
ternal microphone. This can probably be explained by the rather different RTF
vector estimation errors for the three external microphones. The SNR-maximizing
combination (maxSNR) yields an average ∆BSNR of 10.7 dB, hence outperforming
all other combination procedures and RTF vector estimation methods. Comparing
the computational complexity of the best three methods, the CW method has the
largest complexity due to the 7-dimensional EVD, whereas the maxSNR combina-
tion only requires a 3-dimensional EVD and the inSNR combination does not even
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require an EVD. Nevertheless, the maxSNR combination enables to improve the
∆BSNR by about 0.5 dB compared to the inSNR combination. Figure 6.7 depicts
the ∆BSNR over time (averaged over all frequencies) for the three RTF vector
estimate combination procedures using the proposed combination vectors in more
detail. It can be observed that the maxSNR combination outperforms the inSNR
and AV combination for almost all time instances. The sound files of the input and
output signals are available online†.

In conclusion, the results indicate that in a scenario with multiple external micro-
phones at unknown positions, the SC-based RTF vector estimation method should
not be used with just any external microphone, but with all external microphones
such that the different SC-based RTF vector estimates can be linearly combined af-
terwards. The input SNR-based combination yields a similar noise reduction perfor-
mance as the state-of-the-art CW method at much lower computational complexity,
while the output SNR-maximizing combination outperformed all other combination
procedures and RTF vector estimation methods.

6.5 Summary

In this chapter we proposed computationally efficient SC-based methods to estimate
the RTF vectors of the desired source, by exploiting one or more external micro-
phones that are spatially separated from the head-mounted microphones. Assuming
that the SC between the noise component in the head-mounted microphone signals
and the noise component in the external microphone signal is zero, we showed that
the elements of the RTF vectors corresponding to the head-mounted microphones
are unbiased, while the element corresponding to the external microphone is cor-
rupted by a bias term. We provided a bias analysis of the SC-based method for
an arbitrary undesired component, a diffuse noise field and an interfering source.
The analysis showed that for an arbitrary undesired component the bias depends
on a CPSD ratio and the overall correlation between the undesired component in
the head-mounted microphone signals and the undesired component in the external
microphone signal. If the undesired component in the head-mounted microphone
signals is uncorrelated with the undesired component in the external microphone
signal, only the last element of the RTF vector (corresponding to the external mi-
crophone) is affected by real-valued bias that is inversely proportional to the SNR
in the external microphone signal. We further showed that in a diffuse noise field,
the assumption that the noise component in the head-mounted microphone signals
is uncorrelated with noise component in the external microphone signal is approxi-
mately satisfied when the distance between the external microphone and the head-
mounted microphones is large enough. For an interfering source, the bias analysis
finally showed that the resulting RTF vector estimate is equal to a mixture between
the RTF vectors of the desired source and the interfering source, depending on a

† https://uol.de/en/sigproc/research/audio-demos/binaural-noise-reduction/multiple-external-
microphones
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CPSD ratio. When multiple external microphones are available, we showed that
different RTF vector estimates can be obtained by using the SC-based method for
each external microphone. We proposed several procedures to combine these RTF
vector estimates, either by selecting the estimate corresponding to the highest input
SNR, by averaging the estimates or by combining the estimates in order to maxi-
mize the output SNR of the eBMVDR beamformer. We conducted two experiments
with a moving desired source and diffuse-like background noise in a reverberant en-
vironment. The results of the first experiment showed that the SC-method can be
used to steer an (e)BMVDR beamformer in an acoustic scenario with a moving de-
sired source and yields a similar (even slightly better) noise reduction performance
and binaural cue preservation as the state-of-the-art CW RTF vector estimation
method at much lower computational complexity. Further, the bias of the SC-based
method does not seem to affect the noise reduction performance and binaural cue
preservation in practice, when the external microphone is spatially separated from
the head-mounted microphones. The results of the second experiment showed that
in a scenario with multiple external microphones, the SC-based RTF vector estima-
tion method should not be used with just any external microphone, but with all
external microphones such that the different SC-based RTF vector estimates can
be linearly combined afterwards. The input SNR-based combination yields a simi-
lar noise reduction performance as the state-of-the-art CW method at much lower
computational complexity, while the output SNR-maximizing combination outper-
formed all other combination procedures and RTF vector estimation methods.





7
CONCLUSIONS AND FURTHER RESEARCH

In this chapter we summarize the main results of the thesis and indicate possible
directions for further research.

7.1 Conclusions

Beamforming algorithms for head-mounted assistive hearing devices are crucial
to improve speech intelligibility and speech quality in complex acoustic scenarios,
where speech communication is affected by undesired sources such as an interfering
source (e.g., a competing speaker) and background noise (e.g., diffuse babble noise).
Besides reducing the interfering source and the background noise, another important
objective of a binaural beamforming algorithm is the preservation of the listener’s
spatial impression of the acoustic scene, which can be achieved by preserving the
binaural cues of all sound sources. Although, most state-of-the-art binaural beam-
forming algorithms preserve the binaural cues of the desired source, they distort the
binaural cues of either the interfering source, the background noise or both.

To improve the performance of hearing devices, one or more external microphones
(e.g., lying on a table, attached to a person) can be used in conjunction with the
head-mounted microphones, enabling to not only locally sample the sound field at
the listener’s head but to increase the spatial diversity by spatially distributing
the external microphones. Besides technical challenges (e.g., synchronization, band-
width limitations, transmission loss), one of the main algorithmic challenges posed
by incorporating external microphones is the fact that the relative position of the
external microphones to the head-mounted microphones and the sound sources is
unknown and may be time-varying.

The main objective of this thesis was to develop and evaluate advanced binaural
beamforming algorithms and to incorporate one or more external microphones in a
binaural hearing device configuration. The first focus was to improve state-of-the-art
binaural beamforming algorithms, more in particular to develop a binaural beam-
forming algorithm that jointly preserves the binaural cues of the desired source, the
interfering source and the background noise. The second focus was the incorporation
of one or more external microphones to improve the noise reduction performance
and the binaural cue preservation of binaural beamforming algorithms, without
assuming any a-priori knowledge about the position of the external microphones.

117
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After presenting the signal models for the binaural hearing device configurations
with and without external microphones, in Chapter 2, we briefly reviewed three
state-of-the-art binaural beamforming algorithms using only the head-mounted mi-
crophone signals in Chapter 3. First, we reviewed the frequently-used BMVDR
beamformer, which preserves the binaural cues of the desired source but distorts
the binaural cues of the undesired sources (i.e., interfering source and background
noise). The BMVDR beamformer provides the best noise reduction performance
among all considered distortionless binaural beamforming algorithms, but the inter-
ference reduction depends on the relative position of the interfering source to the de-
sired source and is not controllable. Second, we reviewed the BLCMV beamformer,
which preserves the binaural cues of both the desired source and the interfering
source but distorts the binaural cues of the background noise, depending on the
relative position of the interfering source to the desired source. Since less degrees of
freedom are available for noise reduction, the BLCMV beamformer typically yields
a lower noise reduction performance than the BMVDR beamformer, but enables to
directly control the amount of interference reduction by means of an interference
scaling parameter. Third, we reviewed the BMVDR-N beamformer, which allows
to trade off between noise reduction performance and binaural cue preservation of
the noise component by mixing the noisy reference microphone signals with the
output signals of the BMVDR beamformer using a mixing parameter. While the
BMVDR-N beamformer hence enables to control the background noise component
in the output signals, the interference reduction and the binaural cue preservation of
the interfering source depend on the relative position of the interfering source to the
desired source and are not straightforward to control using the mixing parameter.
We further discussed several methods to estimate the parameters that are required
to calculate the filter vectors of the considered binaural beamforming algorithms in
practice, more in particular covariance matrices and RTF vectors. Directly estimat-
ing the RTF vectors, the relative positions of the microphones do not have to be
known or fixed and can even be time-varying. Estimating the RTF vectors hence
enables to incorporate one or more external microphones at unknown positions,
compared to using modelled/measured RTFs. Most state-of-the-art RTF vector es-
timation methods require estimates of both the noisy input covariance matrix and
the noise covariance matrix.

To address the first focus of the thesis, in Chapter 4 we proposed a novel binaural
beamforming algorithm, which merges the advantages of the BLCMV beamformer
and the BMVDR-N beamformer, i.e., it allows to preserve the binaural cues of the
interfering source and control the trade-off between noise reduction performance
and binaural cue preservation of the background noise. To address the second focus
of the thesis, we first investigated the incorporation of an external microphone in
the BMVDR-N beamformer for an arbitrary noise field in Chapter 5. We then
proposed computationally efficient methods to estimate the RTF vectors of the
desired source in Chapter 6, which exploit one or more external microphones that
are spatially separated from the head-mounted microphones, and only require an
estimate of the noisy input covariance matrix.
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In Chapter 4 we proposed the BLCMV-N beamformer, a novel binaural beam-
forming algorithm that merges the advantages of the BLCMV beamformer and the
BMVDR-N beamformer, i.e., preserving the binaural cues of the interfering source
and controlling the reduction of the interfering source as well as the binaural cues
of the background noise. Compared to the BMVDR beamformer, the BLCMV-N
beamformer uses an additional constraint to preserve a scaled version of the in-
terfering source component in the reference microphone signals (like the BLCMV
beamformer) and aims at preserving a scaled version of the noise component in
the reference microphone signals. First, we showed that the output signals of the
BLCMV-N beamformer can be interpreted as a mixture between the noisy refer-
ence microphone signals and the output signals of a BLCMV beamformer using an
adjusted interference scaling parameter. We then derived two decompositions for
the BLCMV-N beamformer which revealed differences and similarities between the
BLCMV-N beamformer and the BLCMV beamformer. Furthermore, we provided
a theoretical comparison between the BMVDR beamformer, the BLCMV beam-
former, the BMVDR-N beamformer and the proposed BLCMV-N beamformer in
terms of noise and interference reduction performance and binaural cue preserva-
tion. We showed that the output SNR of the BLCMV-N beamformer is smaller
than or equal to the output SNR of the BLCMV beamformer and derived the opti-
mal interference scaling parameter maximizing the output SNR of the BLCMV-N
beamformer. The obtained analytical expressions were first validated using mea-
sured anechoic ATFs. In addition, more realistic experiments were performed using
recorded signals for a binaural hearing device configuration in a reverberant cafe-
teria with one interfering source and multi-talker babble noise. The results showed
that the BLCMV-N beamformer

• leads to a very similar interference reduction as the BLCMV beamformer

• provides a trade-off between noise reduction performance (slightly worse than
the BLCMV beamformer) and binaural cue preservation of the background
noise (much better than the BLCMV beamformer).

In addition, the results of a perceptual listening test with 13 normal-hearing partic-
ipants showed that the proposed BLCMV-N beamformer

• is able to preserve the binaural cues and hence the spatial impression of the
interfering source (like the BLCMV beamformer)

• provides a trade-off between noise reduction performance and binaural cue
preservation of the background noise (like the BMVDR-N beamformer).

While in Chapter 4 we only took into account the use of the head-mounted micro-
phones, in Chapter 5 we investigated the incorporation of an external microphone
in the BMVDR-N beamformer. We analytically showed for an arbitrary noise field
and without making any assumptions about the position of the desired source that
by incorporating an external microphone in the BMVDR-N beamformer

• a larger output SNR can be obtained for the same mixing parameter

• the same output SNR can be obtained for a larger mixing parameter
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• the same desired output MSC of the noise component can be obtained for a
smaller mixing parameter.

These results imply that an external microphone enables to achieve the same spa-
tial impression of the noise component compared to using only the head-mounted
microphones, while achieving a larger output SNR. The obtained analytical expres-
sions were first validated using simulated anechoic ATFs. In addition, experiments
were performed using recorded signals for a binaural hearing device configuration in
a realistic reverberant environment with multiple competing talkers as background
noise. For different positions of the external microphone and the desired source, the
experimental results showed that also in a realistic acoustic scenario incorporating
an external microphone in the BMVDR-N beamformer

• significantly increases the output SNR

• decreases the mixing parameter required to obtain a desired output MSC, i.e.,
spatial impression, of the noise component.

Finally, in Chapter 6 we proposed computationally efficient methods to estimate
the RTF vectors of the desired source, by exploiting one or more external micro-
phones that are spatially separated from the head-mounted microphones. We first
considered the extended binaural hearing device configuration with only one exter-
nal microphone and proposed an SC-based RTF vector estimation method, which
estimates the RTF vectors of the desired source as the last column of the extended
noisy input covariance matrix (corresponding to the external microphone), normal-
ized by the element corresponding to the reference microphone. Assuming that the
SC between the noise component in the head-mounted microphone signals and the
noise component in the external microphone signal is zero, we showed that

• the elements of the RTF vectors corresponding to the head-mounted micro-
phones are unbiased

• the element corresponding to the external microphone is corrupted by a bias
term.

We provided a bias analysis of the proposed SC-based RTF vector estimates for an
arbitrary undesired component, a diffuse noise field and an interfering source.

• For an arbitrary undesired component, the bias depends on a CPSD ratio and
the overall correlation between the undesired component in the head-mounted
microphone signals and the undesired component in the external microphone
signal.

• For a diffuse noise field, the assumption that the noise component in the
head-mounted microphone signals is uncorrelated with the noise component
in the external microphone signal is approximately satisfied when the distance
between the external microphone and the head-mounted microphones is large
enough.

• For an interfering source, the SC-based RTF vector estimate is equal to a
mixture between the RTF vectors of the desired source and the interfering
source, depending on a CPSD ratio.
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When multiple external microphones are available, we showed that different RTF
vector estimates can be obtained by using the SC-based method for each external mi-
crophone. We proposed several procedures to combine these RTF vector estimates,
either by selecting the estimate corresponding to the highest input SNR, by aver-
aging the estimates or by combining the estimates in order to maximize the output
SNR of the eBMVDR beamformer (filtering the head-mounted and the external
microphone signals). We conducted two experiments with a moving desired source
and diffuse-like background noise in a reverberant environment. The results of the
first experiment with one external microphone at an unknown position showed that
the SC-based method

• can be used to steer an (e)BMVDR beamformer in a dynamic acoustic scenario
with a moving desired source

• yields a similar (even slightly better) noise reduction performance and bin-
aural cue preservation as the state-of-the-art CW method at a much lower
computational complexity.

The results of the second experiment with three external microphones at unknown
positions showed that, the SC-based RTF vector estimation method should not be
used with just any external microphone, but with all external microphones such that
the different SC-based RTF vector estimates can be linearly combined afterwards.
The input SNR-based combination yields a similar noise reduction performance as
the state-of-the-art CW method at a much lower computational complexity, while
the output SNR-maximizing combination outperformed all other combination pro-
cedures and RTF vector estimation methods.

7.2 Suggestions for further research

In Chapter 4 we proposed the BLCMV-N beamformer, which merges the advantages
of the BLCMV beamformer and the BMVDR-N beamformer. We showed that the
output signals of the BLCMV-N beamformer can be interpreted as a mixture be-
tween the noisy reference microphone signals and the output signals of a BLCMV
beamformer using an adjusted interference scaling parameter. In order to achieve a
desired output MSC of the noise component, in [13] a closed-form expression for the
mixing parameter of the BMVDR-N beamformer has been derived. The desired out-
put MSC of the noise component can, e.g., be psycho-acoustically motivated based
on the IC discrimination ability of the human auditory system [13, 106], aiming for
the spatial impression of the noise component in the reference microphone signals
and the noise component in the output signals to be indistinguishable. A similar
approach could probably be applied to derive a psycho-acoustically optimal mixing
parameter for the BLCMV-N beamformer. It is expected that the relative position
of the interfering source to the desired source influences the psycho-acoustically
optimal mixing parameter.

Furthermore, we presented a perceptual listening test for the BLCMV-N beam-
former in which we subjectively evaluated the preservation of the spatial impres-
sion of individual signal components and the complete signal. Further research is
however required with respect to the resulting speech intelligibility of the binaural
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beamforming algorithms evaluated in this thesis, since the relation between binau-
ral cues of all signal components (i.e., desired source component, interfering source
component, noise component) and speech intelligibility is not trivial. Therefore,
in the future a large scale hearing study as in [113] should be conducted, where
both speech intelligibility and spatial impression are evaluated for the BLCMV-N
beamformer and state-of-the-art binaural beamforming algorithms in anechoic and
reverberant acoustic scenarios with an interfering source and background noise.

The last point that should be considered is the incorporation of one or more ex-
ternal microphones in the BLCMV-N beamformer. The incorporation of external
microphones would lead to the extended BLCMV-N beamformer and raises similar
questions as the incorporation of an external microphone in the BMVDR-N beam-
former in Chapter 5. The theoretical and practical influence of external microphones
on the noise and interference reduction performance and the optimal interference
scaling parameter maximizing the output SNR of the BLCMV-N beamformer are
of particular interest.

In Chapter 6 we proposed SC-based methods to estimate the RTF vectors of the
desired source, by exploiting one or more external microphones that are spatially
separated from the head-mounted microphones. Using the SC-based RTF vector
estimates in the (e)BMVDR beamformer, the experimental results showed that the
proposed methods enable to significantly reduce diffuse-like background noise in
realistic acoustic scenarios with a moving desired source. However, the analytical
bias analysis for an interfering source in Chapter 6 implies that the SC-based RTF
vector estimates are equal to a mixture between the RTF vectors of the desired
source and the interfering source (depending on a CPSD ratio). Although using
the SC-based RTF vector estimates in the (e)BMVDR beamformer could hence
potentially enhance multiple desired sources, the reduction of an interfering source
remains a challenge, especially since it remains a challenge to determine the desired
source in multi-speaker scenarios. Contrary to using the SC-based RTF vector esti-
mates in the (e)BMVDR beamformer, a GSC structure as in [16] could be utilized
where it is expected that the adaptive filter stage can better deal with an interfering
source. Since in [16] the relative position of the desired source to the head-mounted
microphones is assumed a-priori, the SC-based RTF vector estimates could be used
instead to steer the beamformer stage and to construct the blocking matrix. By
combining the approach in [16] with the proposed RTF estimation methods in this
thesis, a novel scheme could be developed that can either enhance all coherent
sources or just one (i.e., the desired source).

As already shown in [149], the availability of external microphones can improve the
performance of DOA estimators. Since the DOA is included as information in the
RTFs, RTFs were used, e.g., in [72, 74], to estimate the DOA of the desired source.
It is therefore reasonable to use the RTF estimation methods proposed in this thesis
with existing or novel methods for DOA estimation.

Furthermore, in this thesis we have only considered the incorporation of individ-
ual external microphones whose positions can be completely random. Instead, it is
also possible to incorporate external microphone arrays, where the output signals
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of these arrays could be considered as enhanced external microphone signals and
novel distributed algorithms could be developed (e.g., see [14]). Moreover, exper-
iments should be conducted in which the microphones of explicit devices such as
smartspeakers, smartphones or laptops are used as external microphones or external
microphone arrays with the proposed methods in realistic scenarios to prove their
suitability for everyday use.

Finally, some practical and technical questions still remain unanswered, e.g., the
influence of synchronization between the external microphone signals and the head-
mounted microphone signals on the performance of the binaural beamforming algo-
rithms and RTF vector estimation methods presented in this thesis. If it turns out
that synchronization has a significant impact on the performance of the proposed
methods, existing synchronization method (e.g., [127–134]) can be a first starting
point to develop novel and customized methods.

To conclude, we have seen in this thesis what tremendous possibilities the incorpo-
ration of external microphones offers. These possibilities are not limited to binaural
hearing device configurations, meaning that the incorporation of external micro-
phones and the interconnection of several microphones to form an acoustic sensor
network will provide great potential in many areas of acoustic signal processing in
the future.





A
APPENDIX TO CHAPTER 4

In Appendix A.1 we derive the BLCMV beamformer with partial noise estimation
(BLCMV-N). In Appendix A.2 we derive the left and the right output noise PSD,
and the output noise CPSD for the BLCMV-N beamformer.

A.1 Derivation of the BLCMV-N beamformer

Using (2.6), (2.7), (2.10), (3.19) and (3.20), the constrained optimization problem
in (4.1) and (4.2) can be reformulated as

min
wL

E
{∣∣wH

L n− ηnL
∣∣2} subject to CHwL = gL , (A.1)

min
wR

E
{∣∣wH

Rn− ηnR
∣∣2} subject to CHwR = gR . (A.2)

This constrained optimization problem can be solved using the method of Lagrange
multipliers, where the Lagrangian function is given by

L(wL,λL) = wH
L RnwL − ηeTLRnwL − ηwH

L RneL (A.3)
+η2pnL + λHL

(
CHwL − gL

)
+
(
wH
L C− gHL

)
λL ,

L(wR,λR) = wH
RRnwR − ηeTRRnwR − ηwH

RRneR (A.4)
+η2pnR + λHR

(
CHwR − gR

)
+
(
wH
RC− gHR

)
λR ,

with λL and λR denoting the left and the right 2-dimensional vector of Lagrangian
multipliers. Setting the gradient with respect to wL and wR

∇wL
L(wL,λL) = 2RnwL − 2ηRneL + 2CλL , (A.5)

∇wR
L(wR,λR) = 2RnwR − 2ηRneR + 2CλR (A.6)

equal to 0 yields

wL = ηeL −R−1
n CλL , (A.7)

wR = ηeR −R−1
n CλR . (A.8)
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Substituting (A.7) and (A.8) into the constraint CHwL = gL and CHwR = gR,
respectively, and solving for the Lagrangian multiplier λL and λR yields

λL =
(
CHR−1

n C
)−1 (

ηCHeL − gL
)
, (A.9)

λR =
(
CHR−1

n C
)−1 (

ηCHeR − gR
)
. (A.10)

Substituting (A.9) and into (A.7) and (A.8), the solution to (4.1) and (4.2) is given
by

wBLCMV−N,L = ηeL + R−1
n C

(
CHR−1

n C
)−1 (

gL − ηCHeL
)
, (A.11)

wBLCMV−N,R = ηeR + R−1
n C

(
CHR−1

n C
)−1 (

gR − ηCHeR
)
, (A.12)

where, using (3.19), (3.20) and (3.21),

gL − ηCHeL =

[
(1− η)a∗L
(δ − η)b∗L

]
, (A.13)

gR − ηCHeR =

[
(1− η)a∗R
(δ − η)b∗R

]
. (A.14)

A.2 Output noise PSD for the BLCMV-N beamformer

Using (4.27) in (2.66), the left output PSD of the noise component for the BLCMV-
N beamformer is given by

wH
L RnwL = η2eTLRneL (A.15)

+ η(1− η)
[
aLwH

x RneL + eTLRnwxa
∗
L

]
+ η(δ − η)

[
bLwH

u RneL + eTLRnwub
∗
L

]
+ (1− η)2|aL|2wH

x Rnwx

+ (δ − η)(1− η)
[
a∗LbLwH

u Rnwx

+ aLb
∗
LwH

x Rnwu

]
+ (δ − η)2|bL|2wH

u Rnwu .
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Using (4.23) and (4.26), the components in (A.15) are given by

eTLRnwx =
1

1−Ψ

(
aL
γa
−Ψ

bL
γab

)
, (A.16)

wH
x Rnwx =

1

(1−Ψ)γa
, (A.17)

eTLRnwu =
1

1−Ψ

(
bL
γb
−Ψ

aL
γ∗ab

)
, (A.18)

wH
u Rnwu =

1

(1−Ψ)γb
, (A.19)

wH
x Rnwu =

Ψ

(1−Ψ)γ∗ab
. (A.20)

Substituting (A.16)–(A.20) in (A.15) yields

wH
L RnwL = η2pnL (A.21)

+
1

1−Ψ

[
(1− η2)

|aL|2
γa

+ (δ2 − η2)
|bL|2
γb
− 2Ψ(δ − η2)<

{
aLb
∗
L

γ∗ab

}]
,

= eTL(η2Rn + Rxu,3)eL , (A.22)

with Rxu,3 defined in (4.41). Similarly, it can be shown that the right output PSD
of the noise component for the BLCMV-N beamformer is equal to

wH
RRnwR = eTR(η2Rn + Rxu,3)eR , (A.23)

and that the output CPSD of the noise component for the BLCMV-N beamformer
is equal to

wH
L RnwR = eTL(η2Rn + Rxu,3)eR . (A.24)
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APPENDIX TO CHAPTER 6

In this appendix we present two additional experiments for Chapter 6, where we
consider a static desired source and one external microphone. In Appendix B.1 we
present an experiment (published in [159]), where we investigate the influence of
the input SNR and the time constants used for covariance matrix estimation on the
RTF vector estimation accuracy and the noise reduction performance when using
the RTF vector estimates in a BMVDR beamformer. In Appendix B.2 we present
an experiment (published in [160]), where we investigate the influence of input
SNR and reverberation time on the noise reduction performance and binaural cue
preservation of the BMVDR beamformer.

B.1 Experiment – RTF vector estimation accuracy and noise reduction
performance of BMVDR beamformer

In this appendix we consider a static desired source and one external microphone
and compare the performance of the proposed SC-based RTF vector estimation
method in (6.17) and (6.18) (using the head-mounted microphones and one external
microphone) with the state-of-the-art CW, CS, PM-CW, PM-CS and CS-R1 RTF
vector estimation methods discussed in Section 3.4.2 (using only the head-mounted
microphones). It should be noted that in this experiment we will only use the
external microphone to estimate theMH -dimensional RTF vector aL corresponding
to the head-mounted microphones. First, we describe the experimental setup and the
algorithmic parameters. Second, we evaluate the RTF vector estimation accuracy
and the noise reduction performance when using the RTF vector estimates in a
BMVDR beamformer, i.e., not including the external microphone signal.

For the simulations we used the database of real-world recordings (sampling rate of
fs = 16 kHz) described in [36]. The room dimensions were about 12.7 × 10 × 3.6 m3

with a reverberation time of about 620 ms. We used MH = 4 head-mounted micro-
phones, i.e., two microphones on each hearing device. As reference microphone we
chose the front microphone on the left hearing device. The external microphone was
located on a table in front of the desired source at about 60 cm from the reference mi-
crophone (cf. position P1 in Figure 5.8). The desired source was an English-speaking
female speaker who was sitting to the right of the hearing device user at an angle of
about 45° (cf. speaker S2 in Figure 5.8). Both the hearing device user and the desired
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source were seated at a circular table with a diameter of 106 cm. In addition, 56 other
speakers which were also seated at tables generated a realistic babble noise. The
noise component hence contained mainly diffuse but also directional components
from temporally dominant interfering speakers. To generate the noisy microphone
signals separate recordings of the desired source component and the noise compo-
nent were mixed together at different input SNRs {−10, −5, 0, 5, 10}dB. The SNR
in the external microphone signal was about 13 dB higher than in the reference
microphone signal (due to distance and head shadow effect). In this experiment we
calculated all SNRs using the intelligibility-weighted SNR [189]. The total signal
length was about 23 s.

We used an STFT framework with a frame size of Td = 512 samples and a frame
shift of Ts = 256 samples and a square-root Hann window. To estimate the extended
noisy input covariance matrix Ry,e using speech-plus-noise frames and the noise
covariance matrix Rn using noise-only frames, we used a simple oracle broadband
energy-based VAD calculated from the desired source component in the reference
microphone signal. To recursively estimate these covariance matrices, we used the
time constants τy and τn, respectively. The corresponding smoothing factors (cf.
Section 3.4.1) were computed using (3.71). Please note that a smaller time constant
corresponds to a smaller smoothing factor and hence to a faster adaptation to
possible changes, but may also lead to less accurate estimates of the covariance
matrices. Especially in a scenario where the microphones or the desired source may
change their position, a small time constant is desirable to be able to track changes
fast enough. Because the background noise can be assumed to be rather stationary,
we set the corresponding time constant to τn = 500 ms. The time constant used to
recursively estimate the extended noisy input covariance matrix Ry,e was chosen
as τy ∈ {50, 100, 150, 200}ms. The noisy input covariance matrix Ry (without the
external microphone signal) was estimated by using a subset of the extended noisy
input covariance matrix Ry,e. The covariance matrix estimates were initialised using
the corresponding batch estimates in (3.65) and (3.66).

As suggested in [92], to evaluate the RTF vector estimation accuracy we used the
Hermitian angle between a reference RTF vector ā and an estimated RTF vector â,
i.e.,

Θ(f, t) = arccos
|āH(f, t)â(f, t)|
‖ā(f, t)‖2‖â(f, t)‖2

. (B.1)

The reference RTF vector ā was calculated as the principal eigenvector of the batch
desired source covariance matrix R̂bat

x (estimated using all available speech frames,
cf. Section 3.4.1), normalised by its first element (corresponding to the reference
microphone).

Figure B.1 depicts the results (averaged over all frequencies and time frames) for dif-
ferent time constants τy as a function of input SNR. As expected, the performance
of all RTF vector estimation methods improves by increasing the input SNR and
the time constant. It can be observed that the proposed SC method generally out-
performs the other methods for all input SNRs and time constants. The CS method
showed worse performance, which is in line with the literature [90, 93]. Only for
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Fig. B.1: Hermitian angle Θ between the reference RTF vector ā and the estimated RTF
vectors (averaged all frequencies and time frames) for different input SNRs and
different time constants τy.

a time constant of τy = 50 ms and a high input SNR of 10 dB, the CS-R1 and
PM-CS methods slightly outperformed the proposed SC method. For an exemplary
input SNR of 0 dB and a time constant of 50 ms, Figure B.2 depicts the Hermitian
angles (averaged over all frequencies) for the first 100 time frames. The proposed
SC method starts to adapt after about 22 frames because this is the first frame
where the desired source was active. All other methods rely on estimates of both
the noisy input and noise covariance matrices and hence adapt during noise-only
and speech-plus-noise frames. The CS-R1 and CW estimators both seem to benefit
from the long-term (batch) initializations in the first frames but perform worse than
the proposed estimator afterwards.

We evaluated the noise reduction performance when using the time-varying esti-
mated RTF vectors to steer a BMVDR beamformer (only the left output signal was
considered) and the time-varying estimate of Rn in (3.6). Please note that for all
RTF vector estimation methods the BMVDR beamformer is MH -dimensional. Fig-
ure B.3 depicts the SNR improvement (∆SNR) calculated by applying the BMVDR
beamformer to the desired source and noise components separately. As can be ob-
served, the proposed SC estimator clearly outperforms all other estimators for all
input SNRs and time constants.



132 appendix to chapter 6

10 20 30 40 50 60 70 80 90 100

0

0.5

1

Fig. B.2: Hermitian angle Θ between the reference RTF vector ā and the estimated RTF
vectors (averaged over all frequencies) for an input SNR of 0 dB and τy = 50ms.
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Fig. B.3: SNR improvement ∆SNR of a BMVDR beamformer (left output) steered by
using the estimated RTF vectors for different time constants τy.
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Fig. B.4: Experimental setup with MH = 4 head-mounted microphones, ME = 1 external
microphone and one static desired source.

B.2 Experiment – Influence of input SNR and reverberation time

In this appendix we consider a static desired source and one external microphone
and compare the noise reduction performance and binaural cue preservation of the
BMVDR beamformer in (3.6) and (3.7) using the proposed SC method in (6.19)
and (6.19) (only using the first MH elements, cf. (6.17) and (6.18)) with the biased
(B) and covariance whitening (CW) RTF vector estimation methods discussed in
Section 3.4.2. Since in practice the assumption in (6.5) does not perfectly hold,
in this experiment we also consider an oracle version (SCopt) of the proposed SC
method, which uses the clean desired speech signal sx as the external microphone
signal, such that (6.5) perfectly holds, i.e.,

â
SCopt

L =
E{ys∗x}
E{yLs∗x}

, (B.2)

â
SCopt

R =
E{ys∗x}
E{yRs∗x}

. (B.3)

All signals were recorded in a variable acoustics laboratory located at the University
of Oldenburg, where the reverberation time can be easily changed by closing and
opening absorber panels mounted to the walls and the ceiling. The room dimensions
are about 7 × 6 × 2.7 m3, where the reverberation time was set approximately
to the three different values T60 ∈ {250, 500, 750} ms. The reverberation times
were measured using the broad band energy decay curve of the measured impulse
responses. At the center of the laboratory a KEMAR head-and-torso simulator
(HATS) was placed. Two behind-the-ear hearing aid dummies with two microphones
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Fig. B.5: Measured long-term magnitude-squared coherence between the noise component
in the left reference microphone signal and the noise component in the external
microphone signal.

each, i.e., MH = 4, were placed on the ears of the HATS, with an inter-microphone
distance of about 14 mm. We chose the frontal microphone on each hearing aid as
the reference microphone.

The desired source sx was a male English speaker played back by a loudspeaker
which was placed at about 2 m from the center of the head at the same height and
at an angle of about 35°, i.e., to the right side of the HATS (cf. Figure B.4). The
external microphone was placed at about 0.5 m from the desired source, leading to
a distance of about 1.5 m to the HATS. To generate diffuse-like background noise,
we used four loudspeakers facing the corners of the laboratory, playing back dif-
ferent multi-talker recordings. Figure B.5 shows the long-term magnitude-squared
coherence between the recorded noise component in the left reference microphone
signal and the noise component in the external microphone signal. It can be ob-
served that while the assumption in (6.5) does not perfectly hold, the coherence is
fairly small. The desired source component and the diffuse-like background noise
component were recorded separately in order to be able to mix them together at
different input SNRs ∈ {−5, 0, 5} dB. The SNR in the external microphone signal
was about 9.6 dB higher than in the head-mounted microphone signals. Please note
that streaming and directly using the external microphone signal would not include
any binaural cues. The complete signal had a length of 20 s with 0.5 s of noise-only
at the beginning.

All signals were processed at a sampling rate of 16 kHz. We used an STFT framework
with time frame size Td = 256, corresponding to 16 ms, a time frame shift of Ts =
128 and a square-root Hann window. To distinguish between speech-plus-noise and
noise-only frames, we used an oracle broad band VAD, based on the energy of the
desired source component in the right reference microphone signal (cf. Section 3.4.1).
Using this VAD, the extended noisy input covariance matrix Ry,e(f, t) and the noise
covariance matrix Rn(f, t) were recursively estimated as (cf. (3.68) and (3.69))

R̂onl
y,e(f, t) = αyR̂

onl
y,e(f, t− 1) + (1− αy)ye(f, t)y

H
e (f, t) , (B.4)

R̂onl
n (f, t) = αnR̂onl

n (f, t− 1) + (1− αn)y(f, t)yH(f, t) , (B.5)
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Fig. B.6: Binaural cue errors and iSNR improvement for the RTF vector estimators for
different reverberation times (250 ms, 500 ms, 750 ms) and different input SNRs
(-5 dB, 0 dB, 5 dB).

during detected speech-plus-noise frames and noise-only frames, respectively. The
smoothing factors were chosen as αy = 0.8521 and αn = 0.9841, corresponding to
time constants of 50 ms for speech-pluse-noise and 500 ms for noise-only, respectively.
The noisy input covariance matrix R̂onl

y (without the external microphone signal)
was calculated as a subset of the extended noisy input covariance matrix R̂onl

y,e

(with the external microphone signal). The corresponding batch estimates of the
covariance matrices were used to initialize these matrices.

The (time-varying) estimates of the covariance matrices were then used to compute
the RTF vectors of the desired source, either using the biased method (B) in (3.75)
and (3.76), the covariance-whitening method (CW) in (3.84) and (3.85), the oracle
SC-based method (SCopt) in (B.2) and (B.3) and the proposed SC-based method
(SC) in (6.17) and (6.18). We then computed the (time-varying) BMVDR beam-
former in (3.6) and (3.7) using the estimated RTF vectors and the estimated noise
covariance matrix R̂onl

n (f, t) in (3.69).

The performance of the BMVDR beamformer using the considered RTF vector esti-
mation methods was evaluated in terms of noise reduction and binaural cue preser-
vation. As a performance measure for noise reduction we used the intelligibility-
weighted SNR improvement (∆iSNR) [189] between the right reference microphone
signal and the output signal of the right hearing device. The ∆iSNR is defined as
the sum of the SNR improvements (cf. Section 2.2.1) in all frequency bins weighted
with a frequency-dependent band importance function, for which we used the same
weights as for the speech intelligibility index in [30] (based on one-third octaves).



136 appendix to chapter 6

As a performance measure for binaural cue preservation (cf. Section 2.2.2) we used
the reliable binaural cue errors of the direct sound of the desired source component
in the left and the right output signals, i.e., ∆ILD and ∆ITD, based on an auditory
model [55] and averaged over all frequencies.

Figure B.6 depicts the results for all four considered RTF vector estimation methods
for different reverberation times and input SNRs. As expected, the biased method
generally shows worst performance in terms of binaural cue preservation and noise
reduction performance. Considering the ILD error, it can be observed for all methods
that the ILD errors generally increase for increasing T60 and decreasing input SNR.
In addition, it can be observed that the SC method consistently outperforms the
CWmethod, especially for large T60. Moreover, almost no difference can be observed
between the SC method and the oracle SCopt method, for all T60 and input SNRs.
Considering the ITD errors, it can be observed for all methods that the ITD errors
generally increase for increasing T60 and decreasing input SNRs. Contrary to the
ILD error, the SC method typically leads to larger ITD errors than the oracle SCopt

method, especially for T60 = 250 ms and 500 ms. Informal listening tests showed
that when using the SC method (and SCopt) the desired source is perceived as a
point source and sounded slightly less reverberated than the reference microphone
signals. For the biased and CW methods, the binaural cue error sometimes showed
large variations over all frequencies, which may lead to strange sounding artefacts,
such that some frequencies are perceived as coming from another direction and the
desired source sounds slightly diffuse.

Considering the iSNR improvement, it can be observed that for all estimation meth-
ods the SNR improvement generally decreases for increasing T60 and decreasing
input SNR. In addition, it can be observed that the SC method consistently outper-
forms the CW method for all T60 and input SNRs. Moreover, almost no difference
can be observed between the SC method and the oracle SCopt method.

From these results, it can be concluded that the SC method (exploiting the ex-
ternal microphone in addition to the head-mounted microphones) outperforms the
CW method (only using the head-mounted microphones). It should be noted that
although the SC methods needs an external microphone, it comes with a much lower
computational complexity compared with the CW method, since the SC method
only relies on an estimate of the extended noisy input covariance matrix and does not
need to perform an EVD. Moreover, for the considered scenario, i.e., the external
microphone about 0.5 m from the desired source and about 1.5 m from the head-
mounted microphones, the overall performance of the (practically implementable)
SC method is very similar to the oracle SCopt method, showing that the spatial co-
herence assumption in (6.5) is valid for the considered scenario. It can be expected
that placing the external microphone closer to the desired source would slightly
improve the performance of the SC method, especially in terms of binaural cue
preservation.
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