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ABSTRACT

Speech communication devices such as hearing aids or mobile phones are often used
in acoustically challenging situations, where the desired speech signal is affected by
undesired background noise. Since, in these situations speech quality and speech
intelligibility may be degraded, speech enhancement algorithms are required to sup-
press the undesired background noise, while preserving the desired speech signal. In
this thesis, we focus on single-microphone speech enhancement algorithms in the
short-time Fourier transform domain, more in particular on multi-frame algorithms
that aim at exploiting speech correlation across time-frames. In principle, exploit-
ing the speech interframe correlation enables to suppress the undesired background
noise, while keeping speech distortion low. Existing single-microphone multi-frame
speech enhancement algorithms, such as the multi-frame minimum variance distor-
tionless response (MFMVDR) filter and the multi-frame minimum power distor-
tionless response (MFMPDR) filter, depend on the normalized speech correlation
vector, which is highly time-varying and hence difficult to be accurately estimated.

The main objective of this thesis is to develop and evaluate novel robust methods
to estimate the normalized speech correlation vector from the noisy microphone
signal, either based on robust beamforming approaches or exploiting a low-rank
speech model.

First, in order to better understand the performance of the MFMVDR and MFM-
PDR filters, we investigate the sensitivity of both filters to estimation errors in the
normalized speech correlation vector. We compare the practically feasible MFMPDR
filter with two oracle versions of the MFMVDR filter for different oracle and blind
estimates of the normalized speech correlation vector. Simulation results show that
accurately estimating the normalized speech correlation vector is crucial, since even
small estimation errors degrade the performance of the MFMVDR and MFMPDR
filters, resulting in speech distortion and unpleasant artifacts in the background
noise.

Second, in order to improve the robustness of the practical feasible MFMPDR filter
against estimation errors in the normalized speech correlation vector, we investigate
the potential of using concepts from robust MPDR beamforming in the context of
single-microphone multi-frame speech enhancement. We propose two constrained
MFMPDR filters that estimate the normalized speech correlation vector as the vec-
tor maximizing the total signal output power spectral density within a spherical
uncertainty set. This corresponds to imposing a quadratic inequality constraint on
the mismatch vector with respect to the presumed normalized speech correlation
vector, e.g., the state-of-the-art maximum-likelihood (ML) estimate. Whereas the
singly-constrained (SC) MFMPDR filter only considers the quadratic inequality
constraint to estimate the (non-normalized) speech correlation vector, the doubly-
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constrained (DC) MFMPDR filter integrates a linear normalization constraint into
the optimization problem to directly estimate the normalized speech correlation
vector. The main novelty is to set the upper bound of the spherical uncertainty set
using a trained non-linear mapping function that depends on the time-varying a-
priori SNR estimate for each time-frequency point. Simulation results show that the
proposed constrained approaches yield a more accurate estimate of the normalized
speech correlation vector than the ML estimate. An instrumental and a percep-
tual evaluation show that both constrained MFMPDR filters lead to a more natural
speech quality and less noise distortion, but a more conservative noise reduction per-
formance than the state-of-the-art ML-MFMPDR filter, where the DC-MFMPDR
filter is preferred in terms of overall quality compared to the SC-MFMPDR filter
and the ML-MFMPDR filter.

Third, assuming that speech signals can be modeled using a low-rank model, we pro-
pose two matrix-based methods to estimate the normalized speech correlation vec-
tor, namely the matrix-subtraction (MS) method and the subspace-decomposition
(SD) method. Both methods are based on the eigenvalue decomposition of a matrix,
which is either constructed by subtracting the estimated normalized noise correla-
tion matrix from the estimated normalized noisy speech correlation matrix or by
prewhitening the estimated normalized noisy speech correlation matrix with the
estimated normalized noise correlation matrix. We propose to estimate the speech
model order for each time-frequency point by incorporating the a-priori SNR into
the minimum description length selection criterion. Simulation results show that
the proposed matrix-based SD method yields a more accurate estimate of the nor-
malized speech correlation vector than the vector-based ML estimate. Instrumental
performance measures indicate that the MFMPDR filter using the proposed SD
estimator leads to a better speech quality and more noise reduction than the ML-
MFMPDR filter, while keeping speech distortion low.

Finally, the results of a subjective listening test confirm that the overall quality
for the MFMPDR filters using the proposed SD estimator and the proposed DC
estimator are significantly better than for the state-of-the-art ML-MFMPDR filter.
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ZUSAMMENFASSUNG

Sprachkommunikationsgeräte wie Hörgeräte oder Mobiltelefone werden häufig in
akustisch schwierigen Situationen verwendet, in denen das gewünschte Sprachsig-
nal durch ein unerwünschtes Hintergrundgeräusch beeinflusst wird. Da in diesen
Situationen die Sprachqualität und das Sprachverstehen beeinträchtigt werden kön-
nen, sind Sprachverbesserungsalgorithmen erforderlich, die das unerwünschte Hin-
tergrundgeräusch unterdrücken und gleichzeitig das erwünschte Sprachsignal nicht
verändern. In dieser Arbeit werden Sprachverbesserungsalgorithmen mit einem
Mikrofon im Bereich der Kurzzeit-Fourier-Transformation betrachtet. Es werden
insbesondere mehrrahmige Algorithmen untersucht und entwickelt, die Sprachko-
rrelationen über Zeitrahmen hinweg auszunutzen. Im Prinzip ermöglicht die Aus-
nutzung der sprachlichen Zwischenrahmenkorrelation die Unterdrückung unerwün-
schter Hintergrundgeräusche bei gleichzeitig geringen Sprachverzerrungen. Beste-
hende mehrrahmige Sprachverbesserungsalgorithmen mit einem Mikrofon, wie z.B.
das MFMVDR (engl. multi-frame minimum variance distortionless response) Fil-
ter und das MFMPDR (engl. multi-frame minimum power distortionless response)
Filter, hängen von dem normierten Sprachkorrelationsvektor ab, welcher stark zeit-
variant ist und daher nur schwer exakt geschätzt werden kann.

Das Hauptziel dieser Arbeit ist die Entwicklung und Bewertung neuer robuster
Methoden zur Schätzung des normierten Sprachkorrelationsvektors aus dem ver-
rauschten Mikrofonsignal entweder auf der Grundlage robuster Strahlenformer-
Ansätze oder unter Verwendung eines niedrig-rangigen Sprachmodells.

Erstens, um die Leistung der MFMVDR und MFMPDR Filter besser zu verste-
hen, untersuchen wir die Empfindlichkeit beider Filter gegenüber Schätzfehlern im
normierten Sprachkorrelationsvektor. Wir vergleichen das praktisch realisierbare
MFMPDR Filter mit zwei orakel Versionen des MFMVDR Filters für verschiedene
orakel und blinde Schätzungen des normierten Sprachkorrelationsvektors. Die Sim-
ulationsergebnisse zeigen, dass die genaue Schätzung des normierten Sprachkorre-
lationsvektors von entscheidender Bedeutung ist, da bereits kleine Schätzfehler die
Leistung der MFMVDR und MFMPDR Filter verschlechtern, was zu Sprachverzer-
rungen und unangenehmen Artefakten im Hintergrundrauschen führt.

Zweites, um die Robustheit des praktisch realisierbaren MFMPDR Filters gegenüber
Schätzfehlern im normierten Sprachkorrelationsvektor zu verbessern, untersuchen
wir das Potenzial von Konzepten aus robusten MPDR Strahlenformern im Kon-
text der mehrrahmigen Sprachverbesserung mit einem Mikrofon. Wir schlagen zwei
MFMPDR Filter mit Nebenbedingungen vor, die den normierten Sprachkorrela-
tionsvektor als den Vektor schätzen, der die spektrale Dichte der gesamten Sig-
nalausgangsleistung innerhalb eines sphärischen Unsicherheitsbereichs maximiert.
Dies entspricht dem Auferlegen einer quadratischen Ungleichheitsbedingung auf den
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Fehlervektor in Bezug auf den angenommenen normierten Sprachkorrelationsvek-
tor, z.B. die State-of-the-Art maximum-likelihood (ML) Schätzung. Während das
MFMPDR Filter mit einer Nebenbedingung (engl. singly-constrained, SC) nur
die quadratische Ungleichheitsbedingung berücksichtigt, um den (nicht-normierten)
Sprachkorrelationsvektor zu schätzen, integriert das MFMPDR Filter mit zwei
Nebenbedingungen (engl. doubly-constrained, DC) zusätzlich eine lineare Normal-
isierungsbedingung in das Optimierungsproblem, um den normierten Sprachkorre-
lationsvektor direkt zu schätzen. Die Hauptneuheit besteht darin, die obere Grenze
des sphärischen Unsicherheitsbereichs mit Hilfe einer trainierten nichtlinearen Ab-
bildungsfunktion zu bestimmen, die von der zeitvarianten a-priori SNR Schätzung
für jeden Zeit-Frequenz-Punkt abhängt. Die Simulationsergebnisse zeigen, dass die
vorgeschlagenen Ansätze mit Nebenbedingung(en) eine genauere Schätzung des
normierten Sprachkorrelationsvektors liefern als die ML-Schätzung. Eine instru-
mentelle und eine wahrnehmungsbezogene Evaluierung zeigen, dass beide MFM-
PDR Filter mit Nebenbedingung(en) zu einer natürlicheren Sprachqualität und
weniger Verzerrungen im Hintergrundgeräusch führen, aber zu einer konservativ-
eren Störgeräuschunterdrückungsleistung als das State-of-the-Art ML-MFMPDR
Filter. Das DC-MFMPDR Filter wird in Bezug auf die Gesamtqualität gegenüber
des SC-MFMPDR Filters und des ML-MFMPDR Filters bevorzugt.

Drittens, auf der Grundlage das Sprachsignale mittels eines niedrig-rangigen Sprach-
modells beschrieben werden können, schlagen wir zwei matrixbasierte Methoden zur
Schätzung des normierten Sprachkorrelationsvektors vor. Zum einen die Matrix-
Subtraktionsmethode (MS) und zum anderen die Subraum-Zerlegungsmethode
(engl. subspace-decomposition, SD). Beide Methoden basieren auf der Eigenwertzer-
legung einer Matrix, welche entweder durch Subtraktion der geschätzten normierten
Rauschkorrelationsmatrix von der geschätzten normierten rauschbehafteten
Sprachkorrelationsmatrix oder durch Weißung der geschätzten normierten rauschbe-
hafteten Sprachkorrelationsmatrix mit der geschätzten normierten Rauschkorrela-
tionsmatrix konstruiert wird. Für die Schätzung der Ordnung des Sprachmodells
schlagen wir vor, dass der a-priori SNR in das Kriterium der minimalen Beschrei-
bungslänge integriert wird. Die Simulationsergebnisse zeigen, dass die vorgeschla-
gene matrixbasierte SD-Methode eine genauere Schätzung des normierten Sprachko-
rrelationsvektors liefert als die vektorbasierte ML-Schätzung. Instrumentelle Leis-
tungsmessungen zeigen, dass das MFMPDR Filter unter Verwendung des vorgeschla-
genen SD-Schätzers zu einer besseren Sprachqualität und einer stärkeren Rauschun-
terdrückung führt als das ML-MFMPDR Filter, wobei die Sprachverzerrung kon-
stant niedrig bleibt.

Abschließend bestätigen die Ergebnisse eines subjektiven Hörtests, dass die
Gesamtqualität für das MFMPDR Filter unter Verwendung des vorgeschlagenen
SD-Schätzers und des vorgeschlagenen DC-Schätzers signifikant besser ist als für
das State-of-the-Art ML-MFMPDR Filter.
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SD subspace-decomposition
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Mathematical Notation

a scalar a

a vector a
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aw,Aw prewhitened vector a, matrix A

A−1 inverse of matrix A
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det [A] determinant of matrix A

â, â, Â estimate of scalar a, vector a, matrix A

a(t) discrete-time sequence at discrete time index t

A(k,m) short-time Fourier transform of a(t) at frequency-bin index k and
time-frame index m

φA(k,m) power spectral density of A(k,m)

Ra correlation matrix of vector a

Γa normalized correlation matrix of vector a

E [·] expectation operator

| · | absolute value

‖ · ‖2 l2-norm
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f (a) probability density function of a

f (a|b) conditional probability density function of a given b

Fixed Symbols

t discrete time index

m time-frame index

k frequency-bin index

l time-lag / filter index

M number of time-frames m

K number of frequency-bins k / size of the DFT

L number of consecutive time-frames l / filter length

N number of independent and identically distributed zero-mean mul-
tivariate Gaussian observations

T time-frame length

S time-segment length

R frame shift

Q speech model order / rank of speech correlation matrix

PY set of time-frequency points containing speech-and-noise

PN set of time-frequency points containing noise-only

TY set of time-segments containing speech-and-noise

U spherical uncertainty set

QMS,pos set of positive prewhitened speech eigenvalues

QSD,pos set of positive speech eigenvalues

QThre set of eigenvalues larger than a threshold ϑ

QO set of speech eigenvalues covering 98 % of the total energy of
speech eigenvalues

Y set of N observations

wa(t) analysis window

ws(t) synthesis window

y(t) noisy speech signal

x(t) speech signal

n(t) noise signal

x̃(t) processed speech signal

ñ(t) processed noise signal
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φY (k,m) noisy speech PSD

φX(k,m) speech PSD

φN (k,m) noise PSD

φouty (k,m) signal output PSD

φoutn (k,m) noise output PSD

φoutu (k,m) undesired output PSD

ξ(k,m) a-priori SNR

Y (k,m) noisy speech STFT coefficient

X(k,m) speech STFT coefficient

N(k,m) noise STFT coefficient

Ñ(k,m) processed noise STFT coefficient

y(k,m) noisy speech vector

x(k,m) speech vector

s(k,m) correlated speech component

x′(k,m) uncorrelated speech component

n(k,m) noise vector

u(k,m) undesired signal vector

Ry (k,m) noisy speech correlation matrix

Rx(k,m) speech correlation matrix

Rs(k,m) correlation matrix of the correlated speech component

Rx′(k,m) correlation matrix of the uncorrelated speech component
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Ru(k,m) undesired correlation matrix

γy (k,m) normalized noisy speech correlation vector

γx(k,m) normalized speech correlation vector
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γ̆x(k,m) (non-normalized) speech correlation vector

γn(k,m) normalized noise correlation vector

Γy (k,m) normalized noisy speech correlation matrix

Γx(k,m) normalized speech correlation matrix

Γ
x′

(k,m) normalized correlation matrix of the uncorrelated speech compo-
nent

Γn(k,m) normalized noise correlation matrix

Γu(k,m) normalized undesired correlation matrix

Rγn
(k,m) correlation matrix of the normalized noise correlation vector
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V (k,m) matrix containing the orthonormal eigenvectors of Γwy (k,m)

W (k,m) matrix containing the orthonormal eigenvectors of Γx(k,m)

Υ(k,m) diagonal matrix containing the eigenvalues of Ry (k,m)

Θ(k,m) diagonal matrix containing the eigenvalues of Sy (k,m)

Λw
y (k,m) diagonal matrix containing the eigenvalues of Γwy (k,m)

Λx(k,m) diagonal matrix containing the eigenvalues of Γx(k,m)

Λw
x (k,m) diagonal matrix containing the eigenvalues of Γwx (k,m)
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G(k,m) (real-valued) gain

GWG(k,m) Wiener gain

h(k,m) FIR filter

Hl(k,m) l-th FIR filter coefficient

hMFMVDR(k,m) MFMVDR filter

hMFMPDR(k,m) MFMPDR filter

hMFWF(k,m) MFWF filter

hMFMVDR-WG(k,m) MFMVDR filter and a WG as postfilter

hMFMPDR-WG(k,m) MFMPDR filter and a WG as postfilter

JWG [·] cost function of the WG

LMFMVDR [·] Lagrangian function of the MFMVDR filter

JMFWF [·] cost function of the MFWF filter
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1
INTRODUCTION

Speech is one of the most natural forms of human communication, providing a
way to convey thoughts, feelings and information. Technical developments in the
last decades have led to a wide, diverse and flexible use of speech communication
technology in many devices such as telephones, watches, headphones and hearing
aids. In these speech communication devices, one or more microphones are used
to capture the desired speech signal, while also unfortunately capturing undesired
signals such as background noise (e.g., multi-talker babble noise) and reverberation,
i.e., sound reflections from walls and other surfaces. In general, background noise and
reverberation negatively affect speech communication, leading to a reduced speech
quality and speech intelligibility, especially at low signal-to-noise ratios (SNRs).
Hence, for many decades speech enhancement algorithms have been used in these
devices, aiming at improving both speech quality as well as speech intelligibility
[1–9].

While single-microphone speech enhancement algorithms exploit temporal and spec-
tral features [3, 5, 6], multi-microphone speech enhancement algorithms are able
to additionally exploit spatial features [1, 7, 9], such that they usually result in
a higher speech enhancement performance. Nevertheless, single-microphone algo-
rithms are required, e.g., when due to economical reasons or physical size limita-
tions no additional microphone is available, or when multi-microphone algorithms
are extended by a spectro-temporal filter to improve the overall speech enhancement
performance [10,11].

The main objective of single-microphone speech enhancement algorithms is to sup-
press the undesired background noise while, preserving the desired speech signal,
i.e., not introducing speech distortion or other artifacts. Several single-microphone
speech enhancement algorithms were proposed in the literature, either in the time-
domain or in the time-frequency-domain, e.g., based on statistical models, sub-
space decomposition, Kalman filtering or machine-learning. Although most single-
microphone speech enhancement algorithms are able to improve speech quality to
some extent, only recently some algorithms were proposed that are also able to
improve speech intelligibility, e.g., [12, 13].

In this thesis, we will focus on single-microphone speech enhancement algorithms
in the short-time Fourier transform (STFT)-domain. It is frequently assumed that
consecutive STFT coefficients are uncorrelated, such that an estimate of the speech
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STFT coefficients can be obtained by applying a gain to the noisy speech STFT coef-
ficients at each time-frequency point independently [5,6]. Since it is more realistic to
assume that consecutive STFT coefficients are correlated, single-microphone multi-
frame algorithms were proposed that aim at exploiting speech correlation across
time-frames [4, 14–16]. Exploiting the speech interframe correlation in principle en-
ables to keep speech distortion low while reducing the undesired background noise.
However, the main challenge of multi-frame algorithms is to accurately estimate the
highly time-varying speech interframe correlation from the noisy microphone signal.

Motivated by the potential of single-microphone multi-frame speech enhancement
algorithms, to keep speech distortion low while suppressing the undesired back-
ground noise, the main objective of this thesis is to develop and evaluate novel
robust methods to estimate the speech interframe correlation from the noisy
microphone signal, either based on robust beamforming approaches or exploiting a
low-rank speech model.

This chapter is structured as follows. In Section 1.1, we discuss the typical temporal
and spectral characteristics of speech and noise signals. In Section 1.2, we provide
a general overview of single-microphone and multi-microphone speech enhancement
algorithms. In Section 1.3, we give a separate overview of single-microphone multi-
frame speech enhancement algorithms exploiting speech interframe correlation. In
Section 1.4, we present the main contributions and outline of this thesis.

1.1 Spectro-temporal Characteristics of Signals

In practice only the noisy microphone signal containing a mixture of the desired
speech signal and the undesired background noise is available. In order to develop
appropriate speech enhancement algorithms, it is hence crucial to understand and
exploit the typical temporal and spectral characteristics of speech and noise signals,
which are discussed in the following sections.

1.1.1 Speech Signals

Although speech signals are highly non-stationary, i.e., the power spectral density
(PSD) varies rapidly over time, short-term stationarity can be assumed for periods
of about 10-30 ms [5]. In order to analyze both temporal and spectral characteristics
of a signal, a time-frequency transform such as the STFT can be used [17]. Fig. 1.1
depicts the spectrogram of an exemplary speech signal at a sampling frequency of
16 kHz, using a STFT with a relatively short frame length of 8 ms, an overlap of 75 %
and a square-root Hann analysis window. In general, speech signals can be roughly
segmented into voiced sounds, unvoiced sounds and silent gaps [5]. While voiced
sounds can be characterized as (quasi-)periodic signals having a harmonic structure
and energy mainly at frequencies below 5 kHz, unvoiced sounds can be characterized
as aperiodic noise-like signals with energy mainly at frequencies above 4 kHz.
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Although it is frequently assumed that consecutive speech STFT coefficients are
uncorrelated over time and frequency, it is more realistic to assume that they are
correlated, especially when using short STFT analysis frames and/or large overlap
between consecutive time-frames. In order to visualize the relationship of speech
STFT coefficients between consecutive time-frames and consecutive frequency-bins,
Fig. 1.2a and 1.2b show scatter plots of consecutive speech spectral amplitudes
for time-frames at a center frequency of 500 Hz and 6 kHz, while Fig. 1.2c and
1.2d show scatter plots of consecutive speech spectral amplitudes for frequency-bins
in voiced and unvoiced sounds, (based on the speech spectrogram from Fig. 1.1).
From Fig. 1.2a and 1.2b it can be observed that the speech spectral amplitudes
are highly correlated across consecutive time-frames, with decreasing correlation
for higher frequencies. From Fig. 1.2c and 1.2d it can be observed that the speech
spectral amplitudes are also correlated across consecutive frequency-bins, where the
correlation is clearly larger in voiced sounds than in unvoiced sounds. Since the
correlation across time-frames is larger than the correlation across frequency-bins,
in this thesis we will only exploit the speech correlation across time-frames and
neglect the speech correlation across frequency-bins.
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Fig. 1.1: Spectrogram of a speech signal with red boxes pointing to a voiced sound, an
unvoiced sound and a silent gap. The STFT is performed using a frame length of
8 ms, an overlap of 75 % and a square-root Hann analysis window at a sampling
frequency of 16 kHz.
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Fig. 1.2: Scatter plots of consecutive speech spectral amplitudes for (a) time-frames at a
center frequency of 500 Hz, (b) time-frames at a center frequency of 6 kHz, (c)
frequency-bins in voiced sound and (d) frequency-bins in unvoiced sound.
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In [18, 19], it was proposed to mathematically describe a speech signal using a low-
rank model, e.g., as linear combination of a finite number of complex exponentials.
Due to the periodicity in voiced sounds the number of exponentials is smaller than
in unvoiced sounds. In this thesis, we will consider this low-rank speech model to
estimate the speech correlation across time-frames.

1.1.2 Noise Signals

Background noise occurs in our everyday life in a variety of situations, e.g., traffic
on the street, fans in an office or people talking and dish clattering in a restaurant.
Background noise can be roughly divided into stationary noise such as fan noise,
and non-stationary noise such as babble noise, i.e., multiple people talking simulta-
neously in the background. In general, we assume that noise is more stationary than
speech, i.e., its PSD varies slower over time, and is less correlated across time-frames.
This implies that an interfering speaker is not considered as noise.

To investigate the temporal and spectral characteristic of different noise types, Fig.
1.3 depicts the exemplary spectrograms of PC-fan noise, traffic noise, i.e., a car
passing a street, and restaurant noise, i.e., babble noise mixed with dish clattering.
It can be observed that PC-fan noise is clearly more stationary than traffic noise
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Fig. 1.3: Spectrogram of (a) PC-fan noise, (b) traffic noise and (c) restaurant noise. The
STFT is performed using a frame length of 8 ms, an overlap of 75 % and a square-
root Hann analysis window at a sampling frequency of 16 kHz.
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Fig. 1.4: Scatter plots of consecutive noise spectral amplitudes for time-frames at a center
frequency of 500 Hz for (a) PC-fan noise, (b) traffic noise and (c) restaurant noise.
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and restaurant noise. While most of the energy in the traffic noise is below 2 kHz,
the non-stationary restaurant noise has a speech-like frequency range. Comparing
the spectrograms of the noise signals in Fig. 1.3 with the spectrogram of the speech
signal in Fig. 1.1, it can be observed that the considered noise signals are more
stationary and have a different time-frequency structure than the speech signal.

Since in this thesis we aim at exploiting interframe correlation, Fig. 1.4 shows scat-
ter plots of the noise spectral amplitudes for consecutive time-frames at a center
frequency of 500 Hz for the three considered noise types. It can be observed that
the spectral amplitudes of the more stationary PC-fan noise are less correlated over
consecutive time-frames than those of the traffic noise and restaurant noise. Com-
paring the scatter plots of the noise spectral amplitudes in Fig. 1.4 with the scatter
plots of the speech spectral amplitudes in Fig. 1.2a and 1.2b, it can be observed
that speech is much more correlated over consecutive time-frames than noise, even
for the speech-like restaurant noise.

1.2 Overview of Speech Enhancement Algorithms

The main objective of speech enhancement algorithms is to improve the speech
quality and speech intelligibility of the noisy microphone signal(s) by suppressing
the undesired background noise, while preserving the desired speech signal, i.e.,
not introducing speech distortion or other artifacts. In this section, we present a
short overview of existing speech enhancement algorithms. A more detailed overview
can be found, e.g., in [2–9]. To estimate the desired speech signal from the noisy
microphone signal(s), a variety of speech enhancement algorithms were proposed,
either in the time-domain or the time-frequency-domain, e.g., based on statistical
models [6,20–28], subspace decomposition [29–45], Kalman filtering approaches [46–
49] or machine-learning-based approaches [12, 50–62]. In this thesis, we focus on
speech enhancement algorithms in the time-frequency-domain using the STFT.

In Section 1.2.1, we discuss single-microphone single-frame speech enhancement
algorithms, where a (real-valued) gain is applied to the noisy speech STFT coef-
ficients at each time-frequency point independently. In Section 1.2.2, we discuss
multi-microphone speech enhancement algorithms, where a (complex-valued) filter
is applied to the noisy speech STFT coefficients of the microphone signals. The focus
of this thesis is on single-microphone multi-frame speech enhancement algorithms
exploiting speech interframe correlation, where a (complex-valued) filter is applied
to the noisy speech STFT coefficients. We will provide a separate overview of these
algorithms in Section 1.3.

1.2.1 Single-Microphone Single-Frame Speech Enhancement

In single-microphone single-frame algorithms, it is generally assumed that consecu-
tive time-frames and frequency-bins are uncorrelated, which is a valid assumption
when using a sufficiently long frame length in the order of 20-30 ms and a small
overlap of, e.g., 50 % [3, 5, 6]. Hence, each time-frequency point can be processed
independently. Fig. 1.5 depicts the block scheme of a typical single-microphone
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STFT Spectral Modification iSTFT

Noise PSD Estimation

A-Priori SNR Estimation

y(t) x̂(t)

Fig. 1.5: A block scheme of a typical single-microphone speech enhancement algorithms
in the STFT-domain, where y(t) denotes the noisy microphone signal and x̂(t)
denotes the estimated speech signal in the time-domain.

speech enhancement algorithm in the STFT-domain. After transforming the noisy
speech signal into the STFT-domain, an estimate of the speech STFT coefficients
is obtained by modifying the noisy speech STFT coefficients, i.e., by applying a
real-valued or a complex-valued gain. This gain is typically computed based on
estimates of the noise PSD and the a-priori SNR. The estimated speech signal
in the time-domain is then obtained by using the inverse STFT (iSTFT). In the
following we present an overview of several (i) spectral modification approaches,
(ii) noise PSD estimators and (iii) a-priori SNR estimators.

(i) Spectral Modification

One of the first proposed approaches for single-microphone speech enhancement was
spectral subtraction [63, 64], where the speech spectral amplitude is estimated by
simply subtracting an estimate of the noise spectral amplitude from the noisy speech
spectral amplitude. To reconstruct the complex-valued speech STFT coefficient,
the phase of the noisy speech STFT coefficient is used in combination with the
estimated speech spectral amplitude. Since the spectral subtraction approach may
lead to speech distortion and artifacts in the background noise, such as musical
noise, many improvements were proposed, e.g., [65–68].

Although, the spectral subtraction approach is rather intuitive, it should be realized
that it is not optimal. In contrast, the well-known Wiener gain (WG) [3, Sec. 11.3.1]
[69] is derived by minimizing the mean-square error (MSE) between the speech
STFT coefficient and the estimated speech STFT coefficient. The WG is also the
optimal linear estimator assuming that the speech and noise STFT coefficients follow
complex-valued Gaussian distributions.

Using the same statistical model for the speech and noise STFT coefficients and
assuming that the phase of the speech STFT coefficients follow a uniform distribu-
tion in [0; 2π], the minimum mean-square error (MMSE) short-time spectral ampli-
tude (STSA) estimator and the MMSE logarithmic STSA estimator were derived in
[20,21]. Similarly, the maximum-likelihood (ML) and maximum a-posteriori (MAP)
spectral amplitude estimator were derived in [65,70]. Since for frame lengths larger
than 5 ms it was observed that the speech STFT coefficients are more likely to
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follow a super-Gaussian distribution [71], e.g., a Laplace or Gamma distribution,
several spectral amplitude estimators were derived under this statistical model as-
sumption [22–25,27,28,53].

All aforementioned spectral amplitude estimators use the phase of the noisy speech
STFT coefficients to estimate the complex-valued speech STFT coefficients, since it
is assumed that the phase is perceptually less relevant than the amplitude. However,
in the last years it was shown that the speech enhancement performance can be
improved by utilizing phase information, especially for challenging non-stationary
noise types [72–75].

Most single-microphone speech enhancement algorithms require estimates of the
noise PSD and the a-priori SNR, which need to be estimated blindly from the
noisy speech STFT coefficients. It should be noted that the estimation accuracy
of both quantities has a strong influence on the speech enhancement performance.
In general, overestimating the noise PSD may lead to speech distortion, while
underestimating the noise PSD may lead to a large amount of residual noise.

(ii) Noise PSD Estimation

Exploiting the fact that speech signals contain silent gaps during which only the
noise signal is active, the noise PSD can simply be estimated during these speech
pauses, which can be determined using a voice activity detector (VAD), e.g., [76–78].
However, since the noise PSD is only updated during detected speech pauses, the
performance of VAD-based noise PSD estimators is rather limited, especially for
non-stationary noise, because the time-varying noise PSD can not be tracked when
speech is active.

In order to also update the noise PSD when speech is active, a minimum statistics
estimator was proposed in [79]. This noise PSD estimator is based on tracking the
minimum of temporally smoothed noisy speech periodograms within a large time-
frame window of, e.g., 1.5 s. An additional bias compensation is required between
the tracked minimum and the mean of a normally distributed random variable [80].
Although this approach is an improvement compared to VAD-based noise PSD
estimators, its performance for non-stationary noise is still unsatisfactory, especially
when the noise PSD increases rapidly, leading to an underestimation of the noise
PSD.

In order to improve the noise PSD estimation accuracy for non-stationary noise,
optimal noise periodogram estimators were proposed, which are subsequently
smoothed over time to obtain an estimate of the noise PSD [26,81,82]. For instance,
in [26] the MMSE estimator was derived under a speech presence and absence
model, leading to a noise PSD estimator where the noisy speech periodogram is
recursively smoothed using a speech presence probability (SPP)-based time- and
frequency-dependent smoothing parameter. When speech is likely to be absent,
the noise tracking is fast, whereas when speech is likely to be present, the noise
tracking is slowed down in order to avoid an overestimation of the noise PSD.
Other noise PSD estimators are based on, e.g., subspace decomposition [38] or
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Fig. 1.6: Block scheme of a typical multi-microphone speech enhancement algorithm using
a filter-and-sum structure, where ym′(t) denotes the m′-th microphone signal with
m′ ∈ {1, 2, . . . ,M ′} and x̂(t) denotes the estimated speech signal.

deep neural networks (DNNs) [55,62] were proposed.

(iii) A-Priori SNR Estimation

Using an estimate of the noise PSD, the a-priori SNR can be estimated. A ML
estimator was proposed in [20], which may lead to unpleasant artifacts in the back-
ground noise, e.g., musical noise caused by random outliers. To reduce such artifacts,
the decision-directed approach (DDA) was proposed in [20], where the ML estimate
is weighted with an estimate of the previous speech STFT coefficient. This simple
but effective approach is one of the most commonly used a-priori SNR estimators,
e.g., in [83–86]. Alternatively, the more sophisticated cepstro-temporal smoothing
approach was proposed in [87, 88], where the ML estimate is transformed in the
cepstral-domain and only cepstral coefficients that are irrelevant for speech are
smoothed, while important cepstral coefficients, e.g. related to the fundamental fre-
quency, are preserved.

A simple but effective way to mask artifacts in the background noise is to apply
a spectral floor, i.e., a lower limit, to the a-priori SNR estimate or the real-valued
gain before processing the noisy speech STFT coefficients [5,6]. This however comes
with a trade-off between noise reduction and artifact reduction.

1.2.2 Multi-Microphone Speech Enhancement

While single-microphone speech enhancement algorithms exploit temporal and spec-
tral information of the speech and noise signals, multi-microphone speech enhance-
ment algorithms are able to additionally exploit spatial information of the speech
and noise sources. To obtain an estimate of the desired speech signal, multi-
microphone speech enhancement algorithms typically use a filter-and-sum struc-
ture (see Fig. 1.6), where complex-valued filter coefficients are applied to the noisy
speech STFT coefficients of the microphone signals before being summed up. Multi-
microphone speech enhancement algorithms, also commonly referred to as beam-
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formers, can be roughly classified in data-independent (fixed) beamformers and
data-dependent (adaptive) beamformers [1, 89].

Data-independent beamformers are designed to focus on signals arriving from a
certain direction. The most commonly used examples are the delay-and-sum beam-
former [90], simply summing up delay-compensated microphone signals, and the su-
perdirective beamformer [91–93], maximizing the array gain for a spatially isotropic
noise field. Steering these beamformers to the desired speech source requires either
a-priori knowledge or an estimate of the direction of the desired speech source and
the steering vector for this direction, e.g., based on an analytical model or a database
with measured steering vectors.

In order to adapt the beamformer to time-varying noise fields, data-dependent
beamformers were proposed, such as the minimum variance distortionless response
(MVDR) beamformer [94] and the multi-channel Wiener filter (MWF) [34, 95, 96].
In general, data-dependent beamformers lead to a higher speech enhancement per-
formance than data-independent beamformers, but require an estimate of the signal
statistics, e.g., the noise correlation matrix, and the relative transfer function (RTF)
vector of the desired speech source [9].

The MVDR beamformer aims at minimizing the output PSD of the undesired back-
ground noise, while not distorting the desired speech signal in a reference micro-
phone [9,94,97,98]. In theory, the MVDR beamformer is equivalent to the minimum
power distortionless response (MPDR) beamformer, which aims at minimizing the
total signal output PSD, while not distorting the desired speech signal in a refer-
ence microphone [89]. Both beamformers require an estimate of a correlation matrix
(i.e., the noise correlation matrix for the MVDR beamformer and the noisy speech
correlation matrix for the MPDR beamformer) and the RTF vector of the desired
speech source. When the correlation matrix and the RTF vector are perfectly es-
timated, no speech distortion occurs and the output SNR is maximized for both
beamformers. However, it was shown that the MPDR beamformer is more sensitive
to estimation errors (especially of the RTF vector/steering vector) than the MVDR
beamformer [99,100]. Hence, several extensions of the MPDR beamformer were pro-
posed to increase robustness against estimation errors in the steering vector. One
of the most popular approaches is diagonal loading, which corresponds to imposing
a quadratic inequality constraint on the filter vector [101]. However, since diago-
nal loading does not explicitly address uncertainty of the steering vector, several
other approaches were proposed, e.g., by imposing (equality and/or inequality) con-
straints on the so-called mismatch vector, i.e., the difference between the steering
vector and the presumed steering vector [102–110]. The robust MPDR beamformers
in [104, 106] estimate the steering vector as the vector maximizing the total signal
output PSD of the MPDR beamformer within a spherical uncertainty set.

Similarly to the WG (cf. Section 1.2.1), the MWF aims at minimizing the MSE
between the output speech signal and the desired speech signal in a reference mi-
crophone [34, 95, 96]. Compared to the MVDR beamformer, the MWF leads to
more noise reduction but also more speech distortion. In order to allow for a trade-
off between noise reduction and speech distortion, the speech-distortion-weighted
MWF (SDW-MWF) was derived by introducing a trade-off parameter in the MWF
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Fig. 1.7: Block scheme of a typical multi-microphone speech enhancement algorithm
with spectral postfilter, where ym′(t) denotes the m′-th microphone signal with
m′ ∈ {1, 2, . . . ,M ′} and x̂(t) denotes the estimated speech signal.

optimization problem [95, 96]. The larger the trade-off parameter, the more noise
reduction is achieved but the more speech distortion occurs. For one desired speech
source, it was shown in [11,111,112] that the MWF can be decomposed into a MVDR
beamformer and a single-channel WG as spectral postfilter, which is statistically op-
timal in the MMSE sense under a Gaussian noise assumption. Fig. 1.7, depicts the
block scheme of a beamformer with a spectral postfilter. The spectral postfilter
typically allows to adapt much faster to spectral noise changes than only using a
beamformer, leading to an improved speech enhancement performance [10,11].

Similarly to the estimation of the noise PSD for single-microphone speech enhance-
ment (cf. Section 1.2.1), the noise correlation matrix can be estimated based on a
multi-microphone SPP, e.g., [113], where the noisy speech correlation matrix is re-
cursively smoothed using an SPP-based smoothing parameter for each microphone.
To estimate the RTF vector of the desired speech source, several methods were
proposed, e.g., the covariance subtraction method [42, 114–117] and the covariance
whitening method [39,42,115,116], which both rely on estimates of the noisy speech
and noise correlation matrices.

1.3 Single-Microphone Multi-Frame Speech Enhancement Algorithms

For the single-microphone speech enhancement algorithms discussed in Section 1.2.1
it was assumed that consecutive STFT coefficients are uncorrelated over time, which
is a valid assumption when using a sufficiently long frame length in the order of
16-32 ms and a small overlap of, e.g., 50 % [3, 5, 6] (see Fig. 1.8a). Hence, to obtain
an estimate of the speech STFT coefficients, a (real-valued) gain can be applied
to the noisy speech STFT coefficients at each time-frequency point independently.
As mentioned before, although many single-frame speech enhancement algorithms
are able to improve the speech quality, noise reduction is often accompanied by
speech distortion, possibly affecting the speech intelligibility of the processed speech
signal [118]. Aiming at exploiting that speech and/or noise STFT coefficients are
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Fig. 1.8: Illustration of the considered time-frames using (a) single-frame signal model and
(b) multi-frame signal model, where L denotes the number of consecutive time-
frames.

correlated across time-frames (cf. Section 1.1), which is a valid assumption when
using a short frame length in the order of 4-8 ms and a large overlap of, e.g., 50-
85 % (see Fig. 1.8b), in the last decades, several single-microphone multi-frame
speech enhancement algorithms were proposed [4,14–16,48,49,119–127]. In principle,
these speech enhancement algorithms have the potential to reduce noise without
introducing speech distortion.

Exploiting the speech interframe correlation using complex-valued linear prediction
models in [48, 120, 127], modified Kalman filters were applied to the noisy speech
STFT coefficients to obtain an estimate of the speech STFT coefficients. An exten-
sion was proposed in [49] by exploiting both speech and noise interframe correlation
using a real-valued magnitude predictor. However, the speech enhancement perfor-
mance of Kalman filters strongly depends on the highly time-varying speech tran-
sition matrix which is difficult to estimate blindly, i.e., only given the noisy speech
signal.

Exploiting the speech interframe correlation using a multi-frame signal model
[4,14,119], complex-valued finite-impulse response (FIR) filters were applied to the
noisy speech vector, containing the current and previous noisy speech STFT coeffi-
cients (see Fig. 1.8b), to obtain an estimate of the speech STFT coefficients. In the
multi-frame signal model the normalized speech correlation vector represents the
speech interframe correlation with respect to the current speech STFT coefficient.
Conceptually, this multi-frame signal model is similar to a multi-microphone sig-
nal model when interpreting time-frames as microphone inputs and the normalized
speech correlation vector as the RTF vector of the desired speech source. Based on
this multi-frame signal model, several beamformer-like algorithms were proposed for
single-microphone speech enhancement, e.g., the multi-frame MVDR (MFMVDR)
filter [14,119], the multi-frame Wiener filter (MFWF) [14] and the speech-distortion-
weighted MFWF (SDW-MFWF) [14,16]. The MFMVDR filter aims at minimizing
the output PSD of the undesired signal, i.e., all signal components that are uncorre-
lated to the current speech STFT coefficient, while not distorting correlated speech
component [14, 119]. This filter depends on the normalized speech correlation vec-
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tor and the correlation matrix of the undesired signal. Typically, both quantities
are highly time-varying and hence quite difficult to accurately estimate in practice.
Therefore, similarly to the MPDR beamformer (cf. Section 1.2.2), the multi-frame
MPDR (MFMPDR) filter was derived [14, 119] using the noisy speech correlation
matrix, which can be directly estimated from the noisy speech vector. Using an ac-
curate estimate of the normalized speech correlation vector, it was shown in [14,119]
that the MFMPDR filter achieves a good noise reduction performance and impres-
sive results in terms of speech distortion, especially for a single-microphone speech
enhancement algorithm. It should however be realized that the MFMVDR and
MFMPDR filters are only equivalent when the normalized speech correlation vector
can be perfectly estimated.

Several methods were proposed to estimate the highly time-varying normalized
speech correlation vector from the noisy speech STFT coefficients. Based on the
assumption that the speech and noise signals are uncorrelated and that speech
is generally much more correlated over time-frames than noise (cf. Section 1.1.2),
in [14,15,119] it was proposed to use a VAD to estimate and update the normalized
noise correlation vector in speech pauses and to subtract this vector from the normal-
ized noisy speech correlation vector to obtain an estimate of the normalized speech
correlation vector. However, since this estimator strongly depends on the VAD and
the stationarity assumption of the noise signal, more sophisticated estimators were
proposed in [15]. Based on a statistical analysis of the normalized speech and noise
correlation vectors, the real and imaginary parts of the normalized speech and noise
correlation vectors can be assumed to follow multivariate Gaussian distributions,
such that a MAP estimator and a ML estimator were proposed in [15]. The MAP
estimator relies on pre-trained data of the correlation matrices of the normalized
speech and noise correlation vectors. The accuracy of the MAP estimator strongly
depends on the validity of the pre-trained correlation matrices and the a-priori SNR
estimate. The ML estimator is purely data-driven. The accuracy of the ML estima-
tor only depends on the a-priori SNR estimate. Especially for low a-priori SNRs,
the ML estimate may become very large, such that the estimation error between
the normalized speech correlation vector and the ML estimate may become very
large. In addition, outliers in the a-priori SNR estimate may negatively affect both
the MAP and ML estimates, resulting in unpleasant artifacts in the background
noise or even introducing speech distortion in the processed speech signal [15, 128].
In [16], it was proposed to estimate the normalized speech correlation vector by first
estimating the speech periodogram in a high frequency-resolution STFT filterbank
and then applying the Wiener-Khinchin theorem, which states that the correlation
of a wide-sense stationary process is given by the inverse discrete Fourier trans-
form (iDFT) of the PSD. This estimator strongly depends on the accuracy of the
estimated speech periodogram in the high frequency-resolution STFT filterbank.
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1.4 Outline of the Thesis and Main Contributions

Motivated by the potential to keep speech distortion low while reducing the
undesired background noise, this thesis deals with single-microphone multi-frame
speech enhancement algorithms exploiting speech interframe correlation. The
main focus is to analyze and improve the speech enhancement performance of
the practically feasible MFMPDR filter by developing novel robust methods to
estimate the normalized speech correlation vector.

The main contributions of this thesis are threefold. First, in order to better
understand the performance of multi-frame speech enhancement algorithms, we
investigated the sensitivity of the MFMVDR and MFMPDR filters to estimation
errors in the normalized speech correlation vector. We showed that accurately
estimating the normalized speech correlation vector is crucial, since even small
estimation errors lead to a degraded performance, resulting in speech distortion
and unpleasant artifacts. Second, inspired by robust beamforming algorithms,
we developed robust constrained MFMPDR filters that estimate the normalized
speech correlation vector by maximizing the total signal output PSD within a
spherical uncertainty set. The main novelty lies in setting the upper bound of
this spherical uncertainty set based on the time-varying a-priori SNR for each
time-frequency point. Simulation results show that the proposed constrained ap-
proaches yield a more accurate estimate of the normalized speech correlation vector
than the state-of-the-art ML estimate, leading to a more natural speech quality
and less noise distortion but a more consecutive noise reduction. Third, based
on a low-rank speech model we derived matrix-based methods to estimate the
normalized speech correlation vector, where we estimate the speech model order
based on the time-varying a-priori SNR for each time-frequency point. Simulation
results show that the proposed matrix-based estimation methods yield a more
accurate estimate of the normalized speech correlation vector than the vector-based
ML estimator, leading to a better speech quality and more noise reduction while
keeping speech distortion low. We extensively compared the performance of all
proposed algorithms using instrumental performance measures and evaluated the
most promising algorithms using a subjective listening test.

In the remainder of this section, we provide a chapter-by-chapter overview of
this thesis summarizing the main contributions. In addition, we provide a list of
publications that were produced in the context of this thesis. A structured overview
of the thesis is given in Fig. 1.9.

In Chapter 2, we introduce the single-frame and multi-frame signal models in
the STFT-domain and their usage for single-microphone speech enhancement.
Furthermore, we define the instrumental performance measures used in this thesis
to evaluate the speech enhancement performance.
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In Chapter 3, we briefly review single-frame speech enhancement algorithms
and multi-frame speech enhancement algorithms exploiting speech interframe
correlation. More in particular, we discuss the single-frame WG, which is used as
reference speech enhancement algorithm in this thesis, and discuss a-priori SNR
and noise PSD estimators that are used in this thesis. Moreover, we introduce
several multi-frame filters, namely the MFMVDR filter, the MFMPDR filter and
the MFWF, which serve as the basis for the proposed algorithms in this thesis. We
show that the MFWF can be decomposed into the MFMPDR filter and a single-
frame WG as postfilter, which will be discussed in Appendix A and is related to the
work published in [129, 130]. Furthermore, since the considered multi-frame filters
are related to beamformers, we discuss the conceptual similarities and differences
between single-microphone multi-frame and multi-microphone algorithms.

In Chapter 4, we investigate the sensitivity of the MFMVDR and MFMPDR filters
to estimation errors in the normalized speech correlation vector. We compare the
practically feasible MFMPDR filter with two oracle versions of the MFMVDR
filter for different oracle and blind estimates of the normalized speech correlation
vector. Simulation results show that accurately estimating the normalized speech
correlation vector is crucial, since even small estimation errors may lead to a
degraded performance of the MFMVDR and MFMPDR filters, resulting in speech
distortion and unpleasant artifacts in the background noise. On the one hand, when
using oracle normalized speech correlation vector estimates, the performance of the
MFMPDR filter is very close to the performance of an oracle MFMVDR filter. On
the other hand, when using the state-of-the-art blind ML estimate, the performance
of the MFMPDR filter is strongly reduced due to large estimation errors. The
content of this chapter is related to the work published in [131]. Motivated by these
results, in Chapter 5 and Chapter 6 we derive novel normalized speech correlation
vector estimators, aiming at improving the speech enhancement performance of the
MFMPDR filter.

In Chapter 5, we investigate the potential of using concepts proposed for robust
MPDR beamforming in the context of single-microphone multi-frame speech
enhancement. We propose two constrained MFMPDR filters that estimate the
normalized speech correlation vector as the vector maximizing the total signal
output PSD within a spherical uncertainty set. This corresponds to imposing
a quadratic inequality constraint on the mismatch vector with respect to the
presumed normalized speech correlation vector, e.g., the ML estimate. Whereas
the proposed singly-constrained (SC) MFMPDR filter only considers the quadratic
inequality constraint to estimate the (non-normalized) speech correlation vec-
tor, the proposed doubly-constrained (DC) MFMPDR filter integrates a linear
normalization constraint into the optimization problem to directly estimate the
normalized speech correlation vector. To set the upper bound of the spherical
uncertainty set, we propose to use a trained non-linear mapping function that
depends on the time-varying a-priori SNR estimate for each time-frequency point.
Simulation results for different speech signals, noise types and SNRs show that the
proposed constrained approaches yield a more accurate estimate of the normalized
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speech correlation vector than the state-of-the-art ML estimate. An instrumental
and a perceptual evaluation indicate that both constrained MFMPDR filters lead
to a more natural speech quality and less noise distortion, but a more conservative
noise reduction performance than the state-of-the-art ML-MFMPDR filter, where
the DC-MFMPDR filter is preferred in terms of overall quality compared to the
SC-MFMPDR filter and the ML-MFMPDR filter. The content of this chapter is
based on the following publications: [132–134].

In Chapter 6, we assume that speech signals can be modeled using a low-rank
model, e.g., as a linear combination of a limited number of complex exponentials,
such that the speech correlation matrix can be assumed to be rank-deficient.
Based on this speech model, we propose two matrix-based methods to estimate
the normalized speech correlation vector. Both methods are based on the eigen-
value decomposition of a matrix, which is either constructed by subtracting the
estimated normalized noise correlation matrix from the estimated normalized
noisy speech correlation matrix (i.e., the matrix-subtraction (MS) method) or by
prewhitening the estimated normalized noisy speech correlation matrix with the
estimated normalized noise correlation matrix (i.e., the subspace-decomposition
(SD) method). The speech model order is either assumed to be fixed, i.e., time-
and frequency-independent, or needs to be estimated for each time-frequency
point. When using a limited amount of data, which is typically the case for the
considered multi-frame filters, most classical model order selection criteria, such as
the minimum description length (MDL) selection criterion, have a poor estimation
accuracy. Hence, we propose to estimate the speech model order by incorporating
the a-priori SNR into a classical model selection criterion, i.e., the MDL selection
criterion. Simulation results for different speech signals, noise types and SNRs
show that the proposed matrix-based methods yield a more accurate estimate of
the normalized speech correlation vector than the vector-based ML estimate. An
instrumental evaluation indicates that the SD-MFMPDR filter using the proposed
a-priori SNR-based speech model order estimator leads to a better speech quality
and more noise reduction than the state-of-the-art ML-MFMPDR filter, while
keeping speech distortion low. The content of this chapter is based on the following
publications: [135,136].

In Chapter 7, we compare the speech enhancement performance of the most promis-
ing MFMPDR filters from Chapters 4, 5 and 6 with an oracle MFMVDR filter
and with oracle and blind single-frame WGs. For several speech signals and noise
types, we evaluate the algorithms using both instrumental performance measures
as well as a subjective listening test. Using oracle estimators, the instrumental
performance measures and the results from the subjective listening test show that
the overall quality and the speech distortion for the oracle MFMVDR filter are
better than for the oracle WG, while the noise reduction is similar. Using blind
estimators, the instrumental performance measures indicate that the proposed
SD-MFMPDR filter from Chapter 6 leads to a clearly better noise reduction
performance than the proposed DC-MFMPDR filter from Chapter 5 and the
state-of-the-art ML-MFMPDR filter and to a similar noise reduction performance
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as the WG, while keeping speech distortion as low as the ML-MFMPDR filter. The
results from the subjective listening test show that the perceived overall quality for
the proposed DC-MFMPDR and SD-MFMPDR filters is significantly better than
for the state-of-the-art ML-MFMPDR filter but shows no statistically significant
difference to the WG.

In Chapter 8, we summarize the main contributions of the thesis and discuss possible
directions for further research.
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Fig. 1.9: Structure of the thesis.





2
PROBLEM FORMULATION AND
INSTRUMENTAL PERFORMANCE
MEASURES

In this chapter, we introduce the general notation, the single-microphone single-
frame and multi-frame signal models in the short-time Fourier transform (STFT)
domain, as well as the instrumental performance measures used in this thesis. In
Section 2.1, we describe the single-frame signal model and present its extension
to the multi-frame signal model, exploiting speech correlation across consecutive
time-frames. Furthermore, the objective of speech enhancement is mathematically
formulated using both the single-frame and the multi-frame signal model. In Section
2.2, we introduce several instrumental performance measures that will be used to
evaluate the speech enhancement performance in the remainder of this thesis.

2.1 Problem Formulation

Consider the acoustic scenario depicted in Fig. 2.1, where a desired speech
signal x(t), with t denoting the discrete time index, is degraded by an
undesired background noise n(t) and is captured by a single microphone. Hence,
the noisy speech signal y(t) is given by

y(t) = x(t) + n(t) . (2.1)

To exploit the temporal and spectral characteristics of speech and noise signals,
single-microphone speech enhancement algorithms are often derived in the STFT-
domain. Fig. 2.2 depicts the typical STFT processing scheme. The noisy speech
signal y(t) is split into time-frames of length T , which typically overlap to re-
duce boundary artifacts, and is weighted by a sliding analysis window wa(t) of
length T . Since using a rectangular analysis window may lead to undesirable prop-
erties, e.g., low sidelobe attenuation, tapered analysis windows such as a Hann win-
dow, a Kaiser window or a square-root Hann window are often applied. Using the
discrete Fourier transform (DFT) [17] of size K ≥ T , each windowed time-frame is

19
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transformed to the frequency-domain, resulting in the complex-valued noisy speech
STFT coefficient Y (k,m), i.e.,

Y (k,m) =

K−1∑

t=0

wa(t)y(t+mR)e−j2πkt/K , (2.2)

where k ∈ {0, 1, . . . ,K − 1} denotes the frequency-bin index, m ∈ {0, 1, . . . ,M − 1}
denotes the time-frame index, M denotes the total number of time-frames, R de-
notes the frame shift and j2 = −1. Due to the linearity property of the DFT, the
superposition in (2.1) also holds in the STFT-domain, i.e.,

Y (k,m) = X(k,m) +N(k,m) , (2.3)

with X(k,m) and N(k,m) denoting the speech and noise STFT coefficients of the
speech signal x(t) and noise signal n(t), respectively.

The estimated speech STFT coefficient X̂(k,m) is obtained by applying a speech en-
hancement algorithm to the noisy speech STFT coefficient Y (k,m). The estimated
speech signal x̂(t) is obtained by applying the weighted overlap-add method [17], i.e.,
by applying the inverse DFT (iDFT) to X̂(k,m), weighting the resulting time-frame
with a synthesis window ws(t) and adding the overlapping weighted time-frames, i.e.,

x̂(t) =
1

K

M−1∑

m=0

K−1∑

k=0

ws(t−mR)X̂(k,m)ej2πk(t−mR)/K . (2.4)

The synthesis window ws(t) is designed to provide perfect reconstruction, when
no processing is applied, e.g., using a square-root Hann window as analysis and
synthesis window.

In the following sections, we define the single-frame and multi-frame signal models,
where the speech STFT coefficient X(k,m) is estimated either by applying a (real-
valued) gain or a (complex-valued) filter to the noisy speech STFT coefficient(s).

y(t)

x(t)

n(t)

Fig. 2.1: Considered acoustic scenario with the speech signal x(t), the noise signal n(t) and
the noisy speech signal y(t).
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y(t) x̂(t)
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DFT
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Y (k,m) X̂(k,m)

Fig. 2.2: Typical STFT processing scheme for single-microphone speech enhancement.

2.1.1 Single-Frame Signal Model

In single-frame speech enhancement algorithms, it is generally assumed that consec-
utive time-frames and frequency-bins are uncorrelated, which is a valid assumption
when using a sufficiently long frame length T in the order of 16-32 ms and a small
overlap of, e.g., 50 % [3,5,6]. Hence, each time-frequency point is processed indepen-
dently, as depicted in Fig. 1.8a. To estimate the speech STFT coefficient, a (real-
valued) gain G(k,m) is applied to the noisy speech STFT coefficient Y (k,m) [3,5,6],
i.e.,

X̂(k,m) = G(k,m)Y (k,m) , (2.5)

e.g., using the Wiener gain [3, Sec. 11.3.1] [69] or the minimum mean-square error
(MMSE) short-time spectral amplitude estimator [20]. Assuming that the speech and
noise signals are uncorrelated, i.e., E [X(k,m)N∗(k,m)] = 0, with E [·] denoting the
expectation operator and [·]∗ denoting the complex-conjugate operator, the noisy
speech power spectral density (PSD) φY (k,m) = E

[
|Y (k,m)|2

]
is given by

φY (k,m) = φX(k,m) + φN (k,m) , (2.6)

where φX(k,m) = E
[
|X(k,m)|2

]
denotes the speech PSD and

φN (k,m) = E
[
|N(k,m)|2

]
denotes the noise PSD. The a-priori SNR is defined as

ξ(k,m) =
φX(k,m)

φN (k,m)
. (2.7)

In this thesis, the Wiener gain will be used as a reference single-frame speech en-
hancement algorithm (see Section 3.1.1).
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2.1.2 Multi-Frame Signal Model

In multi-frame speech enhancement algorithms as in [4, 14–16], it is assumed that
consecutive times-frames are correlated, which is a valid assumption when using a
short frame length T in the order of 4-8 ms and a large overlap of, e.g., 50-85 %. To
consider multiple time-frames, the m-th and the L− 1 previous noisy speech STFT
coefficients are stacked into an L-dimensional noisy speech vector as depicted in Fig.
1.8b, i.e.,

y(k,m) =
[
Y (k,m), Y (k,m− 1), . . . , Y (k,m− L+ 1)

]T
, (2.8)

where [·]T denotes the transpose operator. Using (2.3), the noisy speech vector
y(k,m) can be written as

y(k,m) = x(k,m) + n(k,m), (2.9)

where the speech vector x(k,m) and the noise vector n(k,m) are defined similarly
as in (2.8).

Assuming that the speech and noise signals are uncorrelated, i.e.,
E
[
x(k,m)nH(k,m)

]
= 0, with [·]H denoting the Hermitian operator, the L×L-

dimensional noisy speech correlation matrix Ry (k,m) = E
[
y(k,m)yH(k,m)

]
is

given by

Ry (k,m) = Rx(k,m) +Rn(k,m), (2.10)

where Rx(k,m) = E
[
x(k,m)xH(k,m)

]
and Rn(k,m) = E

[
n(k,m)nH(k,m)

]
are

the speech and noise correlation matrices, respectively. In [18, 19] it was proposed
to mathematically model a speech signal using a low-rank model, e.g., as a linear
combination of a finite number of complex exponentials, in which case the speech
correlation matrix Rx(k,m) can be assumed to be of rank Q with Q ≤ L. We
assume that the noise correlation matrix Rn(k,m) is of full-rank (i.e., rank L),
such that it is invertible and the noisy speech correlation matrix Ry (k,m) is also
of full-rank.

To exploit the speech correlation across consecutive time-frames, it was proposed in
[4,14] to decompose the speech vector x(k,m) into the temporally correlated speech
component s(k,m) and the temporally uncorrelated speech component x′(k,m)
with respect to the speech STFT coefficient X(k,m), i.e.,

x(k,m) = s(k,m) + x′(k,m) = γx(k,m)X(k,m) + x′(k,m) . (2.11)

The (highly time-varying) normalized speech correlation vector γx(k,m) is defined
as

γx(k,m) =
E [x(k,m)X∗(k,m)]

E [|X(k,m)|2]
=

Rx(k,m)e

eTRx(k,m)e
(2.12)
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where e =
[
1, 0, . . . , 0

]T
is an L-dimensional selection vector. Due to the normal-

ization term eTRx(k,m)e, which corresponds to the speech PSD φX(k,m), the first
element of the normalized speech correlation vector is equal to 1, i.e.,

eTγx(k,m) = 1 , (2.13)

which will be referred to as the normalization constraint in Chapter 5.

Substituting (2.11) into (2.9) we obtain

y(k,m) = γx(k,m)X(k,m) + x′(k,m) + n(k,m) . (2.14)

Considering the uncorrelated speech component x′(k,m) as an interference, we
define the undesired signal vector as

u(k,m) = x′(k,m) + n(k,m) , (2.15)

such that the multi-frame signal model is given by

y(k,m) = γx(k,m)X(k,m) + u(k,m) (2.16)

In [4, 14] it was proposed to estimate the speech STFT coefficient X(k,m) by ap-
plying a (complex-valued) finite-impulse response (FIR) filter h(k,m) to the noisy
speech vector y(k,m), i.e.,

X̂(k,m) = hH(k,m)y(k,m), (2.17)

where the filter h(k,m) contains L time-varying filter coefficients Hl(k,m), i.e.,

h(k,m) =
[
H0(k,m), H1(k,m), . . . ,HL−1(k,m)

]T
. (2.18)

Examples are the multi-frame Wiener filter (MFWF) [4, 14, 16], the multi-frame
minimum variance distortionless response (MFMVDR) filter [4, 14] and the
multi-frame minimum power distortionless response (MFMPDR) filter [4, 14, 119]
(see Section 3.2).

Similarly to (2.12), the normalized noisy speech correlation vector γy (k,m) and the
normalized noise correlation vector γn(k,m) are defined as

γy (k,m) =
Ry (k,m)e

eTRy (k,m)e
, (2.19)

γn(k,m) =
Rn(k,m)e

eTRn(k,m)e
, (2.20)

where eTRy (k,m)e and eTRn(k,m)e correspond to the noisy speech PSD φY (k,m)
and the noise PSD φN (k,m), respectively.
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Using (2.6), (2.12), (2.19), and (2.20), it can be easily shown that

φY (k,m)γy (k,m) = φX(k,m)γx(k,m) + φN (k,m)γn(k,m) , (2.21)

such that the normalized speech correlation vector can be written as

γx(k,m) =
ξ(k,m) + 1

ξ(k,m)
γy (k,m)− 1

ξ(k,m)
γn(k,m) , (2.22)

with ξ(k,m) the a-priori SNR defined in (2.7).

Since the correlated speech component s(k,m) and the uncorrelated speech
component x′(k,m) in (2.11) are uncorrelated by construction, the speech cor-
relation matrix Rx(k,m) can be decomposed into a rank-1 correlation ma-
trix Rs(k,m) = E

[
s(k,m)sH(k,m)

]
and a rank-(Q − 1) correlation matrix

Rx′(k,m) = E
[
x′(k,m)x′H(k,m)

]
, where all entries of the first row and first col-

umn are equal to 0, i.e.,

Rx(k,m) = Rs(k,m) +Rx′(k,m) ,

= φX(k,m)γx(k,m)γHx (k,m) +Rx′(k,m) . (2.23)

Substituting (2.23) into (2.10) with the undesired correlation matrix
Ru(k,m) = E

[
u(k,m)uH(k,m)

]
given by

Ru(k,m) = Rx′(k,m) +Rn(k,m) , (2.24)

the noisy speech correlation matrix can be written as

Ry (k,m) = φX(k,m)γx(k,m)γHx (k,m) +Ru(k,m) . (2.25)

We now define the normalized speech correlation matrix Γx(k,m), the normalized
noisy speech correlation matrix Γy (k,m) and the normalized noise correlation ma-
trix Γn(k,m) as

Γx(k,m) =
Rx(k,m)

eTRx(k,m)e
, (2.26)

Γy (k,m) =
Ry (k,m)

eTRy (k,m)e
, (2.27)

Γn(k,m) =
Rn(k,m)

eTRn(k,m)e
. (2.28)
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Using (2.23), the normalized speech correlation matrix in (2.26) can be written as

Γx(k,m) =
Rs(k,m)

eTRx(k,m)e
+

R
′
x(k,m)

eTRx(k,m)e
, (2.29)

= γx(k,m)γHx (k,m) + Γ
x′ (k,m) .

2.2 Instrumental Performance Measures

Although listening tests are the best way to evaluate the performance of a speech
enhancement algorithm, they are often quite time-consuming. Hence, listening tests
are typically only performed at the end of the development process, while during
development the speech enhancement algorithm is evaluated using instrumental
performance measures. In this thesis, we will evaluate the speech enhancement
performance in terms of speech quality and the amount of noise reduction, speech
distortion, and noise distortion.

To evaluate speech quality, we will use the perceptual evaluation of speech quality
(PESQ) measure [137] and the segmental SNR [138]. In [139,140], it was shown that
the PESQ measure correlates well with the subjectively evaluated speech quality for
speech enhancement algorithms. The PESQ measure compares a test signal with a
reference signal, for which we use the clean speech signal x(t). The reference signal
and the test signal are time-aligned and compared using a model that accounts for
perceptual aspects for the human auditory system. The output is a mean opinion
score (MOS) in the range -0.5 to 4.5, corresponding to a very bad and a very good
perceptual quality, respectively. In the remainder of this thesis, we will consider
the PESQ improvement ∆PESQ, i.e., the difference between the PESQ MOS of
the noisy speech signal y(t) and the estimated speech signal x̂(t). Consequently, a
positive value indicates an improvement and a negative value a deterioration relative
to the noisy speech signal.

The segmental SNR (segSNR) measure [138] considers both noise reduction as well
as speech distortion. The segSNR compares a test signal with a reference signal, for
which we also use the clean speech signal x(t). The segSNR of the estimated speech
signal x̂(t) is defined as

segSNR(x̂(t)) =
10

|TY |
∑

t∈TY
log10

S∑
s=1

x2(tS + s)

S∑
s=1

[x(tS + s)− x̂(tS + s)]
2

, (2.30)

where S denotes the segment length and TY denotes the set of segments that con-
tain speech-and-noise, defined as segments whose energy is larger than -45 dB with
respect to the maximum segment energy. Similarly as in [141], we set the segment
length S to 10 ms and use no overlapping time-frames. In the remainder of the the-
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sis, we consider the segSNR improvement ∆segSNR, i.e., the difference between the
segSNR of the noisy speech signal y(t) and the estimated speech signal x̂(t), i.e.,

∆segSNR = segSNR(y(t))− segSNR(x̂(t)) . (2.31)

Consequently, a positive value indicates an improvement and a negative value a
deterioration relative to the noisy speech signal.

To evaluate the amount of noise reduction and speech distortion, we will use the
segmental noise reduction (segNR) and the segmental speech distortion (segSSNR)
[24], defined as

segNR =
10

|TY |
∑

t∈TY
log10

S∑
s=1

n2(tS + s)

S∑
s=1

ñ2(tS + s)

, (2.32)

segSSNR =
10

|TY |
∑

t∈TY
log10

S∑
s=1

x2(tS + s)

S∑
s=1

[x(tS + s)− x̃(sS + s)]
2

, (2.33)

where x̃(t) and ñ(t) denotes the processed speech and noise signal, respectively.
Note that higher segNR values indicate more noise reduction and higher segSSNR
values indicate less speech distortion, which is both desired for speech enhancement
algorithms.

To evaluate the noise distortion, more in particular the presence of musical noise
artifacts, we will use the weighted log kurtosis ratio ∆Ψlog [142], which was shown
to correlate well with perceptual listening results. This measure is defined as the
natural logarithm of the ratio of the weighted kurtosis of the processed noise STFT
coefficients Ñ(k,m) and the noise STFT coefficient N(k,m), i.e.,

∆Ψlog = log




1

M

M∑
m=1

ΨÑ (m)

1

M

M∑
m=1

ΨN (m)


 . (2.34)

The weighted kurtosis ΨN (m) is defined as

ΨN (m) =

1

K

K−1∑
k=0

[
τN (k)|N(k,m)|2 −$N (m)

]4

(
1

K

K−1∑
k=0

[τN (k)|N(k,m)|2 −$N (m)]
2

)2 , (2.35)
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with

τN (k) =

(
1

M

M∑

m=1

|N(k,m)|2
)−1

, (2.36)

$N (m) =
1

K

K−1∑

k=0

τN (k)|N(k,m)|2 . (2.37)

The weighted kurtosis ΨÑ (m) is defined similarly as ΨN (m) in (2.35). Note that
the perceived amount of noise distortion, especially musical noise, is lowest when
∆Ψlog = 0 and higher ∆Ψlog values, i.e., ∆Ψlog > 0 indicate more noise distortion.





3
SINGLE-MICROPHONE SPEECH
ENHANCEMENT ALGORITHMS

In this chapter, we briefly review single-microphone single-frame speech enhance-
ment algorithms and single-microphone multi-frame speech enhancement algorithms
exploiting speech interframe correlation. In Section 3.1, we discuss the single-frame
Wiener gain (WG), as well as typical estimators for the required quantities, i.e.,
the a-priori SNR estimators and the noise PSD estimators. In Section 3.2, we
discuss the multi-frame minimum variance distortionless response (MFMVDR) fil-
ter, the multi-frame minimum power distortionless response (MFMPDR) filter and
the multi-frame Wiener filter (MFWF) and show the relation between these filters.
Since these multi-frame filters are related to multi-microphone speech enhancement
algorithms, we discuss the conceptual similarities and differences between single-
microphone multi-frame and multi-microphone algorithms.

3.1 Single-Frame Speech Enhancement Algorithms

In this section, we consider the single-frame estimation problem in (2.5), where
the speech STFT coefficient X(k,m) is estimated by applying a (real-valued) gain
G(k,m) to the noisy speech STFT coefficient Y (k,m) for each time-frequency point
independently. Typically, this gain requires estimates of the a-priori SNR and the
noise PSD, which need to be estimated blindly from the noisy speech STFT co-
efficients. In the following, we introduce the single-frame WG [3, Sec. 11.3.1] [69],
which is used as the reference speech enhancement algorithm in this thesis, as well
as typical a-priori SNR and noise PSD estimators that are used in this thesis. For
conciseness, the frequency-bin index k will be omitted in this chapter if not re-
quired. However, it should be realized that all calculations are performed for each
time-frequency point.

29
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3.1.1 Wiener Gain

The WG aims at minimizing the MSE between the speech STFT coefficient X(m)
and the estimated speech STFT coefficient X̂(m) in (2.5) [3, Sec. 11.3.1] [69]. Using
(2.3), the cost function of the WG is given by

JWG [G(m)] = E
[∣∣X(m)−G(m)

(
X(m) +N(m)

)∣∣2
]
. (3.1)

Assuming that the speech and noise STFT coefficients are uncorrelated, i.e.,
E [X(m)N∗(m)] = 0, and that G(m) is real-valued, the cost function in (3.1) can
be written as

JWG [G(m)] = φX(m)− 2G(m)φX(m) +G2(m)
(
φX(m) + φN (m)

)
. (3.2)

Setting the derivative of JWG [G(m)] with respect to G(m) equal to zero results in
the WG [3, Sec. 11.3.1] [69], i.e.,

GWG(m) =
φX(m)

φX(m) + φN (m)
. (3.3)

Using the definition of the a-priori SNR in (2.7), the WG can be expressed as

GWG(m) =
ξ(m)

ξ(m) + 1
(3.4)

with 0 ≤ GWG(m) ≤ 1. Fig. 3.1 shows the attenuation curve of the WG GWG(m) in
(3.4) as a function of the a-priori SNR ξ(m). When the a-priori SNR ξ(m) is large,
i.e., ξ(m) > 15 dB, GWG(m) is close to one, resulting in almost no attenuation of
Y (m), whereas when the a-priori SNR is low, i.e., ξ(m) < −15 dB, GWG(m) is close
to zero, resulting in a strong suppression of Y (m).

In order to avoid unpleasant artifacts in the estimated speech signal or in the residual
noise, e.g., musical noise caused by random outliers, a simple but effective way to
mask such artifacts is to apply a lower limit Gmin to the WG [3,5,6], i.e.,

ĜWG(m) = max [GWG(m), Gmin] . (3.5)

This however comes with a trade-off between noise reduction and artifact reduction.
SettingGmin to high values results in less artifacts, but obviously reduces the amount
of noise reduction.

In practice, the a-priori SNR needs to be estimated blindly from the noisy speech
STFT coefficients, while the estimation accuracy has a strong influence on the speech
enhancement performance. In general, underestimating the a-priori SNR may lead to
speech distortion, while overestimating the a-priori SNR may lead to a large amount
of residual noise. Since most a-priori SNR estimators depend on an estimate of the
noise PSD, in the following sections we present different estimators for the a-priori
SNR and the noise PSD, which will be used in the remainder of the thesis.
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Fig. 3.1: Attenuation curve of the WG GWG(m) as a function of the a-priori SNR ξ(m).

3.1.2 A-priori SNR Estimators

To estimate the a-priori SNR, we will either use the maximum-likelihood (ML)
estimator [20] or the decision-directed approach (DDA) [20].

Assuming that the speech and noise STFT coefficients are uncorrelated and follow
complex Gaussian distributions, the noisy speech STFT coefficient Y (m) also follows
a complex Gaussian distribution given by

f (Y (m)|φX(m), φN (m)) =
1

π(φX(m) + φN (m))
exp

(
− |Y (m)|2
φX(m) + φN (m)

)
.(3.6)

Setting the derivative of (3.6) with respect to φX(m) equal to zero results in the
ML estimate for the speech PSD φX(m) [20,65], i.e.,

φ̂ML
X (m) = |Y (m)|2 − φ̂N (m), (3.7)

with φ̂N (m) denoting a noise PSD estimate. Dividing (3.7) by the noise PSD esti-

mate φ̂N (m), the ML estimate for the a-priori SNR is obtained as

ξ̂ML(m) =
|Y (m)|2
φ̂N (m)

− 1, (3.8)

where |Y (m)|2
φ̂N (m)

represents an estimate of the a-posteriori SNR. Since ξ̂ML(m) directly

depends on the noise PSD estimate, estimation errors may lead to unpleasant
artifacts in the background noise, e.g., musical noise caused by random outliers. Sim-
ilarly to (3.5), to mask such artifacts, a lower limit ξmin is applied to ξ̂ML(m) [3,5,6].
This however comes with a trade-off between noise reduction and artifact reduction.
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In [20], the DDA was proposed, where the ML estimate in (3.8) is weighted with an
estimate of the a-priori SNR in the previous frame, i.e.,

ξ̂DDA(m) = αDDA
|X̂(m− 1)|2
φ̂N (m− 1)

+ (1− αDDA) max

[
|Y (m)|2
φ̂N (m)

− 1, ξmin

]
, (3.9)

with αDDA denoting a weighting parameter. Setting αDDA to higher values, i.e., close
to 1, yields smoother estimates of the a-priori SNR than the ML estimate ξ̂ML(m),
typically leading to less musical tones but introducing more speech distortion than
ξ̂ML(m) [83].

3.1.3 Noise PSD Estimators

To estimate the noise PSD, we will either use the MMSE estimator proposed in [26]
or the minimum tracking approach proposed in [143], as a simplified minimum
statistics estimator.

In [26], it was proposed to estimate the noise PSD under a speech presence and
absence model, i.e., given the hypotheses H1 that speech is present and H0 that
speech is absent, these models are given by

H1 : Y (m) = X(m) +N(m) , (3.10)

H0 : Y (m) = N(m) . (3.11)

Assuming that the speech and noise STFT coefficients are uncorrelated and fol-
low complex Gaussian distributions, the likelihoods under the hypotheses H1 and
H0, i.e., f (Y (m)|H1) and f (Y (m)|H0), are also modeled by complex Gaussian
distributions. Using the Bayes theorem and assuming that the prior probability
f (H1) = f (H0) = 0.5, the posterior probability that speech is present, i.e., the SPP
f (H1|Y (m)) is given by [26]

f (H1|Y (m)) =

(
1 + (1 + ξH1) exp

(
− Y (m)

φ̂N (m− 1)

ξH1

ξH1
+ 1

))−1
, (3.12)

with ξH1
the fixed a-priori SNR that is expected when H1 holds. In [26] an optimal

value of ξH1
= −15 dB was derived by minimizing the total probability of error that

depends on the false alarm rate, i.e., the probability that the SPP is lower than
f (H0) even though speech is present, and the missed-hit rate, i.e., the probability
that the SPP is larger than f (H1) even though speech is absent. Using the SPP
in (3.12), the noise PSD φN (m) is estimated by recursive smoothing of the noisy
speech periodogram using a SPP-based time- and frequency-dependent smoothing
parameter βSPP(m), i.e.,

φ̂SPP
N (m) = βSPP(m)φ̂SPP

N (m− 1) + (1− βSPP(m))|Y (m)|2, (3.13)
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with

βSPP(m) = αSPP + (1− αSPP)f (H1|Y (m)) , (3.14)

where αSPP denotes a smoothing parameter. When speech is likely to be absent,
βSPP(m) ≈ αSPP, whereas when speech is likely to be present, βSPP(m) is close to
1, such that the noise PSD in (3.13) is not updated. If f (H1|Y (m)) stuck at 1 for
a longer time period, the noise PSD may strongly underestimated. To avoid such
stagnation, the SPP is then set to a lower value.

In [79], a minimum statistics estimator was proposed, which is based on tracking
the minimum value of temporally smoothed noisy speech periodograms within a
large window of, e.g., 1.5 s. An additional bias compensation is required between
the tracked minimum and the mean of a normally distributed random variable [80].
Since in this thesis we will typically use rather short time-frames of, e.g., 4 ms, the
performance of the minimum statistics estimator however results in an underestima-
tion of the noise PSD, especially when the noise PSD increases rapidly. Therefore,
we will use a simplified minimum tracking approach proposed in [143]. This noise
PSD estimator is based on tracking the minimum of the noisy speech PSD φY (m)
and assuming an adaptation speed for the noise PSD. First, the noisy speech PSD
is estimated by recursive smoothing of the noisy speech periodogram as

φ̂Y (m) = αyφ̂Y (m− 1) + (1− αy)|Y (m)|2 , (3.15)

with αy denoting a smoothing parameter. The noise PSD φN (m) is then estimated
as

φ̂Min
N (m) = min

[
φ̂Y (m), φ̂Min

N (m− 1)
]

(1 + ζ) , (3.16)

where the parameter ζ defines the adaptation speed in dB/s.

3.2 Multi-Frame Speech Enhancement Algorithms

In this section, we consider the multi-frame estimation problem in (2.17), where
the speech STFT coefficient X(m) is estimated by applying a complex-valued FIR
filter h(m) to the noisy speech vector y(m), aiming at exploiting the speech in-
terframe correlation. In the following, we introduce the MFMVDR and MFMPDR
filters [4,14,119] and the MFWF [4,14] and show the relation between these filters,
i.e., the decomposition of the MFWF into the MFMPDR filter and a single-frame
WG as postfilter. Since most multi-frame filters are inspired by multi-microphone al-
gorithms, i.e., beamformers, we discuss the relationship between single-microphone
multi-frame and multi-microphone speech enhancement algorithms, showing con-
ceptual similarities and differences.
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3.2.1 Multi-Frame MVDR and MPDR Filters

The MFMVDR filter aims at minimizing the output PSD of the undesired signal
vector u(m) in (2.15), while not distorting the correlated speech component s(m)
in (2.12) [4, 14,119]. The cost function of the MFMVDR filter is given by

min
h(m)

E
[
|hH(m)u(m)|2

]
, s.t. hH(m)γx(m) = 1. (3.17)

Using the method of Lagrange multipliers [144], the Lagrangian function of the cost
function in (3.17) is given by

LMFMVDR [h(m), µ] = hH(m)Ru(m)h(m) + µ
(
hH(m)γx(m)− 1

)
(3.18)

+µ∗
(
γHx (m)h(m)− 1

)

with µ the Lagrange multiplier. Setting the gradient of LMFMVDR [h(m), µ] with
respect to h(m) equal to zero leads to

h(m) = −µ
2
R−1u (m)γx(m) . (3.19)

Substituting (3.19) into (3.17), solving for µ and substituting this result into (3.19),
results in the MFMVDR filter [4, 14,119]

hMFMVDR(m) =
R−1u (m)γx(m)

γHx (m)R−1u (m)γx(m)
(3.20)

where the term (γHx (m)R−1u (m)γx(m))−1 denotes the undesired output PSD

φoutu (m)=E
[∣∣hHMFMVDR(m)u(m)

∣∣2
]

=
1

γHx (m)R−1u (m)γx(m)
. (3.21)

The formula of the MFMVDR filter in (3.20) is very similar to the well-known
MVDR beamformer for multi-microphone speech enhancement [89]. It should how-
ever be realized that the MFMVDR filter depends on the normalized speech corre-
lation vector γx(m) in (2.12) and the undesired correlation matrix Ru(m) in (2.24).
Typically, both quantities are highly time-varying, making it quite difficult to accu-
rately estimate them from the noisy speech STFT coefficients. In addition, it should
be realized that the undesired correlation matrix Ru(m) does not only contain the
noise correlation matrix Rn(m) but also the correlation matrix of the uncorrelated
speech component Rx′(m). Therefore, similarly to the MPDR beamformer (see
Section 1.2.2), the MFMPDR filter was derived [4, 14, 119] using the noisy speech
correlation matrix, which can be directly estimated from the noisy speech STFT
coefficients. The MFMPDR filter aims at minimizing the output PSD of the noisy
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speech vector, while not distorting the correlated speech component [4,14,119]. The
cost function of the MFMPDR filter is given by

min
h(m)

E
[
|hH(m)y(m)|2

]
, s.t. hH(m)γx(m) = 1. (3.22)

Solving this optimization problem, using similar steps as in (3.18) and (3.19), yields
the MFMPDR filter [4, 14,119]

hMFMPDR(m) =
R−1y (m)γx(m)

γHx (m)R−1y (m)γx(m)
(3.23)

where the term (γHx (m)R−1y (m)γx(m))−1 denotes the signal output PSD

φouty (m)=E
[∣∣hHMFMPDR(m)y(m)

∣∣2
]

=
1

γHx (m)R−1y (m)γx(m)
. (3.24)

By applying the matrix inversion lemma [144]

(A+ aaH)−1 = A−1 − A
−1aaHA−1

1 + aHA−1a
, (3.25)

with A = Ru(m) and a =
√
φX(m)γx(m), to the noisy speech correlation matrix

Ry (m) in (2.25), it can be easily shown that

R−1y (m)γx(m) = R−1u (m)γx(m) . (3.26)

Using (3.26), it is shown that the MFMPDR filter in (3.23) is equivalent to the
MFMVDR filter in (3.20). Although in practice it is obviously much easier to esti-
mate the noisy speech correlation matrix Ry (m) required in (3.23) instead of the
undesired correlation matrix Ru(m) required in (3.20), it should be realized that
the MFMVDR filter and the MFMPDR filters are only equivalent when the nor-
malized speech correlation vector γx(m) can be perfectly estimated. Similarly to
the corresponding MVDR and MPDR beamformers for multi-microphone speech en-
hancement [9,89,100], it is however to be expected that the MFMPDR filter is more
sensitive to estimation errors in the normalized speech correlation vector than the
MFMVDR filter, which will be investigated in detail in Chapter 4. In Chapter 4, we
will also discuss the ML estimator for the normalized speech correlation vector [15],
which we will be used as the reference estimator in this thesis, while in Chapter 5 and
6, we will present novel estimators, either based on robust beamformer approaches
or a low-rank speech model.

3.2.2 Multi-Frame Wiener Filter

Similarly to the single-frame WG in Section 3.1.1, the MFWF aims at minimizing
the MSE between the speech STFT coefficient X(m) and the estimated speech
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STFT coefficient X̂(m) in (2.17) [4, 14, 16]. Using the multi-frame signal model in
(2.16), the cost function of the MFWF is given by

JMFWF [h(m)]=E
[∣∣X(m)− hH(m)

(
γx(m)X(m) + u(m)

)∣∣2
]
. (3.27)

Assuming that the speech and noise STFT coefficients are uncorrelated, the cost
function in (3.27) can be written as

JMFWF [h(m)]=φX(m)− φX(m)hH(m)γx(m)− φX(m)γHx (m)h(m) (3.28)

+hH(m)
(
φX(m)γx(m)γHx (m) +Ru(m)

)
h(m).

Setting the gradient of JMFWF [h(m)] with respect to h(m) equal to zero results in
the MFWF [4,14,16], i.e.,

hMFWF(m) = φX(m)
(
φX(m)γx(m)γHx (m) +Ru(m)

)−1
γx(m) . (3.29)

Using the definition of the noisy speech correlation matrix in (2.25), the MFWF
can be written as

hMFWF(m) = φX(m)R−1y (m)γx(m) (3.30)

The MFWF in (3.30) depends on the speech PSD φX(m), the normalized speech
correlation vector γx(m) and the noisy speech correlation matrix Ry (m) in (3.30).

When comparing the MFWF in (3.30) with the MFMPDR filter in (3.23), the filters
can be summarized as

hMFWF(m) = cMFWF(m)R−1y (m)γx(m), (3.31)

hMFMPDR(m) = cMFMPDR(m)R−1y (m)γx(m), (3.32)

with

cMFWF(m) = φX(m), (3.33)

cMFMPDR(m) =
1

γHx (m)R−1y (m)γx(m)
. (3.34)

While in the case of the MFWF the term R−1y (m)γx(m) is multiplied by the speech
PSD φX(m), resulting to hMFWF(m) = 0 during speech pauses, in the case of the
MFMPDR filter the termR−1y (m)γx(m) is normalized by γHx (m)R−1y (m)γx(m). In
practice, due to this normalization the MFMPDR filter may be more robust against
numerical errors in the normalized speech correlation vector and the inverse of the
noisy speech correlation matrix than the MFWF in (3.30). More robust results may
be obtained by decomposing the MFWF into the MFMPDR filter and a single-
frame WG as postfilter. Applying the matrix inversion lemma in (3.25) to (3.29),
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the MFWF can be decomposed into the MFMVDR filter in (3.20) and a single-frame
WG as postfilter, i.e.,

hMFMVDR-WG(m) = hMFMVDR(m)
φX(m)

φX(m) +
(
γHx (m)R−1u (m)γx(m)

)−1 . (3.35)

This postfilter operates on the output of the MFMVDR filter, where(
γHx (m)R−1u (m)γx(m)

)−1
denotes the undesired output PSD φoutu (m) in (3.21).

As shown in Section 3.2.1, using (3.26) the MFMVDR filter in (3.20) is equivalent
to the MFMPDR filter in (3.23). Hence, (3.35) can also be formulated as

hMFMPDR-WG(m) = hMFMPDR(m)
φX(m)

φX(m) + φoutu (m)
. (3.36)

While the MFMPDR filter is designed to avoid speech distortion, the postfilter
aims at minimizing the MSE between the output of the MFMPDR filter and the
speech STFT coefficient. Hence, the filter hMFMPDR-WG(m) is capable to reduce
the undesired signal more strongly than the MFMPDR filter, but speech distortion
may be introduced. In Appendix A, we will evaluate the MFWF in (3.36) using
different estimators for the undesired output PSD. In the remainder of the thesis,
we will however focus on the MFMVDR and MFMPDR filters.

3.2.3 Relationship between Single-Microphone Multi-Frame and Multi-Microphone
Speech Enhancement Algorithms

While single-microphone speech enhancement algorithms exploit temporal and spec-
tral information of the speech and noise signals, multi-microphone speech enhance-
ment algorithms, also referred to as beamformers, are able to additionally exploit
spatial information of the speech and noise sources. In a frequently used multi-
microphone signal model [7–9], the vector of the speech STFT coefficients of the
microphone signals x(m) is modeled as the speech STFT coefficient X(m) of a refer-
ence microphone signal multiplied by a relative transfer function (RTF) vector plus
a residual speech component x′(m) (e.g., modeling late reverberation). The RTF
vector is defined as the acoustic transfer function vector between the desired speech
source and all microphones with respect to a reference microphone and hence de-
pends on, e.g., the position of the desired source and the reverberation of the room.
To estimate the desired speech STFT coefficients, complex-valued filter coefficients
are applied to the noisy speech vector, containing the noisy speech STFT coefficients
of the microphone signals, before being summed up. As mentioned in Section 1.2.2,
commonly used beamformers are the delay-and-sum beamformer [89], the MVDR
beamformer, [94] and its robust extensions [109], and the MWF [34, 95, 96]. In the
single-microphone multi-frame model in (2.16), the speech vector x(m) is modeled
as the speech STFT coefficient X(m) in the current (reference) time-frame multi-
plied by the normalized speech correlation vector plus the temporally uncorrelated
speech component x′(m). The normalized speech correlation vector contains statis-
tical information about the speech correlation across consecutive time-frames with
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respect to the current time-frame. To estimate the desired speech STFT coefficients,
complex-valued filter coefficients are applied to the noisy speech vector, containing
the noisy speech STFT coefficients in multiple time-frames, before being summed
up.

Conceptually, this multi-frame signal model is hence very similar to the aforemen-
tioned multi-microphone signal model when interpreting time-frames as microphone
inputs and the normalized speech correlation vector as the RTF vector of the de-
sired speech source, such that concepts from multi-microphone speech enhancement
can be applied to single-microphone speech enhancement when using a multi-frame
signal model. However, when comparing both models in more detail, there are three
major differences:

1. since the normalized speech correlation vector in the multi-frame signal model
contains statistical information about speech correlation across consecutive
time-frames, it is highly time-varying and needs to be estimated for each time-
frequency point, whereas the RTF vector of the desired source in the multi-
microphone signal model depends on spatial information and can hence be
assumed to be more stationary than the normalized speech correlation vector.

2. while it can be assumed for the multi-microphone signal model that the correla-
tion between the speech STFT coefficients in the different microphone signals
is relatively high for each frequency-bin, for the multi-frame signal model the
correlation between the speech STFT coefficients in consecutive time-frames
can be rather low for certain time-frequency points, e.g., for noise-like speech
sounds, (see Section 1.1)

3. while it can be assumed for the multi-microphone signal model that the term
x′(m) is either not dominant (often this term is even completely neglected)
or spatially stationary, for the multi-frame signal model the term x′(m) is
temporally highly non-stationary and can even be dominant compared to the
temporally correlated speech component s(m). This means that the influ-
ence of estimation errors in the normalized speech correlation vector for the
MFMVDR and MFMPDR filters may be larger than the influence of estima-
tion errors in the RTF vector of the desired source for the MVDR and MPDR
beamformers.

3.3 Summary

In this chapter, we introduced several single-microphone single-frame and multi-
frame speech enhancement algorithms. We discussed the single-frame WG, which
will be used as the reference speech enhancement algorithm in the remainder of
this thesis. In addition, we reviewed the ML estimator and the DDA to estimate
the a-priori SNR and the MMSE estimator and the minimum tracking approach
to estimate the noise PSD. Using the multi-frame signal model, we presented the
MFMVDR filter, the related MFMPDR filter and the MFWF, which will serve as
the basis for multi-frame speech enhancement algorithms proposed in this thesis. We
showed the relation between these filters, i.e., the decomposition of the MFWF into
the MFMPDR filter and a single-frame WG as postfilter. Furthermore, we showed



3.3 summary 39

that the MFMVDR filter requires estimates of the undesired correlation matrix and
the normalized speech correlation vector, where both quantities are highly time-
varying. In Chapter 4, we will provide a sensitivity analysis of the MFMVDR and
MFMPDR filters to estimation errors in both quantities, while in Chapters 5 and
6 we will propose novel methods to estimate the normalized speech correlation
vector from the noisy speech STFT coefficients. Finally, since the presented multi-
frame speech enhancement algorithms are related to multi-microphone algorithms,
we discussed the conceptual similarities and differences between single-microphone
multi-frame and multi-microphone algorithms.





4
SENSITIVITY ANALYSIS OF THE MFMVDR
AND MFMPDR FILTERS TO ESTIMATION
ERRORS

In Chapter 3, we introduced several single-microphone multi-frame filters, i.e., the
multi-frame minimum variance distortionless response (MFMVDR) filter using the
undesired correlation matrix and the multi-frame minimum power distortionless re-
sponse (MFMPDR) filter using the noisy speech correlation matrix. In this chapter,
we investigate the sensitivity of the MFMVDR and MFMPDR filters to estimation
errors in the normalized speech correlation vector, which is highly time-varying and
therefore difficult to accurately estimate. In practice, using an oracle estimate of
the normalized speech correlation vector, it was shown in [4,14] that the MFMPDR
filter achieves a good noise reduction performance and impressive results in terms of
speech distortion, especially for a single-microphone speech enhancement algorithm.
However, this oracle estimate requires the noise signal to be available. To blindly
estimate the normalized speech correlation vector from the noisy speech STFT co-
efficients, several approaches were proposed. Based on the assumption that the real
and imaginary parts of the normalized speech and noise correlation vectors follow
multivariate Gaussian distributions in [15], a ML and a MAP estimator were pro-
posed. Alternatively, in [16] it was proposed to estimate the normalized speech
correlation vector by applying the Wiener-Khinchin theorem based on an estimated
speech periodogram in a high frequency-resolution filterbank. In order to better un-
derstand the performance of the MFMVDR and MFMPDR filters, in this chapter
we investigate the sensitivity of two (oracle) versions of the MFMVDR filter and
the (blind) MFMPDR filter for different oracle and blind estimates of the normal-
ized speech correlation vector. In Sections 4.1 and 4.2, we present several oracle
and blind estimators for the normalized speech correlation vector and the undesired

This chapter is partly based on:

[131] D. Fischer and S. Doclo, “Sensitivity analysis of the multi-frame MVDR filter for single-
microphone speech enhancement,” in Proc. of Europ. Signal Process. Conf. (EUSIPCO),
Kos, Greece, Aug. 2017, pp. 633–637.
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correlation matrix, respectively. In Section 4.3, we evaluate the speech enhancement
performance of the MFMVDR filters and MFMPDR filter for different speech ma-
terial, noise types and SNRs using instrumental performance measures. Simulation
results show that even small estimation errors in the normalized speech correlation
vector may strongly decrease the speech quality. For conciseness, the frequency-bin
index k will be omitted in this chapter if not required. However, it should be realized
that all calculations are performed for each time-frequency point.

4.1 Normalized Speech Correlation Vector Estimators

In this section, we present several oracle and blind estimators for the normalized
speech correlation vector γx(m). For the oracle estimators, we make the (unrealis-
tic) assumption that either the speech STFT coefficients X(m) or the noise STFT
coefficients N(m) are available. In this case, the oracle speech and noise correlation
matrix estimates can be computed using recursive smoothing as

R̂O
x (m) = αxR̂

O
x (m− 1) + (1− αx)x(m)xH(m) , (4.1)

R̂O
n(m) = αnR̂

O
n (m− 1) + (1− αn)n(m)nH(m) , (4.2)

with αx and αn denoting smoothing parameters. In practice, only the noisy speech
STFT coefficients Y (m) are obviously available such that a (blind) estimate of the
noisy speech correlation matrix Ry (m) can be computed as

R̂y (m) = αyR̂y (m− 1) + (1− αy)y(m)yH(m) . (4.3)

4.1.1 Oracle Estimators

For the first oracle estimator, we assume that the oracle estimate of the speech corre-
lation matrix R̂O

x (m) in (4.1) is available. Hence, similarly to (2.12), the normalized
speech correlation vector γx(m) can be estimated as

γ̂I
x(m) =

R̂O
x (m)e

eT R̂O
x (m)e

(4.4)

with eT R̂O
x (m)e an oracle estimate of the speech PSD φX(m).

For the second oracle estimator, we assume that the oracle estimate of the noise
correlation matrix R̂O

n(m) in (4.2) is available. Similarly to (2.19) and (2.20), the
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normalized noisy speech correlation vector γy (m) and the normalized noise correla-
tion vector γn(m) can then be estimated as

γ̂y (m) =
R̂y (m)e

eT R̂y (m)e
, (4.5)

γ̂O
n (m) =

R̂O
n(m)e

eT R̂O
n(m)e

, (4.6)

with eT R̂y (m)e an estimate of the noisy speech PSD φY (m) and eT R̂O
n(m)e an

oracle estimate of the noise PSD φN (m). Based on (2.22), an oracle estimate of the
normalized speech correlation vector can then be obtained as

γ̂II
x (m) =

ξ̂O(m) + 1

ξ̂O(m)
γ̂y (m)− 1

ξ̂O(m)
γ̂O
n (m) (4.7)

with ξ̂O(m) an oracle estimate of the a-priori SNR ξ(m), given by

ξ̂O(m) =
eT
(
R̂y (m)− R̂O

n(m)
)
e

eT R̂O
n(m)e

. (4.8)

Since R̂y (m) is not exactly equal to R̂O
x (m) + R̂O

n(m), typically there will be a

small difference between the oracle estimate γ̂I
x(m) in (4.4) and the oracle estimate

γ̂II
x (m) in (4.7).

4.1.2 Blind Estimators

To blindly estimate the normalized speech correlation vector γx(m) from the noisy
speech STFT coefficients Y (m), different estimators were proposed, e.g., in [15,
16]. Based on a statistical analysis of the normalized speech and noise correlation
vectors, an ML and a MAP estimator for the normalized speech correlation vector
were proposed in [15]. While the MAP estimator relies on pre-trained data of the
correlation matrices of the normalized speech and noise correlation vectors, the ML
estimator is purely data-driven.

Using (2.21) and assuming that the real and imaginary parts of the normalized
speech and noise correlation vectors are identically distributed, multivariate Gaus-
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sian random variables, the likelihood of the normalized noisy speech correlation
vector γy (m) given γx(m) is equal to [15]

f
(
γy (m)|γx(m)

)
=

1

πLdet
[
Rγn

(m)
]exp

(
−
(

(ξ(m) + 1)γy (m)− ξ(m)γx(m)− µγn

)H

R−1γn
(m)
(

(ξ(m) + 1)γy (m)− ξ(m)γx(m)− µγn

))
, (4.9)

with

µγn
=E [γn(m)] , (4.10)

Rγn
(m)=E

[
(γn(m)− µγn

)(γn(m)− µγn
)H
]
, (4.11)

denoting the mean normalized noise correlation vector and the correlation matrix
of the normalized noise correlation vector, respectively, and det [·] the determinant
of a matrix. Maximizing the logarithm of the likelihood in (4.9) results in the ML
estimator for the normalized speech correlation vector, given by [15]

γ̂ML
x (m) =

ξ̂(m) + 1

ξ̂(m)
γ̂y (m)− 1

ξ̂(m)
µ̂γn

(4.12)

with ξ̂(m) an estimate of the a-priori SNR (cf. Section 3.1.2) and µ̂γn
an estimate

of the mean normalized noise correlation vector. It should be noted that the ML
estimator in (4.12) is very similar to the oracle estimator in (4.7). They mainly
differ in the estimate of the normalized noise correlation vector γn(m), which is
assumed to be constant for all time-frames in (4.12), such that it can be replaced
by an estimate of its mean value µ̂γn

.
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Fig. 4.1: Comparison of the (real part of the) oracle data-based estimate µ̂O
γn and the

model-based estimate µ̂M
γn at frequency-bin k = 5. The STFT is performed using

a frame length of 4 ms, an overlap of 75 % and a square-root Hann analysis window
wa(t) at a sampling frequency of 16 kHz. The number of consecutive time-frames
is set to L = 18. The smoothing parameter in (4.2) is set to αn = 0.90.
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Fig. 4.1 depicts two estimates for the mean normalized noise correlation vector µγn

over the time-lag l, i.e., an oracle data-based estimate µ̂O
γn

and a model-based
estimate µ̂M

γn
. For the oracle data-based estimate, we pre-trained a mean normalized

noise correlation vector based on the noise signals from the NOISEX-92 database
[145]. During training, the noise STFT coefficientsN(m) are assumed to be available,
such that the oracle noise correlation matrix R̂O

n(m) can be computed as in (4.2).
The oracle data-based estimate of the mean normalized noise correlation vector is
subsequently obtained by averaging R̂O

n(m) over all training data and applying (4.6).
For the model-based estimate, white Gaussian noise is assumed as the input signal,
such that for each frequency-bin k the mean normalized noise correlation vector is
completely defined by the frame shift R and the STFT analysis window wa(t) [15],
i.e.,

µ̂M
γn,l

(k) =




K−1∑
t=0

wa(t)wa(t+ lR)

K−1∑
t=0

w2
a(t)


 ej2πRkl/K with l = 0, 1, . . . , L− 1 . (4.13)

It can be observed that the oracle data-based estimate and the model-based estimate
in Fig. 4.1 are very similar. This was to be expected, since averaging over a large
dataset of noise signals is similar to white Gaussian noise. Hence, in the remainder
of the thesis we will use the model-based estimate µ̂M

γn
in (4.13) to compute the ML

estimate γ̂ML
x in (4.12).

The ML estimate in (4.12) strongly depends on the a-priori SNR estimate ξ̂(m). Es-
pecially for low a-priori SNRs, the ML estimate may become very large, such that
the estimation error between γx(m) and γ̂ML

x (m) may become very large. Further-
more, outliers in the a-priori SNR estimate may negatively affect the normalized
speech correlation vector estimate γ̂ML

x (m), resulting in unpleasant artifacts in the
background noise or even introducing speech distortion in the processed speech sig-
nal as reported in [15, 128]. In Section 4.3.1, we evaluate the influence of the ML
estimate for the different a-priori SNR estimators discussed in Section 3.1.2, i.e.,
the ML estimate ξ̂ML(m) in (3.8) and the DDA estimate ξ̂DDA(m) in (3.9), together
with the noise PSD estimators discussed in Section 3.1.3, i.e., the SPP-based noise
PSD estimate φ̂SPP

N (m) in (3.13) and the minimum tracking estimate φ̂Min
N (m) in

(3.16).

4.2 Undesired Correlation Matrix Estimators

In this section, we present several oracle estimators for the undesired correlation
matrix Ru(m) of the MFMVDR filter in (3.20). For the oracle estimators, we make
the (unrealistic) assumption that oracle estimates of the speech correlation matrix
Rx(m) and/or the noise correlation matrix Rn(m) are available. Since both cor-
relation matrices are typically highly time-varying, it is hardly feasible to blindly
estimate them from the noisy speech STFT coefficients in practice. Therefore, in
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practice we will only consider the MFMPDR filter in (3.23) using an estimate of

the noisy speech correlation matrix R̂y (m) in (4.3).

Using (2.10) and (2.25), the undesired correlation matrix can be written as

Ru(m) = Rx(m)− φX(m)γx(m)γHx (m) +Rn(m) . (4.14)

For the first oracle estimator of the undesired correlation matrix, we use the oracle
estimates of the speech correlation matrix R̂O

x (m) in (4.1) and the noise correlation
matrix R̂O

n(m) in (4.2), and the oracle estimate of the normalized speech correlation
vector γ̂I

x in (4.4), i.e.,

R̂I
u(m) = R̂O

x (m)− φ̂OX(m)γ̂I
x(m)γ̂I,H

x (m) + R̂O
n(m) (4.15)

with φ̂OX(m) = eT R̂O
x (m)e an oracle estimate of the speech PSD. Using R̂I

u(m) in
(4.15) will be referred to as the perfect MFMVDR filter (MFMVDRp).

For the second oracle estimator, we assume that the correlation matrix of the uncor-
related speech componentRx′(m) in (2.24) can be neglected, i.e.,Ru(m) = Rn(m).

Using the oracle estimate of the noise correlation matrix R̂O
n(m) in (4.2), the unde-

sired correlation matrix can then be approximated as

R̂II
u(m) = R̂n(m) (4.16)

Using R̂II
u(m) in (3.20) results in an approximated MFMVDR filter (MFMVDRa),

which aims at minimizing the noise output PSD while not distorting the correlated
speech component.

To avoid small numerical problems when computing the MFMVDR filter and the
MFMPDR filter, we apply diagonal loading before computing the inverse of the
undesired correlation matrix and the noisy speech correlation matrix, as suggested
in [15], i.e.,

R̂−1u (m) =


R̂u(m) +

κtr
[
R̂u(m)

]

L
IL



−1

(4.17)

where κ denotes a small scaling parameter, the operator tr [·] denotes the trace of a
matrix and IL denotes the L× L-dimensional identity matrix.

4.3 Simulation Results

In this section, we compare the speech enhancement performance of the practically
feasible MFMPDR filter with the oracle MFMVDR filters using instrumental perfor-
mance measures. In Section 4.3.1, we describe the used audio material and discuss
the algorithmic settings. In Section 4.3.2, we compare the speech enhancement per-
formance between the MFMPDR filter and the oracle MFMVDR filters for the
different oracle estimators of the normalized speech correlation vector presented in
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Section 4.1. In Section 4.3.3, we investigate the performance of the MFMPDR filter
using the blind state-of-the-art ML estimator for the normalized speech correlation
vector presented in Section 4.1.2.

4.3.1 Audio Material and Algorithmic Settings

For the evaluation, we used 260 s of speech material (131 s female, 129 s male) from
the TIMIT database [146] as speech signals, sampled at a sampling frequency of
16 kHz. As noise signals, we used two traffic noise signals, babble noise and factory
noise taken from the NOISEX-92 database [145]. The considered SNRs ranged from
0 dB to 15 dB in 5 dB steps. The speech enhancement performance was evaluated
in terms of the speech quality using the PESQ improvement (∆PESQ) and the
segmental SNR improvement ∆segSNR (cf. Section 2.2). All performance measures
were averaged over all considered speech signals and noise types.

Similarly as in [15], to exploit the speech correlation across consecutive time-frames,
we used a highly temporally resolved STFT framework with a frame length of 4 ms
(T = K = 64) and an overlap of 75 %, resulting in a frame shift of 1 ms (R = 16).
As the STFT analysis window wa(t) and the synthesis window ws(t), we used a
square-root Hann window.

The recursive smoothing parameters for the estimation of the correlation matrices in
(4.1), (4.2) and (4.3) are experimentally set to αx = 0.65, αn = 0.90 and αy = 0.92,
corresponding to a smoothing window of 2.5 ms, 10 ms and 12 ms, respectively. The
scaling parameter in (4.17) is set to κ = 0.001.

For the blind ML estimate of the normalized speech correlation vector in (4.12),
estimates of the a-priori SNR and the noise PSD are required. To estimate the a-
priori SNR, we either used the ML estimate ξ̂ML(m) in (3.8) or the DDA estimate

ξ̂DDA(m) in (3.9) with a weighting parameter of αDDA = 0.97. To reduce fluctuations
in the estimation of the a-priori SNR, we only updated the estimated speech STFT
coefficient X̂(m− 1) in (3.9) every 4 ms, i.e., every 4 frames. To reduce the amount
of speech distortion and to mask artifacts in the background noise, we applied a
lower limit of ξmin = −8 dB to the a-priori SNR estimate. To estimate the noise
PSD, we either used the SPP-based noise PSD estimate φ̂SPP

N (m) in (3.13), with a
smoothing parameter of αSPP = 0.90 and a fixed a-priori SNR of ξH1

= −15 dB, or

the noise PSD estimate φ̂Min
N (m) in (3.16), with an adaptation speed of ζ = −5 dB,

as suggested in [15].

To set the filter length L, we investigated the influence of the filter length on the
performance of the MFMVDRp, MFMVDRa and MFMPDR filters using the (quasi-
perfect) oracle estimate γ̂I

x(m) in (4.4) for filter lengths between 2 and 20, corre-
sponding to a data analysis length between 5 and 23 ms. For an SNR of 0 dB, Fig.
4.2 depicts the performance for different filter lengths L in terms of ∆PESQ and
∆segSNR, averaged over all speech signals and noise types. It can be seen that both
in terms of ∆PESQ and ∆segSNR the performance increases with increasing filter
length. While the ∆PESQ results for the MFMPDR filter saturate at about L = 12,
the ∆PESQ results for the MFMVDRp and MFMVDRa filters saturate at about
L = 18. For a fair comparison (independent of the computational complexity), in
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Table 4.1: Overview of the applied correlation matrices.

Label Correlation matrix

MFMVDRp Oracle undesired correlation matrix R̂I
u(m) in (4.15)

MFMVDRa Oracle noise correlation matrix R̂n(m) in (4.2)

MFMPDR Blind noisy speech correlation matrix R̂y (m) in (4.3)
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Fig. 4.2: Influence of the filter length L on the average (a) PESQ improvement and (b)
segSNR improvement for the MFMVDRp, MFMVDRa and MFMPDR filters us-
ing γ̂I

x(m) in (4.4) for 0 dB SNR.

this chapter we set the filter length to L = 18 for all filters, resulting in 21 ms of
analysis data used in each filtering operation.

4.3.2 Speech Enhancement Performance Using Oracle Normalized Speech Corre-
lation Vector Estimates

In this section, we compare the performance between the two oracle versions of the
MFMVDR filter and the MFMPDR filter (see Table 4.1) for the oracle normalized
speech correlation vector estimates γ̂I

x(m) in (4.4) and γ̂II
x (m) in (4.7).

Fig. 4.3(a) depicts the average performance in terms of ∆PESQ and ∆segSNR of the
MFMVDRp, MFMVDRa and MFMPDR filters (cf. Table 4.1) for different SNRs,
using the oracle estimate γ̂I

x(m) in (4.4). First, it can be seen that for all SNRs the
MFMVDRp filter achieves the highest PESQ and segSNR improvements, which are
quite impressive for a single-microphone speech enhancement algorithm. Although
the MFMPDR filter should theoretically be equivalent to the MFMVDR filter when
using a (quasi-perfect) estimate of γx(m) (cf. Section 3.2.1), it can be observed that
the performance of the MFMPDR filter is a bit worse than the MFMVDRp filter,
although still extremely good. This can be explained by the fact that in practice
R̂y (m) is not exactly equal to φ̂X(m)γ̂I

x(m)γ̂I,H
x (m) + R̂I

u(m) (cf. (2.25)). The
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Table 4.2: Overview of the considered a-priori SNR and noise PSD estimates in the ML
estimate of the normalized speech correlation vector.

Label Description

MFMPDRML
SPP ξ̂ML(m) in (3.8) with φ̂SPP

N (m) in (3.13)

MFMPDRML
Min ξ̂ML(m) in (3.8) with φ̂Min

N (m) in (3.16)

MFMPDRDDA
SPP ξ̂DDA(m) in (3.9) with φ̂SPP

N (m) in (3.13)

MFMPDRDDA
Min ξ̂DDA(m) in (3.9) with φ̂Min

N (m) in (3.16)

performance of the MFMVDRa filter, i.e., assuming that the uncorrelated speech
correlation matrix can be neglected, is the worst of all considered filters, especially
in terms of ∆segSNR and for high SNRs. This implies that the influence of the
uncorrelated speech component is crucial, especially at high SNRs, and neglecting
this component increases the amount of speech distortion leading to a reduced
speech quality.

Fig. 4.3(b) depicts the average performance in terms of ∆PESQ and ∆segSNR of the
MFMVDRp, MFMVDRa and MFMPDR filters using the oracle estimate γ̂II

x (m) in
(4.7), i.e., considering small estimation errors. Compared to the results in Fig. 4.3(a)
using the (quasi-perfect) estimate γ̂I

x(m), it can be observed that the performance
for all filters decreases. For instance, for an SNR of 5 dB, the ∆PESQ results are
reduced by 0.2 MOS for the MFMVDRp filter, by 0.18 MOS for the MFMPDR
filter and by 0.3 MOS for the MFMVDRa filter. Nevertheless, the MFMVDRp filter
still outperforms both the MFMVDRa filter and the MFMPDR filter, while the
MFMPDR filter still yields excellent results. These results show that even small
estimation errors in γx(m) decrease the overall performance. In addition, informal
listening tests revealed slight artifacts in the background noise, which is due to the
fact that γ̂II

x (m) in (4.7) is not accurately estimate during speech pauses.

4.3.3 Speech Enhancement Performance Using Blind Normalized Speech Correla-
tion Vector Estimates

In this section, we evaluate the performance of the practically feasible MFMPDR
filter using the blind ML estimate for the normalized speech correlation vector
γ̂ML
x (m) in (4.12). Using the different a-priori SNR estimates in Section 3.1.2 and

noise PSD estimates in Section 3.1.3 in the ML estimate, we compare four different
versions of the blind MFMPDR filter (see Table 4.2). Fig. 4.3(c) depicts the average
performance in terms of ∆PESQ and ∆segSNR of these MFMPDR filters.

First, it can be observed that the MFMPDRML
SPP filter and the MFMPDRDDA

SPP filter
using the SPP-based noise PSD estimator achieve the highest ∆PESQ and ∆segSNR
results, where the performance difference between the ML estimate and the DDA
estimate for the a-priori SNR is minor. The performance of the MFMPDRML

Min filter
is the worst, especially in terms of ∆PESQ. More importantly, comparing the per-
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Fig. 4.3: Influence of different estimators for the normalized speech correlation vector
γx(m) on the MFMVDRp, MFMVDRa and MFMPDR filters: (a) oracle esti-
mate γ̂I

x(m), (b) oracle estimate γ̂II
x (m) and (c) blind estimate γ̂ML

x (m). The
plots show the average PESQ and segmental SNR improvements.
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formance of the MFMPDR filter using the blind ML estimate for the normalized
speech correlation vector in Fig. 4.3(c) with the related oracle estimate γ̂II

x (m) in
Fig. 4.3(b), it can be observed that the performance is substantially degraded. For
instance, for an input SNR of 5 dB, ∆PESQ is reduced by 0.5 MOS. These results
indicate that, as expected, estimation errors in the normalized speech correlation
vector γx(m) lead to a strongly reduced speech enhancement performance for the
MFMPDR filter. Hence, further work is required to either improve the accuracy of
blind estimators for the highly time-varying normalized speech correlation vector,
or to improve the robustness of the MFMPDR filter against estimation errors.

4.4 Summary

In this chapter, we investigated the speech enhancement performance of the prac-
tically feasible MFMPDR filter with two oracle versions of the MFMVDR filter
for different oracle and blind estimates of the normalized speech correlation vector.
The simulation results show that, as expected, the oracle MFMVDR filter using
a quasi-perfect estimate of the undesired correlation matrix achieves the best re-
sults, but that even small estimation errors in the normalized speech correlation
vector decrease the performance. The results also show that the performance of the
MFMPDR filter is very close to the oracle (quasi-perfect) MFMVDR filter when
using oracle estimates of the normalized speech correlation vector. When using the
state-of-the-art blind ML estimator for the normalized speech correlation vector, the
performance of the MFMPDR is strongly reduced due to large estimations errors
in the normalized speech correlation vector. Hence, in the remainder of this thesis,
we will focus on estimating the normalized speech correlation vector to improve the
performance of the MFMPDR filter. In Chapter 5, we will investigate the poten-
tial of using concepts proposed for robust MPDR beamforming in the context of
single-microphone multi-frame speech enhancement, by estimating the normalized
speech correlation vector as the vector maximizing the total signal output PSD
within a spherical uncertainty set. In Chapter 6, based on a low-rank speech model
we will propose different matrix-based methods to estimate the normalized speech
correlation vector.





5
ROBUST CONSTRAINED MFMPDR FILTERS
BASED ON SPHERICAL UNCERTAINTY SET

As shown in Chapter 4, accurately estimating the highly time-varying normalized
speech correlation vector is crucial, since even small estimation errors may degrade
the speech enhancement performance of the multi-frame minimum power distortion-
less response (MFMPDR) filter. To improve the robustness of the MFMPDR filter
against estimation errors in the normalized speech correlation vector, in this chapter
we propose to estimate the normalized speech correlation vector within a spherical
uncertainty set.

In the area of multi-channel processing, i.e., beamforming, several approaches were
proposed to increase the robustness of MPDR beamformers (also called robust
Capon beamformers) against estimation errors in the steering vector. One of the
most popular approaches is diagonal loading, imposing a quadratic inequality con-
straint on the filter vector [101]. However, since diagonal loading does not explicitly
address uncertainty of the steering vector, several other approaches were proposed,
e.g., by imposing (equality and/or inequality) constraints on the so-called mismatch
vector, i.e., the difference between the steering vector and the presumed steering vec-
tor [102–110]. The robust MPDR beamformers in [104, 106] estimate the steering
vector as the vector maximizing the total signal output PSD of the MPDR beam-
former within a spherical uncertainty set. Inspired by these robust multi-channel
approaches, in this chapter we investigate the potential of estimating the normal-

This chapter is partly based on:

[132] D. Fischer and S. Doclo, ”Robust constrained MFMVDR Filtering for single-microphone
speech enhancement,” in Proc. Int. Workshop on Acoustic Signal Enhancement (IWAENC),
Tokyo, Japan, Sep. 2018, pp. 41-45.

[133] D. Fischer and S. Doclo, ”Evaluation of robust constrained MFMVDR Filtering for single-
channel speech enhancement,” in Proc. ITG Conference on Speech Commun., Oldenburg,
Germany, Oct. 2018, pp. 156-160.

[134] D. Fischer and S. Doclo, ”Robust constrained MFMVDR filters for single-channel speech
enhancement based on spherical uncertainty set,” IEEE/ACM Trans. Audio, Speech, Lan-
guage Process., 2020, manuscript submitted for publication.
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ized speech correlation vector as the vector maximizing the total signal output PSD
of the MFMPDR filter within a spherical uncertainty set. This corresponds to im-
posing a quadratic inequality constraint on the mismatch vector, i.e., the difference
between the speech correlation vector and the presumed normalized speech corre-
lation vector, e.g., the maximum-likelihood (ML) estimate in [15]. We propose two
constrained MFMPDR filters. The singly-constrained (SC) MFMPDR filter only
considers the quadratic inequality constraint on the mismatch vector to estimate
the (non-normalized) speech correlation vector and applies normalization afterwards.
On the other hand, the doubly-constrained (DC) MFMPDR filter integrates the (lin-
ear) normalization constraint into the optimization problem and directly estimates
the normalized speech correlation vector by solving an optimization problem with
two constraints. Since oracle simulations using several speech and noise signals at
different SNRs show that the norm of the mismatch vector decreases with increasing
SNR, we propose to train a non-linear mapping function that depends on the a-priori
SNR to set the upper bound of the spherical uncertainty set for each time-frequency
point.

In Section 5.1, the proposed constrained MFMPDR filters based on a spherical un-
certainty set as well as the mapping function to set the upper bound of the spherical
uncertainty set are presented. In Section 5.2, an instrumental and perceptual perfor-
mance comparison for different speech signals, noise types and SNRs is provided be-
tween both constrained MFMPDR filters, the state-of-the-art ML-MFMPDR filter
and the single-frame Wiener gain (WG) as reference speech enhancement algorithm.
The results show that the proposed constrained MFMPDR filters result in a more
conservative noise reduction performance with a more natural speech quality and
less noise distortion than the ML-MFMPDR filter, where the DC-MFMPDR filter
is preferred in terms of overall quality.

5.1 Constrained MFMPDR Filters

Aiming at improving the robustness against estimation errors in the normalized
speech correlation vector, in this section we propose two constrained MFMPDR
filters. Inspired by the robust MPDR beamformers in [104, 106], we propose to es-
timate the normalized speech correlation vector as the vector maximizing the total
signal output PSD of the MFMPDR filter within a spherical uncertainty set. Sec-
tion 5.1.1 presents the SC-MFMPDR filter, which only impose a quadratic inequality
constraint on the mismatch vector with respect to the presumed normalized speech
correlation vector, whereas Section 5.1.2 presents the DC-MFMPDR filter, which
jointly considers the quadratic inequality constraint as well as a (linear) normaliza-
tion constraint. Section 5.1.3 discusses a trained non-linear mapping function to set
the upper bound of the spherical uncertainty set for each time-frequency point. For
conciseness, the frequency-bin index k and the time-frame index m will be omitted
in this chapter if not required. However, it should be realized that all calculations
are performed for each time-frequency point.
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γHR−1y γ

γ1

γ2

γ̃x

ε

Fig. 5.1: Quadratic cost function in (5.3) with exemplary presumed normalized speech
correlation vector γ̃x and bound ε.

5.1.1 Singly-Constrained MFMPDR Filter

Given a presumed normalized speech correlation vector γ̃x , e.g., the ML estimate
γ̂ML
x in (4.12), the mismatch vector with respect to the (unknown) normalized speech

correlation vector γx is defined as δx = γx − γ̃x , with εx = ‖γx − γ̃x‖22. We now
define the spherical uncertainty set comprising all vectors whose squared distance
to the presumed normalized speech correlation vector γ̃x is smaller than or equal
to a bound ε ≥ 0, i.e.,

U =
{
γ = γ̃x + δ | ‖δ‖22 ≤ ε

}
. (5.1)

Similarly to the robust MPDR beamformer in [104], we propose to compute the
(non-normalized) speech correlation vector for the SC-MFMPDR filter as the vector
maximizing the total signal output PSD of the MFMPDR filter in (3.24) within the
spherical uncertainty set in (5.1), i.e.,

γ̆SC
x = argmax

γ

1

γHR−1y γ
, s.t. ‖γ − γ̃x‖22 ≤ ε , (5.2)

which is equivalent to

γ̆SC
x = argmin

γ
γHR−1y γ , s.t. ‖γ − γ̃x‖22 ≤ ε (5.3)

For an exemplary noisy speech correlation matrix Ry and L = 2, Fig. 5.1 visualizes

the quadratic cost function γHR−1y γ
H in (5.3), together with an exemplary pre-

sumed normalized speech correlation vector γ̃x and bound ε. Obviously, the bound
ε in (5.3) plays an important role and should be chosen in accordance with the ac-

curacy of the presumed normalized speech correlation vector γ̃x , i.e., if ‖γx − γ̃x‖22
is large, then ε should be large, whereas if ‖γx − γ̃x‖22 is small, then ε should be
small.
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The minimum of the quadratic cost function γHR−1y γ is given by γ̂x = 0, which is
obviously undesired. In order to avoid this solution, the bound ε should be chosen
such that

ε < ‖γ̃x‖22 . (5.4)

Under this condition and considering the convex nature of the quadratic cost func-
tion in (5.3), the inequality constraint in (5.3) can be replaced by an equality con-
straint, i.e.,

γ̆SC
x = argmin

γ
γHR−1y γ, s.t. ‖γ − γ̃x‖22 = ε . (5.5)

This constrained optimization problem can be solved using the method of Lagrange
multipliers [144]. The Lagrangian function is given by

LSC [γ , µ] = γHR−1y γ + µ
(
‖γ − γ̃x‖22 − ε

)
, (5.6)

with µ the Lagrange multiplier. Setting the gradient of LSC [γ , µ] with respect to γ

∇γLSC [γ , µ] = 2R−1y γ + 2µ (γ − γ̃x) (5.7)

equal to zero, yields

γ = µ
(
R−1y + µIL

)−1
γ̃x . (5.8)

Applying the matrix inversion lemma [144], we obtain the SC speech correlation
vector γ̆SC

x (µ) as

γ̆SC
x (µ) = γ̃x −

(
µRy + IL

)−1
γ̃x (5.9)

Setting the partial derivative of LSC [γ , µ] in (5.6) with respect to µ equal to zero
and substituting (5.9) results in

gSC(µ) =
∂LSC [γ , µ]

∂µ
=
∥∥∥
(
µRy + IL

)−1
γ̃x

∥∥∥
2

2
− ε = 0, (5.10)

which should be solved for the Lagrange multiplier µ.

Let the eigenvalue decomposition (EVD) of the noisy speech correlation matrix be
given by

Ry = UΥUH , (5.11)

where the columns of U contain the orthogonal eigenvectors and the diago-
nal elements of the diagonal matrix Υ are the corresponding eigenvalues, with
υ0 ≥ υ1 ≥ . . . ≥ υL−1. By defining

zγ̃ = UH γ̃x , (5.12)
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and using (5.11) and (5.12) in (5.10), we obtain

gSC(µ) =

L−1∑

l=0

|zγ̃,l|2
(1 + µυl)

2
= ε (5.13)

with zγ̃,l denoting the l-th element of zγ̃ . This non-linear equation in the Lagrange
multiplier µ can be solved, e.g., using Newton’s method [144]. The solution is then
used in (5.9), yielding the SC speech correlation vector γ̆SC

x . Since the normalization
constraint in (2.13) (i.e., the first element of γx is equal to 1) is typically not satisfied,
resulting in a scaling inaccuracy, normalization is performed, i.e.,

γ̂SC
x =

γ̆SC
x

eT γ̆SC
x

(5.14)

However, there is no guarantee that the normalized SC speech correlation vector
γ̂SC
x in (5.14) satisfies the quadratic inequality constraint in (5.1), i.e., lies within

the spherical uncertainty set. Using the normalized SC speech correlation vector in
(3.23) results in the SC-MFMPDR filter.

5.1.2 Doubly-Constrained MFMPDR Filter

Since it is not guaranteed that the normalized SC speech correlation vector satisfies
both the quadratic inequality constraint in (5.1), as well as the (linear) normalization
constraint in (2.13), in this section we propose to estimate the normalized speech
correlation vector as the vector maximizing the total signal output PSD of the
MFMPDR filter while satisfying both constraints, i.e.,

γ̂DC
x = argmin

γ
γHR−1y γ , s.t. ‖γ − γ̃x‖22 ≤ ε,

eTγ = 1
(5.15)

This doubly-constrained optimization problem can be transformed into a singly-
constrained optimization problem by decomposing the L-dimensional vector γ as

γ =

[
1

−d

]
= e−Ed , (5.16)

with d an (L − 1)-dimensional vector and the L × (L − 1)-dimensional matrix E
defined as

E =

[
01×L-1
IL-1

]
. (5.17)
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Similarly, the L-dimensional vectors γ̂DC
x and γ̃x can be decomposed as

γ̂DC
x =

[
1

−d̂DC
x

]
= e−Ed̂DC

x , (5.18)

γ̃x =

[
1

−d̃x

]
= e−Ed̃x . (5.19)

Instead of estimating γ̂DC
x , it is hence sufficient to estimate d̂DC

x , which can be done
by substituting (5.16), (5.18) and (5.19) into (5.15), i.e.,

d̂DC
x = argmin

d
(e−Ed)

H
R−1y (e−Ed) , s.t.

∥∥∥dx − d̃x
∥∥∥
2

2
≤ ε, (5.20)

transforming the doubly-constrained optimization problem in (5.15) into a singly-
constrained optimization problem.

Based on the definition of the normalized noisy speech correlation vector γy in
(2.19) and using the decomposition

γy =

[
1

−dy

]
, (5.21)

the L× L-dimensional noisy speech correlation matrix Ry can be decomposed as

Ry =

[
φY −φY dHy
−φY dy Dy

]
, (5.22)

with Dy an (L − 1)×(L − 1)-dimensional matrix. Using blockwise inversion, the
matrix R−1y is equal to

R−1y =

[
aY bHy

by S−1y

]
, (5.23)

with Sy the (L− 1)× (L− 1)-dimensional Schur complement [144], i.e.,

Sy = Dy − φY dydHy , (5.24)

and

aY = φ−1Y + dHy S
−1
y dy , (5.25)

by = S−1y dy . (5.26)

Using (5.23), the optimization problem in (5.20) can be reformulated as

d̂DC
x = argmin

d
aY − bHy d − dHby + dHS−1y d, s.t.

∥∥∥d − d̃x
∥∥∥
2

2
≤ ε (5.27)
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d2

d1 ε

aY

dHby − bHy d + dHS−1y d

dy

d̃x

Fig. 5.2: Quadratic cost function in (5.27) with exemplary vector d̃x (part of γ̃x), vector
dy (part of γy ) and bound ε.

which is similar but obviously not the same as the optimization problem in (5.3).

For an exemplary noisy speech correlation matrix Ry and L = 3, Fig. 5.2 visualizes

the quadratic cost function aY − bHy d − dHby + dHS−1y d, together with an exem-

plary presumed vector d̃x (part of γ̃x) and bound ε. In comparison to Fig. 5.1, the
quadratic cost function is shifted upwards by the scalar aY and shaped by the term
−bHy d − dHby . Similarly as in Section 5.1.1, for the optimization problem in (5.27)
the bound ε plays an important role and should be chosen in accordance with the
accuracy of the presumed vector d̃x .

The minimum of the quadratic cost function aY −bHy d−dHby+dHS−1y d is given by

d̂x = Syby , which using (5.26) is equal to dy . Using this solution, or consequently
γy , in (3.23) results in the MFMPDR filter being equal to the selection vector e,
which is obviously undesired. In order to avoid this solution, the bound ε should be
chosen such that

ε <
∥∥∥d̃x − dy

∥∥∥
2

2
. (5.28)

Under this condition and considering the convex nature of the quadratic cost func-
tion in (5.27), the inequality constraint in (5.27) can be replaced by an equality
constraint, i.e.,

d̂DC
x = argmin

d
aY − bHy d − dHby + dHS−1y d, s.t.

∥∥∥d − d̃x
∥∥∥
2

2
= ε. (5.29)

Similarly to (5.5), this constrained optimization problem can be solved using the
method of Lagrange multipliers [144], where the Lagrangian function is now given
by

LDC [d, µ] = aY − bHy d − dHby + dHS−1y d + µ

(∥∥∥d − d̃x
∥∥∥
2

2
− ε
)
, (5.30)
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with µ the Lagrange multiplier. Setting the gradient of LDC [d, µ] with respect to d

∇dLDC [d, µ] = 2S−1y d − 2by + 2µ(d − d̃x), (5.31)

equal to zero, yields

d =
(
S−1y + µIL-1

)−1 (
by + µd̃x

)
. (5.32)

Applying the matrix inversion lemma [144], we obtain the vector d̂DC
x (µ) as

d̂DC
x (µ) =

(
IL-1 −

(
µSy + IL-1

)−1)
(

1

µ
by + d̃x

)
(5.33)

Setting the partial derivative of LDC [d, µ] in (5.30) with respect to µ equal to zero
and substituting (5.33) results in

gDC(µ) =
∂LDC [d, µ]

∂µ
=

∥∥∥∥
(
µSy + IL-1

)−1
(

1

µ
by + d̃x

)
− 1

µ
by

∥∥∥∥
2

2

− ε = 0 ,(5.34)

which should be solved for the Lagrange multiplier µ.

Let the EVD of the Schur complement Sy in (5.24) be given by

Sy = ΨΘΨH , (5.35)

where the columns of Ψ contain the orthogonal eigenvectors and the diago-
nal elements of the diagonal matrix Θ are the corresponding eigenvalues, with
ϕ0 ≥ ϕ1 ≥ . . . ≥ ϕL−2. By defining

z
d̃

= ΨH d̃x , (5.36)

zb = ΨHby , (5.37)

and using (5.35), (5.36) and (5.37) in (5.34), we obtain

gDC(µ) =

L−2∑

l=0

∣∣zb,lϕl − zd̃,l
∣∣2

(1 + µϕl)
2

= ε (5.38)

with z
d̃,l

and zb,l denoting the l-th element of z
d̃

and zb , respectively. This non-

linear equation in the Lagrange multiplier µ can be solved similarly to (5.13), e.g.,

using Newton’s method [144]. The solution is then used in (5.33), to obtain d̂DC
x , and

subsequently in (5.18), yielding the normalized DC speech correlation vector γ̂DC
x .

Using γ̂DC
x in (3.23) results in the DC-MFMPDR filter. It should be noted that due

to the EVD in (5.11) and (5.35) and solving the non-linear equations in (5.13) and
(5.38), the computational complexity is obviously larger for the constrained MFM-
PDR filters than for the ML-MFMPDR filter, where the computational complexity
for the SC-MFMPDR filter and the DC-MFMPDR filter is similar.
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Fig. 5.3: Normalized joint PDF of the oracle bound ε̂OML and the a-priori SNR estimate
ξ̂DDA with the mapping function ε̂Map in red.

5.1.3 Bound of the Spherical Uncertainty Set

As already mentioned, the bound ε of the spherical uncertainty set in (5.1) plays a
crucial role for both constrained optimization problems in that it should be chosen in
accordance with the accuracy of the presumed normalized speech correlation vector
γ̃x . In this chapter, we define the oracle normalized speech correlation vector γ̂II

x in
(4.7) as the (optimal) solution aiming to be found for the constrained optimization
problems. In order to ensure that γ̂II

x lies within the spherical uncertainty set (and
hence can be found as a solution of the constrained optimization problems), the

bound ε should be larger than or equal to the oracle bound ε̂O =
∥∥γ̂II
x − γ̃x

∥∥2
2
. In

this chapter, we will use the ML estimate γ̂ML
x in (4.12) as the presumed normalized

speech correlation vector γ̃x . Since we showed in Chapter 4 that the accuracy of the
ML estimate strongly depends on the a-priori SNR estimate ξ̂ (cf. Section 4.3.3),
we propose to train a (non-linear) mapping function between the oracle bound, i.e.,

ε̂OML =
∥∥γ̂II
x − γ̂ML

x

∥∥2
2
, (5.39)

and an estimate of the a-priori SNR. To estimate the a-priori SNR, we use the DDA
estimate ξ̂DDA in (3.9) with the SPP-based noise PSD estimate φ̂SPP

N in (3.13). For
a wide range of speech and noise signals (30 TIMIT sentences [146], speech-shaped
noise, two traffic and babble noise signals [145]) and an SNR range of 0 dB to 15 dB
in 5 dB steps, Fig. 5.3 shows the normalized joint probability density function (PDF)
of the oracle bound ε̂OML and the a-priori SNR estimate ξ̂DDA (for all time-frequency
points). It can be clearly observed that the oracle bound decreases with increasing
a-priori SNR. Fitting a linear function (in log-log scale) to the maximum value of the
normalized PDF for each a-priori SNR estimate ξ̂DDA yields the mapping function

ε̂Map(ξ̂DDA
dB ) = 10(−1.983ξ̂DDA

dB +2)/10 (5.40)

with ξ̂DDA
dB = 10 log10(ξ̂DDA). This mapping function is shown in red in Fig. 5.3.
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5.2 Simulation Results

In this section, we analyze the performance of the proposed constrained MFMPDR
filters based on a spherical uncertainty set. In Section 5.2.1 we discuss the audio
material and the algorithmic settings. In Section 5.2.2 we compare the accuracy of
the proposed normalized SC and DC speech correlation vector estimates with the
ML estimate. For different speech signals, noise types and SNRs, in Section 5.2.3 and
5.2.4 we compare the instrumental and perceptual speech quality of the proposed SC-
MFMPDR and DC-MFMPDR filters with the state-of-the-art ML-MFMPDR filter
and the single-frame Wiener gain (WG) as reference speech enhancement algorithm.

5.2.1 Audio Material and Algorithmic Settings

For the evaluation, we used 60 sentences from the TIMIT database [146], spoken
by different speakers (10 male, 10 female) as speech signals, sampled at a sampling
frequency of 16 kHz. As noise signals, we used speech-shaped noise, traffic noise,
babble noise and factory noise signals taken from the NOISEX-92 database [145].
The considered SNRs ranged from -5 dB to 20 dB in 5 dB steps. We made sure that
the evaluation data differs from the data used for training the mapping function in
Section 5.1.3.

For the MFMPDR filter similarly as in Section 4.3, in order to achieve a high speech
interframe correlation, we used a highly temporally resolved STFT framework with
a frame length of 4 ms (T = K = 64) and an overlap of 75 %, resulting in a frame
shift of 1 ms (R = 16). As the STFT analysis window wa(t) and the synthesis window
ws(t), we used a square-root Hann window. Similarly as in Section 4.3 and [15], the
number of consecutive time-frames is set to L = 18, resulting in 21 ms of data used
in each filtering operation.

The noisy speech correlation matrix Ry and the oracle noise correlation matrix

estimate (required for the oracle estimate γ̂II
x in (4.7)) are estimated using recursive

smoothing as in (4.3) and (4.2), with smoothing parameters experimentally set
to αy = αn = 0.90, corresponding to a smoothing window of 10 ms. To avoid
numerical problems for the MFMPDR filter, we performed diagonal loading as in
(4.17) before computing the inverse of the noisy speech correlation matrix, with
a scaling parameter of κ = 0.001, similarly as in Section 4.3. The a-priori SNR
estimate ξ̂ required for the ML estimate γ̂ML

x in (4.12) and the bound ε̂Map in (5.40),

is computed using the DDA estimate ξ̂DDA in (3.9) with a weighting parameter of

αDDA = 0.70 and the SPP-based noise PSD estimate φ̂SPP
N in (3.13).

Although the main objective is to compare the performance of the proposed con-
strained MFMPDR filters with the ML-MFMPDR filter, we will also consider the
single-frame WG as a reference single-microphone speech enhancement algorithm.
For a fair comparison, the WG is implemented using an equivalent frame length of
21 ms and an overlap of 50 %. The a-priori SNR for the WG is also computed using
the DDA estimate ξ̂DDA in (3.9) with a weighting parameter of αDDA = 0.98 and

the SPP-based noise PSD estimate φ̂SPP
N in (3.13). To reduce the amount of speech
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(a) (b)

Fig. 5.4: Average (a) MSE and (b) percentage of outliers for the normalized ML, SC and
DC speech correlation vector estimates using the oracle bound ε̂OML and the map-
ping function ε̂Map for different SNRs. The lower and upper parts of the bars rep-
resent the performance in speech-and-noise and noise-only time-frequency points,
respectively.

distortion and to mask artifacts in the background noise, the lower limit for the
WG in (3.5) is set to Gmin = −17 dB.

5.2.2 Accuracy of the Normalized Speech Correlation Vector Estimates

In this section, we compare the accuracy of the proposed normalized SC and DC
speech correlation vector estimates γ̂SC

x (5.14) and γ̂DC
x in (5.18) with the ML

estimate γ̂ML
x in (4.12). To evaluate the proposed mapping function ε̂Map for the

bound of the spherical uncertainty set in (5.40), we compare the performance of the
SC and DC estimates using the oracle bound ε̂OML in (5.39) and using the mapping
function ε̂Map.

To evaluate the accuracy of the normalized speech correlation vector estimates, we
use the normalized mean-square error (MSE) between the estimated oracle nor-
malized speech correlation vector γ̂II

x in (4.7) and the estimated normalized speech
correlation vector γ̂x , i.e.,

MSE =
1

|P∗|
∑

k,m∈P∗

∥∥γ̂II
x (k,m)− γ̂x(k,m)

∥∥2
2∥∥γ̂II

x (k,m)
∥∥2
2

, (5.41)

where P∗ either denotes the set of time-frequency points that contain noise-only
PN or speech-and-noise PY , defined as time-frequency points with an oracle a-priori
SNR estimate ξ̂O in (4.8) smaller or larger than -5 dB, respectively. Furthermore,
we classify time-frequency points whose normalized squared error is larger than 200
as outliers and exclude them from the MSE calculation.
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For different SNRs, Fig. 5.4 depicts the performance, averaged over all combinations
of speech and noise signals, in terms of the MSE and the percentage of outliers in
speech-and-noise time-frequency points (lower bar) and noise-only time-frequency
points (upper bar). For all SNRs, it can be clearly observed that the SC and DC
estimates achieve a considerably lower MSE than the ML estimate, where the DC
estimate achieves the lowest MSE of all considered estimates (both in speech-and-
noise and noise-only time-frequency points). This shows that the accuracy of the
normalized speech correlation vector estimate can be substantially improved by
jointly considering the quadratic inequality constraint and the normalization con-
straint (see Section 5.1.2).

Furthermore, it can be observed for both the SC and DC estimates that the MSE
obtained using the proposed mapping function ε̂Map is similar to the MSE obtained
using the oracle bound ε̂OML, showing that the proposed mapping function is a good
approximation. In addition, whereas the ML estimate causes a large amount of
outliers, resulting in speech distortion and unpleasant artifacts in the background
noise, it can be observed that no outliers occur for the SC and DC estimates.

In conclusion, these results show that the SC and DC estimates are more accurate
than the state-of-the-art ML estimate, with the DC estimate achieving the highest
estimation accuracy.

5.2.3 Instrumental Speech Enhancement Performance

In this section, the speech enhancement performance of the proposed SC-MFMPDR
and DC-MFMPDR filters using the mapping function ε̂Map is evaluated and com-
pared with the ML-MFMPDR filter. As already mentioned, although the main
objective is to compare the proposed constrained MFMPDR filters with the ML-
MFMPDR filter, we also consider the single-frame WG as reference algorithm. For
different SNRs, Fig 5.5 depicts the results, averaged over all combinations of speech
and noise signals, in terms of the considered instrumental performance measures,
i.e., segSSNR (speech distortion), segNR (noise reduction), ∆Ψlog (noise distortion)
and ∆PESQ (speech quality) (cf. Section 2.2).

First, it can be observed that the constrained MFMPDR filters yield larger segSSNR
values (i.e., less speech distortion) but smaller segNR values (i.e., less noise reduc-
tion) than the ML-MFMPDR filter and the WG. Among the MFMPDR filters, the
DC-MFMPDR filter yields the largest segSSNR values, which can be explained by
the high estimation accuracy of the normalized DC speech correlation vector (see Fig.
5.4). The more conservative noise reduction performance (especially at low SNRs)
of the SC-MFMPDR and DC-MFMPDR filters compared to the ML-MFMPDR
filter can be explained by the additional robustness constraints. Second, it can be
observed that the constrained MFMPDR filters yield lower ∆Ψlog values (i.e., less
noise distortion) than the ML-MFMPDR filter and the WG, and that among the
MFMPDR filters, the DC-MFMPDR filter yields the lowest ∆Ψlog values. Third,
the ∆PESQ results indicate that at low SNRs a better overall quality is obtained
by the constrained MFMPDR filters than the ML-MFMPDR filter, whereas at high
SNRs a better overall quality is obtained by the ML-MFMPDR filter than the
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Fig. 5.5: Average (a) segmental speech SNR (segSSNR), (b) segmental noise reduction
(segNR), (c) weighted log kurtosis ratio (∆Ψlog) and (d) PESQ improvement
(∆PESQ) obtained using the Wiener gain (WG), the ML-MFMPDR filter and
the proposed SC-MFMPDR and DC-MFMPDR filters for different SNRs.

constrained MFMPDR filters. However, since for all SNRs informal listening exper-
iments suggest that for the constrained MFMPDR filters the speech sounds more
natural and less musical noise is present than for the ML-MFMPDR filter for all
SNRs, we decided to conduct a formal listening test.

5.2.4 Perceptual Speech Enhancement Performance

The perceptual evaluation was performed using a pairwise preference test, where
the SC-MFMPDR filter, the DC-MFMPDR filter, the ML-MFMPDR filter, the WG
and the unprocessed noisy speech signal were compared to each other resulting in a
comparison of ten signal pairs. All signal pairs were evaluated under four acoustic
scenarios in terms of three evaluation criteria: speech quality, noise reduction and
overall quality. For the four acoustic scenarios, we mixed traffic and babble noise
[145] as noise signals with a randomly selected TIMIT sentence [146] as the speech
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(a)

(b)

Fig. 5.6: Boxplots of the preference ratings for the unprocessed noisy speech signal, the WG,
the ML-MFMPDR filter and the proposed SC-MFMPDR and DC-MFMPDR
filters for the criteria speech quality, noise reduction and overall quality for SNRs
of (a) 0 dB and (b) 10 dB (averaged over both noise types). On each box, the
central horizontal line is the median, the edges of the box are the 25-th and 75-th
percentiles and the whiskers extend to 1.5 times the interquartile range from the
median. Outliers are indicated by + markers.

signal at an SNR of 0 and 10 dB. We asked 15 self-reported normal-hearing subjects
aged between 23 and 39 to judge which of the two presented signals is preferred in
terms of the three evaluation criteria per acoustic scenario. The order of the acoustic
scenarios as well as the order of the signal pairs was randomized. As a reference,
the speech signal was also available. After all signal pairs per acoustic scenario were
evaluated for one criterion, the next criterion was rated.

The signals were presented diotically over Sennheiser HDA 200 headphones using
an RME Babyface sound card in a quiet office. Similarly as in [147], the ratings are
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expressed in the percentage of times each algorithm was preferred, i.e., a value of
100 % indicates that the algorithm won every pairwise comparison it was involved
in. To determine statistical significance, we used the non-parametric Friedman test
[148] followed by a Wilcoxon signed-rank test [149] with Bonferroni correction [150].
Statistical significance is assumed for p < 0.05.

Since the ratings between the two noise types showed no statistically significant
difference for both SNRs, we averaged the ratings over the two noise types for each
SNR. Fig. 5.6 shows the boxplots of the average preference ratings for the three
considered evaluation criteria for both SNRs. In terms of speech quality, the results
show that for both SNRs the DC-MFMPDR filter (75 % at 0 dB, 75 % at 10 dB) is
preferred over the SC-MFMPDR filter (50 % at 0 dB, 63 % at 10 dB), the WG (25 %
at 0 dB, 25 % at 10 dB) and especially the ML-MFMPDR filter (0 % at 0 dB, 13 % at
10 dB), where the differences between the ML-MFMPDR filter and the constrained
MFMPDR filters are statistically significant. Moreover, the results show that the
preference between the DC-MFMPDR filter and the unprocessed signal (63 % at
0 dB, 75 % at 10 dB) is very similar in terms of speech quality. In terms of noise
reduction, the results show that for both SNRs the ML-MFMPDR filter (88 % at
0 dB, 88 % at 10 dB) and the WG (88 % at 0 dB, 88 % at 10 dB) are preferred over
the SC-MFMPDR filter (50 % at 0 dB, 50 % at 10 dB), the DC-MFMPDR filter
(25 % at 0 dB, 25 % at 10 dB) and the unprocessed signal (13 % at 0 dB, 13 % at
10 dB), with statistically significant differences at both SNRs. In terms of overall
quality, the results show that for both SNRs the DC-MFMPDR filter (63 % at 0 dB,
63 % at 10 dB) is preferred over the unprocessed signal (50 % at 0 dB, 38 % at 10 dB),
the SC-MFMPDR filter (38 % at 0 dB, 38 % at 10 dB) and the ML-MFMPDR filter
(25 % at 0 dB, 38 % at 10 dB). Despite the large speech distortion of the WG, these
results also show that the WG (88 % at 0 dB, 100 % at 10 dB) is preferred compared
to all MFMPDR filters, presumably due to its larger noise reduction.

In conclusion, the results from the perceptual listening test show that the proposed
DC-MFMPDR filter leads to less speech distortion and a more natural speech qual-
ity than the SC-MFMPDR and ML-MFMPDR filters and the WG, but that the
proposed constrained MFMPDR filters are more conservative in suppressing the
background noise than the ML-MFMPDR filter and the WG.

5.3 Summary

In this chapter, we investigated the potential of using concepts proposed for ro-
bust MPDR beamforming in the context of single-microphone multi-frame speech
enhancement. We proposed two constrained MFMPDR filters that estimate the nor-
malized speech correlation vector as the vector maximizing the total signal output
PSD within a spherical uncertainty set. This corresponds to imposing a quadratic
inequality constraint on the mismatch vector with respect to the presumed normal-
ized speech correlation vector. While the SC-MFMPDR filter only considers the
quadratic inequality constraint and applies the required normalization afterwards,
the DC-MFMPDR jointly considers the quadratic inequality constraint and the lin-
ear normalization constraint in the optimization problem. To set the upper bound of
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the spherical uncertainty set, we proposed to use a trained non-linear mapping func-
tion that depends on the a-priori SNR estimate. Simulation results show that the
proposed approaches to estimate the normalized speech correlation vector clearly
lead to a more accurate estimate than the ML estimate, with the DC estimate
achieving the highest estimation accuracy. An instrumental and a perceptual eval-
uation for different speech signals, noise types and SNRs indicated that although
the proposed constrained MFMPDR filters lead to a more conservative noise reduc-
tion than the ML-MFMPDR filter and the WG, especially the DC-MFMPDR filter
produces less speech and noise distortions than the state-of-the-art ML-MFMPDR
filter, such that the speech sounds more natural and less musical noise is present.



6
NORMALIZED SPEECH CORRELATION
VECTOR ESTIMATION BASED ON A
LOW-RANK SPEECH MODEL

Whereas in Chapter 5 we used concepts from robust beamforming to improve the
robustness of the multi-frame minimum power distortionless response (MFMPDR)
filter against estimation errors in the normalized speech correlation vector, in this
chapter based on a low-rank speech model we propose matrix-based methods to
estimate the normalized speech correlation vector.

Most existing estimators of the normalized speech correlation vector, such as the
maximum-likelihood (ML) estimator discussed in Section 4.1.2 or the estimator
based on a high frequency-resolution STFT filterbank proposed in [16], only make
use of the first column of the estimated noisy speech, noise and/or speech correla-
tion matrices and hence do not exploit the information of the complete estimated
correlation matrices. Assuming that speech signals can be modeled using a low-rank
model [18,19], e.g., as a linear combination of a limited number of complex exponen-
tials, the speech correlation matrix can be assumed to be rank-deficient, e.g., of rank
Q. Based on this assumption, we propose two methods to estimate the normalized
speech correlation matrix from which the normalized speech correlation vector can
be easily computed. The matrix-subtraction method first subtracts the estimated
normalized noise correlation matrix from the estimated noisy speech correlation
matrix and then estimates the normalized speech correlation matrix using the Q
largest eigenvalues and the corresponding eigenvectors of this matrix. The subspace-
decomposition method estimates the normalized speech correlation matrix using the
Q largest eigenvalues and the corresponding eigenvectors of the prewhitened nor-
malized noisy speech correlation matrix.

This chapter is partly based on:

[135] D. Fischer and S. Doclo, ”Subspace-based speech correlation vector estimation for single
microphone multi-frame MVDR Filtering,” in Proc. IEEE Int. Conf. Acoust., Speech, Signal
Process. (ICASSP), Barcelona, Spain, May 2020, pp. 856 - 860.
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For both methods, an estimate of the normalized noise correlation matrix and the
speech model order is required. Similarly to the vector-based ML estimator in Sec-
tion 4.1.2, where an estimate of the mean normalized noise correlation vector is
used instead of the normalized noise correlation vector, we will use an estimate
of the mean normalized noise correlation matrix for the matrix-based estimators.
For the speech model order, we either assume that the uncorrelated speech compo-
nent in the multi-frame signal model can be neglected and use a fixed value equal
to 1 for all time-frequency points or we estimate the speech model order for each
time-frequency point. Estimating the dimension of the signal subspace from a noisy
correlation matrix is a well-known problem, for which several model order selection
criteria such as the Akaike information criterion (AIC) [151,152] and the minimum
description length (MDL) selection criterion [152,153] were proposed. However, since
for the considered MFMPDR filter the noisy speech correlation matrix is typically
estimated using a small amount of data (i.e., 10-20 ms), these estimators lead to
an inaccurate estimate of the speech model order. To increase the accuracy of the
speech model order estimate, we propose to incorporate the a-priori SNR estimate
into the MDL selection criterion, similarly to [38], where the noise PSD estimate
was incorporated into the MDL selection criterion.

In Section 6.1, we propose two matrix-based methods to estimate the normalized
speech correlation vector based on a low-rank speech model, namely the matrix-
subtraction (MS) method and the subspace-decomposition (SD) method. In Sec-
tion 6.2, we propose several methods to estimate the speech model order for each
time-frequency point. In Section 6.3, we provide an instrumental performance com-
parison for different speech signals, noise types and SNRs between both matrix-
based MFMPDR filters, the state-of-the-art vector-based ML-MFMPDR filter and
the single-frame WG as reference speech enhancement algorithm. Simulation results
show that the proposed SD-MFMPDR filter leads to a better speech quality and
more noise reduction than the ML-MFMPDR filter, while keeping speech distortion
low.

6.1 Matrix-based Normalized Speech Correlation Vector Estimators

In this section, we propose two matrix-based methods to estimate the normalized
speech correlation vector, namely the MS method in Section 6.1.1 and the SD
method in Section 6.1.2. Both methods are based on the eigenvalue decomposi-
tion (EVD) of a matrix, which is either constructed by subtracting the estimated
normalized noise correlation matrix from the estimated normalized noisy speech
correlation matrix or by prewhitening the estimated normalized noisy speech cor-
relation matrix with the estimated normalized noise correlation matrix. In Section
6.1.3, we discuss the estimation of the normalized noise correlation matrix. For con-
ciseness, the frequency-bin index k and the time-frame index m will be omitted in
this chapter if not required. However, it should be realized that all calculations are
performed for each time-frequency point.
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6.1.1 Matrix-Subtraction Method

Similarly to the vector formulation in (2.22), it can be easily shown that the nor-
malized speech correlation matrix Γx in (2.26) is equal to subtracting the scaled
normalized noise correlation matrix Γn in (2.28) from the scaled normalized noisy
speech correlation matrix Γy in (2.27), i.e.,

Γx =
ξ + 1

ξ
Γy −

1

ξ
Γn , (6.1)

with ξ the a-priori SNR defined in (2.7).

Assuming that the speech correlation matrix Rx is of rank Q, with Q ≤ L, it was
shown in Section 2.1.2 that

Γx = γxγ
H
x + Γ

x′ , (6.2)

with Γ
x′

a rank-(Q-1) matrix. The EVD of Γx is given by

Γx = WΛxW
H =

Q∑

q=1

λx,qwqw
H
q , (6.3)

where the L×Q-dimensional matrix W contains the orthonormal eigenvectors
w1,w2, . . . ,wQ, and the diagonal elements of the Q×Q-dimensional matrix Λx
are the corresponding speech eigenvalues, with λx,1 ≥ λx,2 ≥ . . . ≥ λx,Q.

In practice, let Γ̂MS
x be an estimate of Γx based on (6.1), i.e.,

Γ̂MS
x =

ξ̂ + 1

ξ̂
Γ̂y −

1

ξ̂
Γ̂n (6.4)

where Γ̂y and Γ̂n denote estimates of the normalized noisy speech and noise cor-

relation matrices, respectively, and ξ̂ denotes an estimate of the a-priori SNR (cf.
Section 3.1.2). Since Γ̂MS

x is typically a full-rank matrix, the EVD of Γ̂MS
x is given

by

Γ̂MS
x =

L∑

q=1

λ̂x,qŵqŵ
H
q , (6.5)

where ŵq and λ̂x,q denote the q-th eigenvector and the corresponding eigenvalue of

Γ̂MS
x , respectively. It should be noted that the eigenvalues λ̂x,q are not guaranteed
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to be larger than or equal to zero. The best rank-Q̂ approximation of Γ̂MS
x , with Q̂

the estimated speech model order (cf. Section 6.2), can be obtained as

Γ̂MS,Q
x =

Q̂∑

q=1

λ̂x,qŵqŵ
H
q (6.6)

The MS normalized speech correlation vector estimate γ̂MS,Q
x is then given by

γ̂MS,Q
x =

Γ̂MS,Q
x e

eT Γ̂MS,Q
x e

(6.7)

where the normalization guarantees that the first element of γ̂MS,Q
x is equal to 1

and e =
[
1, 0, . . . , 0

]T
is an L-dimensional selection vector.

6.1.2 Subspace-Decomposition Method

For the SD method, we consider the prewhitened normalized noisy speech correlation
matrix Γwy , defined as

Γwy = C−1ΓyC
−H , (6.8)

with C the L×L-dimensional lower triangular Cholesky factor [144] of the normal-
ized noise correlation matrix Γn , i.e.,

Γn = CCH. (6.9)

Using (6.1) and (6.8), the prewhitened normalized speech correlation matrix Γwx is
given by

Γwx = C−1ΓxC
−H =

ξ + 1

ξ
Γwy −

1

ξ
IL , (6.10)

with IL the L×L-dimensional identity matrix. Let the EVD of Γwy be given by

Γwy = V Λw
yV

H =

L∑

q=1

λwy ,qvqv
H
q , (6.11)

where V contains the orthonormal eigenvectors v1,v2, . . . ,vL, and the diagonal
elements of Λw

y are the corresponding prewhitened noisy speech eigenvalues, with
λwy ,1 ≥ λwy ,2 ≥ . . . ≥ λwy ,L. The EVD of the prewhitened normalized speech cor-
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relation matrix Γwx in (6.10) can hence be written using the eigenvectors and the
eigenvalues of Γwy in (6.11) as

Γwx = V

(
ξ + 1

ξ
Λw
y −

1

ξ
IL

)
V H =

L∑

q=1

(
ξ + 1

ξ
λwy ,q −

1

ξ

)
vqv

H
q . (6.12)

Assuming that Γx and hence also Γwx is of rank Q, with Q ≤ L, it can be easily
seen that

Γwx =

Q∑

q=1

λwx,qvqv
H
q , (6.13)

with the prewhitened speech eigenvalues λwx,q equal to

λwx,q =
ξ + 1

ξ
λwy ,q −

1

ξ
, q = 1, . . . , Q , (6.14)

and

λwy ,q =
1

ξ + 1
, q = Q+ 1, . . . , L . (6.15)

Hence, Γwy in (6.11) can be decomposed into a signal subspace of dimension Q and
a noise-only subspace of dimension (L−Q), i.e.,

Γwy = V




Λw
y ,Q 0Q×(L−Q)

0(L−Q)×Q
1

ξ + 1
IL−Q


V H, (6.16)

with Λw
y ,Q a Q×Q-dimensional diagonal matrix containing the eigenvalues of the

signal subspace and 0Q×(L−Q) denoting a Q×(L − Q)-dimensional zero matrix.
By transforming Γwx in (6.13) back from the prewhitening-domain, the normalized
speech correlation matrix Γx can hence be written as

Γx = C

(
Q∑

q=1

λwx,qvqv
H
q

)
CH . (6.17)

In practice, let Γ̂wy be an estimate of Γwy in (6.8), i.e.,

Γ̂wy = Ĉ−1Γ̂y Ĉ
−H, (6.18)
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with Γ̂y an estimate of the normalized noisy speech correlation matrix and Ĉ the

Cholesky factor of the estimated normalized noise correlation matrix Γ̂n . Similarly
as in (6.11), the EVD of Γ̂wy is given by

Γ̂wy =

L∑

q=1

λ̂wy ,qv̂qv̂
H
q , (6.19)

where v̂q and λ̂wy ,q denote the q-th eigenvector and the corresponding eigenvalue of

Γ̂wy , respectively. Similarly to (6.17), we propose to estimate the normalized speech
correlation matrix as

Γ̂SD,Q
x = Ĉ




Q̂∑

q=1

λ̂wx,qv̂qv̂
H
q


 ĈH (6.20)

with Q̂ the estimated speech model order (cf. Section 6.2) and λ̂wx,q an estimate of
the q-th prewhitened speech eigenvalue according to (6.14), i.e.,

λ̂wx,q =
ξ̂ + 1

ξ̂
λ̂wy ,q −

1

ξ̂
, q = 1, . . . , Q̂ (6.21)

The SD normalized speech correlation vector estimate γ̂SD,Q
x is then given by

γ̂SD,Q
x =

Γ̂SD,Q
x e

eT Γ̂SD,Q
x e

(6.22)

where the normalization guarantees that the first element of γ̂SD,Q
x is equal to 1.

6.1.3 Normalized Noise Correlation Matrix

Both proposed matrix-based methods in Section 6.1.1 and 6.1.2 require an estimate
of the normalized noise correlation matrix Γn . In practice, it is rather difficult to
accurately estimate this time-varying correlation matrix. Similarly to the vector-
based ML estimator in Section 4.1.2, where an estimate of the mean normalized
noise correlation vector µγn

is used instead of the normalized noise correlation
vector γn , we propose to use an estimate of the mean normalized noise correlation
matrix Γµn instead of Γn . Since Γn is a Hermitian Toeplitz matrix, it is completely
defined by its first column, i.e., the normalized noise correlation vector γn . Hence,
using µ̂M

γn
in (4.13), an estimate of the mean normalized noise correlation matrix

Γµn can be obtained as

Γ̂µn = Toeplitz
[
µ̂M
γn

]
, (6.23)
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Using (6.23), it should be noted that for Q̂ = L the MS normalized speech cor-
relation vector estimate in (6.7) and the SD normalized speech correlation vector
estimate in (6.22) yield the ML estimate in (4.12).

6.2 Speech Model Order

Both proposed matrix-based methods require an estimate of the speech model order
Q, cf. (6.6) and (6.20). In this section, we present different estimators for the speech
model order. We either assume that the normalized speech correlation matrix has
rank 1 and use a fixed value (Q̂ = 1) for all time-frequency points, or propose several
time- and frequency-dependent estimators.

6.2.1 Rank-1 Assumption (Q̂ = 1)

Assuming that the uncorrelated speech component can be neglected and Γ
x′

= 0

in (6.2), which is of course not the case in practice, Γx = γxγ
H
x becomes a rank-1

matrix, i.e., Q = 1 for each time-frequency point. Hence, the expressions in (6.3)
and (6.17) are equal to

Γx = λx,1w1w
H
1 = λwx,1 (Cv1) (Cv1)

H
. (6.24)

Using the time- and frequency-independent value Q̂ = 1 for the speech model order,
the MS and SD estimators for the normalized speech correlation vector in (6.7) and
(6.22) then simplify to

γ̂MS,1
x =

ŵ1

eT ŵ1

(6.25)

and

γ̂SD,1
x =

Ĉ v̂1

eT Ĉ v̂1
(6.26)

i.e., using only the principal eigenvectors ŵ1 or v̂1. It should be noted that the
estimator in (6.25) is similar to the so-called covariance subtraction method (with
rank-1 approximation) [42, 114–117] and the estimator in (6.26) is similar to the
so-called covariance whitening method [39, 42, 115, 116], which are frequently used
to estimate the RTF vector of the desired speech source in multi-microphone speech
enhancement.
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6.2.2 Time- and Frequency-Dependent Estimators

Instead of using a fixed time- and frequency-independent value for the speech model
order Q, in this section we present two methods to estimate a time- and frequency-
dependent value, either based on the estimated (prewhitened) speech eigenvalues or
on the estimated prewhitened noisy speech eigenvalues.

First, based on the estimated (prewhitened) speech eigenvalues, we can simply es-
timate the speech model order as the cardinality of the set of estimated positive
speech eigenvalues, i.e., for the MS estimate in (6.6) as

Q̂MS,pos = |QMS,pos|, with QMS,pos =
{
λ̂x,q > 0|q = 1, 2, . . . , L

}
(6.27)

and for the SD estimate in (6.21) as

Q̂SD,pos = |QSD,pos|, with QSD,pos =
{
λ̂wx,q > 0|q = 1, 2, . . . , L

}
(6.28)

Second, based on the estimated prewhitened noisy speech eigenvalues, several ap-
proaches were proposed in the literature to estimate the dimension of the sig-
nal subspace, which can be roughly classified into hypothesis testing approaches,
e.g., [29–31, 38, 45, 135] and approaches based on model order selection criteria,
e.g., [32,40,151–156]. In hypothesis testing approaches a threshold is used to decide
whether a prewhitened noisy eigenvalue belongs to the signal subspace or the noisy-
only subspace. The signal model order is then estimated as the cardinality of the
set of eigenvalues that are larger than the threshold ϑ, i.e.,

Q̂Thre = |QThre|, with QThre =
{
λ̂wy ,q > ϑ|q = 1, 2, . . . , L

}
. (6.29)

A problem with this approach is the choice of the threshold ϑ, which is either
set experimentally, as in [29, 45], or based on a-priori knowledge, as in [30, 38, 135].
Similarly to [38], where the noise PSD estimate of the previous time-frame was used
to set the threshold ϑ, we proposed in [135] to use an a-priori SNR-based threshold,
i.e.,

ϑ̂ = − 1

ξ̂ + 1
log [Pf ] , (6.30)

with ξ̂ an estimate of the a-priori SNR and Pf the false alarm rate [157].

In approaches based on model order selection criteria, the signal model order is
estimated as the value that minimizes an information selection criterion such as the
AIC [151,152] or the MDL criterion [152,153]. A problem with these approaches is
that when the (prewhitened) noisy correlation matrix is estimated using a limited
amount of data, which is the case for the considered MFMPDR filter, these esti-
mators tend to lead to inaccurate estimates of the signal model order. To increase
the estimation accuracy, we propose to estimate the speech model order Q as the
value that minimizes the MDL selection criterion incorporating the a-priori SNR
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estimate. In order to show the differences between the classical MDL estimator and
the proposed a-priori SNR-based MDL estimator, we will discuss both estimators
in the following.

For a set of N observations Y = {yw1 ,yw2 , . . . ,ywN}, the MDL selection criterion is
defined as [153,154]

MDL = − log
[
f
(
Y|θ̂

)]
+

1

2
r log [N ] , (6.31)

where f
(
Y|θ̂

)
denotes the joint probability density function of Y given the ML

estimate θ̂ of the parameter vector θ and r denotes the number of degrees of freedom
in θ. Assuming that the observations are L-dimensional independent and identically
distributed zero-mean multivariate Gaussian vectors, the joint probability density
function f (Y|θ) is given by

f (Y|θ)=

N∏

n=1

1

πLdet
[
Γwy ,Q

] exp
(
−yw,Hn

(
Γwy ,Q

)−1
ywn

)
, (6.32)

where Γwy ,Q is defined as

Γwy ,Q = V

[
Λw
y ,Q 0Q×(L−Q)

0(L−Q)×Q zIL−Q

]
V H, (6.33)

with z a scaling term, which is related to the a-priori SNR as z = (ξ + 1)−1, cf.
(6.16). Taking the logarithm of (6.32), the log-likelihood is given by

log [f (Y|θ)]= a−N log
[
det
[
Γwy ,Q

]]
−Ntr

[(
Γwy ,Q

)−1
Γ̂wy

]
, (6.34)

where a is a constant term and Γ̂wy is defined as

Γ̂wy =
1

N

N∑

n=1

ywn y
w,H
n . (6.35)

In the classical MDL selection criterion, the parameter vector θ contains the (real-
valued) eigenvalues λwy ,q, q = 1, 2, . . . , Q, the corresponding orthonormal (complex-
valued) eigenvectors vq, q = 1, 2, . . . , Q, as well as the scaling term z, i.e.,

θMDL =
[
λwy ,1, λ

w
y ,2, . . . λ

w
y ,Q,v

H
1 ,v

H
2 , . . .v

H
Q , z

]
. (6.36)

Hence, θMDL consists of Q + 2LQ + 1 parameters. However, since we consider or-
thonormal eigenvectors, not all parameters are independent such that the number
of degrees of freedom is reduced by 2Q+Q(Q− 1) [152], i.e.,

r = Q+ 1 + 2LQ− 2Q−Q(Q− 1) = (2L−Q)Q+ 1 . (6.37)



78 normalized speech correlation estimatiors using a low-rank speech model

To estimate Γwy ,Q, we first maximize (6.34) for the parameter vector θMDL in (6.36),

leading to the ML estimate θ̂MDL [152], i.e.,

λ̂w,ML
y ,q = λ̂wy ,q, q = 1, 2, . . . , Q, (6.38)

v̂ML
q = v̂q, q = 1, 2, . . . , Q, (6.39)

ẑML =
1

L−Q
L∑

q=Q+1

λ̂wy ,q, (6.40)

with λ̂wy ,q and v̂q the eigenvalues and corresponding eigenvector of Γ̂wy , cf. (6.19).
Subsequently, the ML estimates in (6.38), (6.39) and (6.40) are substituted into
(6.33), resulting in

Γ̂w,MDL
y ,Q = V̂

[
Λ̂w
y ,Q 0Q×(L−Q)

0(L−Q)×Q ẑMLIL−Q

]
V̂ H, (6.41)

with V̂ containing the eigenvectors v̂q, q = 1, 2, . . . , L, and Λ̂w
y ,Q containing the

eigenvalues λ̂wy ,q, q = 1, 2, . . . , Q. The determinant of Γ̂w,MDL
y ,Q in (6.41) is equal to

det
[
Γ̂w,MDL
y ,Q

]
=

(
Q∏

q=1

λ̂wy ,q

)
 1

L−Q
L∑

q=Q+1

λ̂wy ,q



L−Q

(6.42)

=
det
[
Γ̂wy

]

(
L∏

q=Q+1

λ̂wy ,q

)


 1

L−Q
L∑

q=Q+1

λ̂wy ,q



L−Q

. (6.43)

By substituting (6.19), (6.41) and (6.43) into (6.34) and neglecting the constant
term a, the log-likelihood can be written as

log
[
f
(
Y|θ̂MDL

)]
= −N log

[
det
[
Γ̂w,MDL
y ,Q

]]
−Ntr

[(
Γ̂w,MDL
y ,Q

)−1
Γ̂wy

]
(6.44)

= N log




L∏
q=Q+1

λ̂wy ,q

(
1

L−Q
L∑

q=Q+1

λ̂wy ,q

)L−Q



. (6.45)
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Substituting (6.37) and (6.45) into (6.31) leads to the classical MDL selection crite-
rion [152], i.e.,

M̂DL(Q)=−N log




L∏
q=Q+1

λ̂wy ,q

(
1

L−Q
L∑

q=Q+1

λ̂wy ,q

)L−Q




+

(
1

2
(2L−Q)Q+

1

2

)
log [N ].(6.46)

The classical MDL speech model order estimate Q̂MDL is then obtained by minimiz-
ing (6.46), i.e.,

Q̂MDL = argmin
1≤Q≤L

M̂DL(Q), (6.47)

which requires an exhaustive search.

As can be observed from (6.46), the classical MDL selection criterion does not
depend on the a-priori SNR ξ, which is due to the fact that the parameter vector in
(6.36) contains the scaling term z = (ξ+1)−1. Aiming at obtaining an MDL selection
criterion that depends on the a-priori SNR, we propose to define the parameter
vector without the scaling term z, i.e.,

θMDLξ =
[
λwy ,1, λ

w
y ,2, . . . λ

w
y ,Q,v

H
1 ,v

H
2 , . . .v

H
Q

]
. (6.48)

Hence, θMDLξ consists of Q+2LQ parameters and the number of degrees of freedom
is given by

r = (2L−Q)Q . (6.49)

To estimate Γwy ,Q, we now maximize (6.34) for the parameter vector θMDLξ in (6.48),

leading to the ML estimate θ̂MDLξ , i.e., (6.38) and (6.39). Substituting these ML
estimates into (6.33) and using the a-priori SNR estimate ξ̂ results in

Γ̂
w,MDLξ
y ,Q = V̂




Λ̂w
y ,Q 0Q×(L−Q)

0(L−Q)×Q
1

ξ̂ + 1
IL−Q


 V̂ H, (6.50)
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which corresponds to using (ξ̂ + 1)−1 instead of ẑML in (6.40). Similarly to (6.42)

and (6.43), the determinant of Γ̂
w,MDLξ
y ,Q in (6.50) is equal to

det
[
Γ̂
w,MDLξ
y ,Q

]
=

(
Q∏

q=1

λ̂wy ,q

)(
1

ξ̂ + 1

)(L−Q)

(6.51)

=
det
[
Γ̂wy

]

(
L∏

q=Q+1

λ̂wy ,q

)
(

1

ξ̂ + 1

)(L−Q)

.

(6.52)

By substituting (6.19), (6.50) and (6.52) into (6.34) and neglecting the constant
term a, the log-likelihood can be written as

log
[
f
(
Y|θ̂MDLξ

)]
= −N log

[
det
[
Γ̂
w,MDLξ
y ,Q

]]
−Ntr

[(
Γ̂
w,MDLξ
y ,Q

)−1
Γ̂wy

]
,(6.53)

= N log


(ξ̂ + 1)(L−Q)

L∏

q=Q+1

λ̂wy ,q


−N log

[
det
[
Γ̂wy

]]

−N


Q+ (ξ̂ + 1)

L∑

q=Q+1

λ̂wy ,q


. (6.54)

Since the term N log
[
det
[
Γ̂wy

]]
in (6.54) does not depend on Q, we can omit this

term. Substituting (6.49) and (6.54) into (6.31) leads to the proposed a-priori SNR-
based MDL selection criterion, i.e.,

M̂DLξ(Q)=N


Q+ (ξ̂ + 1)

L∑

q=Q+1

λ̂wy ,q


−N log


(ξ̂ + 1)(L−Q)

L∏

q=Q+1

λ̂wy ,q


(6.55)

+
1

2
(2L−Q)Q log [N ].

The a-priori SNR-based MDL speech model order estimate Q̂MDLξ is then obtained
by minimizing (6.55), i.e.,

Q̂MDLξ = argmin
1≤Q≤L

M̂DLξ(Q) (6.56)

which requires an exhaustive search.
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6.3 Simulation Results

In this section, we evaluate the performance of the proposed matrix-based methods
to estimate the normalized speech correlation vector based on a low-rank speech
model. After defining the audio material and discussing the algorithmic settings in
Section 6.3.1, in Section 6.3.2 we compare the estimation accuracy of the speech
model order estimators presented in Section 6.2 with an oracle speech model order
estimator. In Section 6.3.3 we compare the estimation accuracy of the proposed
MS and SD methods using different speech model order estimates with the state-
of-the-art vector-based ML estimate. For different speech signals, noise types and
SNRs, in Section 6.3.4 we compare the speech enhancement performance of the MS-
and SD-MFMPDR filters using different speech model order estimates and the ML-
MFMPDR filter with the single-frame WG (cf. Section 3.1.1) as a reference speech
enhancement algorithm.

6.3.1 Audio Material and Algorithmic Settings

For the evaluation, we used 260 s of speech material (131 s female, 129 s male) from
the TIMIT database [146] as speech signals, sampled at a sampling frequency of
16 kHz. As noise signals, we used traffic noise, two babble noise signals, factory
noise and modulated white Gaussian noise with a modulation frequency of 0.5 Hz
taken from the NOISEX-92 database [145]. The considered SNRs ranged from -5 dB
to 20 dB in 5 dB steps.

To evaluate the estimation accuracy of the normalized speech correlation vector esti-
mates, we used the normalized MSE in (5.41) between the estimated oracle normal-
ized speech correlation vector γ̂II

x and the estimated normalized speech correlation
vector γ̂x and the percentage of outliers. The speech enhancement performance of
the MFMPDR filters and the WG is evaluated in terms of speech quality using the
PESQ improvement ∆PESQ (cf. Section 2.2) and in terms of the amount of noise
reduction and speech distortion using the segmental noise reduction segNR in (2.32)
and the segmental speech distortion segSSNR in (2.33). All performance measures
were averaged over all considered speech signals and noise types.

Similarly as in Section 4.3, in order to achieve a high speech interframe correlation
we used a highly temporally resolved STFT framework with a frame length of 4 ms
(T = K = 64) and an overlap of 75 %, resulting in a frame shift of 1 ms (R = 16). As
the STFT analysis window wa(t) and synthesis window ws(t), we used a square-root
Hann window.

The noisy speech correlation matrix Ry was estimated using recursive smoothing as
in (4.3), with a smoothing parameter experimentally set to αy = 0.92, correspond-
ing to a smoothing window of 12 ms. Accordingly, the data length for the a-priori
SNR-based MDL selection criterion in (6.55) is set to N = 9. To avoid numerical
problems for the MFMPDR filter, we performed diagonal loading as in (4.17) be-
fore computing the inverse of the noisy speech correlation matrix, with a scaling
parameter of κ = 0.001, similarly as in Section 4.3.
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Fig. 6.1: Influence of the filter length L on the average performance (a) PESQ improvement,
(b) segNR and (c) segSSNR of the MFMPDR filter using the oracle estimate γ̂II

x

for 0 dB SNR.

To estimate the a-priori SNR ξ, we used the DDA ξ̂DDA in (3.9) with a weighting
parameter αDDA = 0.97. To reduce unpleasant artifacts in the background noise,
e.g., musical noise, we only updated the estimated speech STFT coefficient X̂(m−1)
in (3.9) every 4 ms, i.e., every 4 frames. The noise PSD was estimated using the SPP-

based noise PSD estimator φ̂SPP
N in (3.13), with a smoothing parameter αSPP = 0.90

and a fixed a-priori SNR ξH1 = −15 dB. To reduce the amount of speech distortion
and to mask artifacts in the background noise, we applied a lower limit ξmin = −8 dB
to the a-priori SNR estimate.

To set the filter length L, we investigated the influence of the filter length on the
performance of the MFMPDR filter using the oracle estimate γ̂II

x in (4.7). We con-
sidered filter lengths between 2 and 20, corresponding to a data analysis length
between 5 and 23 ms. For an SNR of 0 dB, Fig. 6.1 depicts the performance in terms
of ∆PESQ, segNR and segSSNR, averaged over all speech signals and noise types.
In terms of ∆PESQ, it can be seen that the performance increases with increasing
filter length and saturates at about L = 10. In terms of segNR, it can be observed
that the maximum performance is obtained at L = 10. In terms of segSSNR, it can
be seen that the performance decreases with increasing filter length L. To provide a
good compromise between speech quality improvement, noise reduction and speech
distortion, in this chapter we set the filter length to L = 10 for all MFMPDR filters,
resulting in 13 ms of analysis data.

The performance of the MFMPDR filters will be compared with the single-frame
WG as a reference speech enhancement algorithm. For a fair comparison, the WG is
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implemented using an equivalent frame length of 13 ms and an overlap of 50 %. The
a-priori SNR and noise PSD were estimated in the same way as for the MFMPDR
filters, except for the estimated speech STFT coefficient X̂(m − 1) in (3.9), which
was updated in each frame.

6.3.2 Speech Model Order Estimation Performance

In this section, we compare the estimation accuracy of the speech model order
estimators presented in Section 6.2, namely the estimator Q̂MS,pos in (6.27), the
estimator Q̂SD,pos in (6.28), the hypothesis testing estimator Q̂Thre in (6.29) with
the a-priori SNR-based threshold in (6.30), the MDL estimator Q̂MDL in (6.47),
the proposed a-priori SNR-based MDL estimator Q̂MDLξ in (6.56) and an oracle
estimator Q̂O as reference. Similarly to [38], the oracle estimator Q̂O is obtained as
the cardinality of the set of estimated speech eigenvalues that cover at least 98 %
of the energy of an oracle speech correlation matrix estimate R̂O

x , computed as in
(4.1), i.e.,

Q̂O = |QO|, with QO =





Q∑
q=1

λ̂Ox,q

tr
[
R̂O
x

] < 0.98





(6.57)

with λ̂Ox,q the eigenvalues of R̂O
x .

For a speech signal from the TIMIT database [146] corrupted by traffic noise [145] at
5 dB SNR, Fig. 6.2 depicts the spectrograms of the speech and noisy speech signals
and the estimated speech model order for the considered estimators. First, for the
oracle estimator Q̂O in Fig. 6.2c, it can be observed that for voiced sounds Q̂O is
smaller than for unvoiced sounds and that Q̂O is equal to 1 in time-frequency points
where speech is not active. Comparing the estimators in Fig. 6.2(d)-(h) with the

oracle estimate, it can be seen that while Q̂MS,pos and Q̂SD,pos clearly overestimates
Q, especially in noise-only time-frequency points, the classical MDL estimator Q̂MDL

clearly underestimates Q. Although it is not depicted, using a fixed value Q̂ = 1 for
each time-frequency point (cf. Section 6.2.1) will clearly underestimatesQ, especially
in speech-and-noise time-frequency points. Incorporating the a-priori SNR into the
MDL selection criterion leads to a more accurate estimate than Q̂MDL, Q̂MS,pos and
Q̂SD,pos. Moreover, while for voiced sounds the proposed estimator Q̂MDLξ leads to
a similar estimation accuracy as the a-priori SNR-based hypothesis testing estimate
Q̂Thre, for unvoiced sounds Q̂MDLξ is more accurate than Q̂Thre.

In conclusion, these results show that the a-priori SNR-based speech model order
estimators Q̂Thre and Q̂MDLξ lead to more accurate estimates than Q̂MDL, Q̂MS,pos,
Q̂SD,pos or Q̂ = 1, with the Q̂MDLξ estimator achieving the highest estimation
accuracy.
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Fig. 6.2: Spectrograms of (a) speech signal and (b) noisy speech signal, corrupted by traffic
noise at 5 dB SNR. Estimated speech model order Q using (c) the oracle estimate

Q̂O, (d) Q̂MS,pos in (6.27), (e) Q̂SD,pos in (6.28), (f) the a-priori SNR-based thresh-

old estimator Q̂Thre in (6.29), (g) the classical MDL estimator Q̂MDL in (6.47),

(h) the proposed a-priori SNR-based MDL estimator Q̂MDLξ in (6.56).
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Table 6.1: Overview of the considered normalized speech correlation vector estimators.

Label Description

γ̂ML
x State-of-the-art vector-based ML estimator in (4.12)

γ̂MS,1
x Matrix-based estimator using the MS method in (6.26), i.e.,

with Q̂ = 1

γ̂MS,pos
x Matrix-based estimator using the MS method in (6.7)

with Q̂MS,pos in (6.27)

γ̂SD,1
x Matrix-based estimator using the SD method in (6.25), i.e.,

with Q̂ = 1

γ̂SD,pos
x Matrix-based estimator using the SD method in (6.22)

with Q̂SD,pos in (6.28)

γ̂
SD,MDLξ
x Matrix-based estimator using the SD method in (6.22)

with Q̂MDLξ in (6.56)

6.3.3 Normalized Speech Correlation Vector Estimation Performance

In this section, we compare the estimation accuracy between the proposed matrix-
based normalized speech correlation vector estimates and the state-of-the-art vector-
based ML estimate. A detailed overview of all considered estimators is given in Table
6.1.

For different SNRs, Fig. 6.3 depicts the performance, averaged over all combina-
tions of speech and noise signals, in terms of the normalized MSE (cf. (5.41)) and
the percentage of outliers. The lower and upper parts of the bars represent the per-
formance in speech-and-noise and noise-only, respectively. It can be observed that
all matrix-based estimates achieve a considerably lower MSE with clearly less out-
liers than the ML estimate. It should however be noted that for SNRs larger than
10 dB, the MSE for γ̂MS,1

x and γ̂SD,1
x is larger in speech-and-noise time-frequency

points than for γ̂ML
x , where γ̂SD,1

x shows the largest MSE. The matrix-based esti-
mates γ̂MS,pos

x and γ̂SD,pos
x achieve the smallest MSE, both in speech-and-noise and

noise-only time-frequency points, although the MSE for γ̂
MDLξ
x is also very small.

6.3.4 Speech Enhancement Performance

In this section, we compare the speech enhancement performance of the proposed
MS-MFMPDR and SD-MFMPDR filters using the speech model order estimators
presented in Section 6.2 with the ML-MFMPDR filter and the single-frame WG.

For different SNRs, Fig. 6.4 depicts the performance, averaged over all combina-
tions of speech and noise signals, in terms of speech quality using ∆PESQ, in terms
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(a) (b)

Fig. 6.3: Average MSE in (a) and percentage of outliers in (b) for the ML and the proposed
matrix-based normalized speech correlation vector estimates (cf. Table 6.1). The
lower and upper parts of the bars represent the performance in speech-and-noise
and noise-only, respectively.

of noise reduction using segNR and in terms of speech distortion using segSSNR.
First, it can be observed that neglecting the uncorrelated speech component, i.e.,
Q̂ = 1 in the MS-MFMPDR and SD-MFMPDR filters yields poor results in terms
of all considered performance measures for all SNRs. Although the segNR increases
with increasing SNR, the ∆PESQ results are negative and strongly decrease with
increasing SNR. Assuming a rank-1 speech correlation matrix, i.e., neglecting the un-
correlated speech component and setting Q = 1, clearly underestimates Q, especially
in speech-and-noise time-frequency points (cf. Section 6.3.2), leading to a strongly
degraded speech enhancement performance, especially at high SNRs. This confirms
the results in Chapter 4, where it was shown that the influence of the uncorrelated
speech component is crucial. Second, it can be observed that the MS-MFMPDR
and SD-MFMPDR filters using Q̂MS,pos and Q̂SD,pos lead to rather conservative
results in terms of ∆PESQ and segNR, but outperform all other filters in terms of
segSSNR, i.e., less speech distortion. This can be explained by the fact that Q̂MS,pos

and Q̂SD,pos overestimate Q, especially in noise-only time-frequency points (see Sec-
tion 6.3.2). Third, it can be observed that the proposed SD-MFMPDR filter using

the a-priori SNR-based MDL speech model order estimator Q̂SD,MDLξ outperforms
all other filters in terms of segNR for SNRs up to 5 dB, while the WG is better
for SNRs larger than 5 dB. Compared to the state-of-the-art ML-MFMPDR filter,
the proposed SD-MFMPDR filter using Q̂SD,MDLξ increases the segNR results by
2 dB for all SNRs. In terms of segSSNR, the proposed SD-MFMPDR filter using
Q̂SD,MDLξ leads to similar results as the ML-MFMPDR filter and to slightly better
results as the WG. In terms of ∆PESQ the WG outperforms all MFMPDR filters for
all SNRs, but the proposed SD-MFMPDR filter using Q̂SD,MDLξ clearly outperforms
all other MFMPDR filters. For instance, for an SNR of 5 dB the PESQ improvement
of the SD-MFMPDR filter using Q̂SD,MDLξ is 0.03 MOS lower compared to the WG,
but 0.11 MOS higher compared to the ML-MFMPDR filter.
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Fig. 6.4: Average (a) PESQ improvement, (b) segNR and (c) segSSNR for the WG and
for the MFMPDR filters using the state-of-the-art vector-based ML estimate and
the proposed matrix-based methods to estimate the normalized speech correlation
vector (see Table 6.1) for different SNRs.
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These results show that the performance of the MFMPDR filter can be improved
by estimating the normalized speech correlation vector using matrix-based meth-
ods based on a low-rank speech model compared to using vector-based methods
(e.g., the ML estimate). However, as expected, the performance strongly depends
on the estimation accuracy of the speech model order Q. While using a time- and
frequency-independent value of Q̂ = 1 leads to a large amount of speech distortion
and a poor speech quality, using a time- and frequency-dependent estimate of Q
leads to a conservative noise reduction performance with a low amount of speech
distortion. Using the proposed SD estimator with the a-priori SNR-based MDL se-
lection criterion leads to a good noise reduction performance while keeping speech
distortion low, resulting in a higher speech quality for all SNRs than the state-of-the-
art ML-MFMPDR filter. Although the speech quality of this proposed matrix-based
estimator is slightly lower than the single-frame WG, this proposed estimator leads
to a similar amount of noise reduction and less speech distortion.

6.4 Summary

Assuming that speech signals can be modeled using a low-rank model, e.g., as a lin-
ear combination of a limited number of complex exponentials, the speech correlation
matrix can be assumed to be rank-deficient. Based on this low-rank speech model,
in this Chapter we proposed two matrix-based methods to estimate the normal-
ized speech correlation vector for the single-microphone MFMPDR filter, namely
the matrix-subtraction (MS) method and the subspace-decomposition (SD) method.
Both methods are based on the EVD of a matrix, which is either constructed by
subtracting the estimated normalized noise correlation matrix from the estimated
normalized noisy speech correlation matrix or by prewhitening the estimated normal-
ized noisy speech correlation matrix with the estimated normalized noise correlation
matrix. For both methods, an estimate of the normalized noise correlation matrix
and the speech model order is required. For the normalized noise correlation matrix,
we used an estimate of the mean normalized noise correlation matrix. For the speech
model order, we either used a time- and frequency-independent value, or proposed
a time- and frequency-dependent estimator that incorporates the a-priori SNR esti-
mate into the MDL selection criterion. Simulation results for different speech signals,
noise types and SNRs show that the proposed matrix-based methods yield a more
accurate estimate of the normalized speech correlation vector than the vector-based
ML estimator. An instrumental evaluation indicates that the SD-MFMPDR filter
using the proposed a-priori SNR-based MDL estimator leads to a better speech qual-
ity and more noise reduction than the state-of-the-art ML-MFMPDR filter, while
keeping speech distortion low. Using this estimator, the SD-MFMPDR filter also
leads to less speech distortion and a similar noise reduction performance than the
single-frame WG. To verify the instrumental performance results, in the next chap-
ter we will perform a subjective listening test using the most promising MFMPDR
filters from Chapters 4, 5 and 6, an oracle MFMVDR filter and oracle and blind
single-frame WGs.



7
INSTRUMENTAL AND PERCEPTUAL
EVALUATION OF MFMVDR AND MFMPDR
FILTERS

In Chapter 4, we investigated the speech enhancement performance of two oracle
versions of the MFMVDR filter and the practically feasible MFMPDR filter us-
ing different oracle and blind estimates of the normalized speech correlation vector,
e.g., using the state-of-the-art blind ML estimate. Based on instrumental perfor-
mance measures, simulation results showed that using quasi-perfect estimates both
the MFMVDR and MFMPDR filters are able to achieve impressive speech qual-
ity improvement. However, it was also shown that even small estimation errors in
the normalized speech correlation vector lead to a degraded performance for both
multi-frame filters. Aiming at improving the speech enhancement performance of
the MFMPDR filter, in Chapter 5 and 6 we proposed several novel normalized
speech correlation vector estimators, either based on robust constrained estimation
approaches or a low-rank speech model. Simulation results showed that the pro-
posed estimators, more in particular the doubly-constrained (DC) estimator form
Chapter 5 and the subspace-decomposition (SD) estimator from Chapter 6, yield
more accurate estimates of the normalized speech correlation vector than the ML es-
timator. Although the proposed DC-MFMPDR filter produces less speech and noise
distortions than the ML-MFMPDR filter, leading to a more natural speech quality
and to less artifacts in the background noise, it also leads to a more conservative
noise reduction. In addition, the SD-MFMPDR filter leads to more noise reduction
and a better speech quality than the ML-MFMPDR filter, while keeping speech
distortion low. Nevertheless, although the speech distortion for the DC-MFMPDR
and SD-MFMPDR filters is lower than for the single-frame Wiener gain (WG), the
results also indicated that the overall speech quality is slightly better for the single-
frame WG. Aiming at determining the most effective estimator for the normalized
speech correlation vector and the most perceptually advantageous speech enhance-
ment algorithm, in this chapter we compare the performance of the most promising
MFMPDR filters from Chapters 4, 5 and 6 with an oracle MFMVDR filter and the
single-frame WG. Both for the MFMPDR filters as well as for the WG we consider
oracle and blind versions. Since instrumental performance measures only provide an
indication on how the quality of the processed signals is perceived by humans, we
also conduct a subjective listening test.

89
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In Section 7.1, we discuss the algorithmic settings for the (oracle) MFMVDR filter,
the (oracle and blind) MFMPDR filters and the (oracle and blind) WGs. For several
speech signals, noise types and SNRs, in Section 7.2 we evaluate the speech enhance-
ment performance of the considered algorithms using instrumental performance
measures. For the oracle algorithms, the results show that the MFMVDR filter re-
sults in a better speech enhancement performance than the WG and the MFMPDR
filter. For the blind algorithms, the results indicate that the SD-MFMPDR filter
leads to a better speech quality and more noise reduction than the DC-MFMPDR
filter and the ML-MFMPDR filter, while keeping speech distortion as low as the
ML-MFMPDR filter. For two speech signals and two noise types, in Section 7.3, we
perceptually evaluate the considered algorithms in terms of overall quality, speech
distortion and noise reduction using a procedure similar to the multi stimulus test
with hidden reference and anchor (MUSHRA) [158]. For the oracle algorithms, the
perceptual evaluation results show that in terms of overall quality the MFMVDR
filter is rated significantly better than the WG and the MFMPDR filter, while in
terms of speech distortion the MFMVDR filter is rated significantly better than the
WG but shows no significant differences compared to the MFMPDR filter. For the
blind algorithms, the perceptual evaluation results show that in terms of overall
quality the SD-MFMPDR filter and the DC-MFMPDR filter are rated significantly
better than the ML-MFMPDR filter, but show no significant differences compared
to the WG. In terms of noise reduction the SD-MFMPDR filter and the WG are
rated better than the DC-MFMPDR filter and the ML-MFMPDR filter, while in
terms of speech distortion all MFMPDR filters are significantly better rated than
the WG.

7.1 Algorithmic Settings

Table 7.1 gives an overview of the considered speech enhancement algorithms: an or-
acle MFMVDR filter, several MFMPDR filters, either using oracle or blind estimates
of the normalized speech correlation vector, and two single-frame WGs, either using
oracle or blind estimates of the a-priori SNR and the noise PSD. For the MFMVDR
and MFMPDR filters, we used a highly temporally resolved STFT framework at a
sampling frequency of 16 kHz with a frame length of 4 ms (T = K = 64 samples)
and an overlap of 75 %, resulting in a frame shift of 1 ms (R = 16 samples). As the
STFT analysis window wa(t) and synthesis window ws(t), we used a square-root
Hann window. Similarly as in Chapter 6, to provide a good compromise between
speech quality improvement, noise reduction and speech distortion, the number of
consecutive time-frames was set to L = 10, resulting in 13 ms of analysis data used
in each filtering operation. The noise correlation matrix Rn(k,m) and the noisy
speech correlation matrix Ry (k,m), will estimated using recursive smoothing as
in (4.2) and (4.3), respectively. The smoothing parameter were experimentally set
to αn = 0.88, corresponding to a smoothing window of 8 ms, and αy = 0.90, cor-
responding to a smoothing window of 10 ms. Accordingly, for the SD-MFMPDR
filter the data length N for the a-priori SNR-based MDL estimator in (6.55) was
set to N = 6. To avoid numerical problems for the MFMVDR and MFMPDR fil-
ters, we performed diagonal loading as in (4.17) before computing the inverse of the
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Table 7.1: Overview of the considered MFMVDR filter, MFMPDR filters and WGs.

Label Description

WGO Oracle Wiener gain

- Estimate ξ(k,m) using ξ̂O(k,m) in (4.8)

- Estimate φN (k,m) based on (4.2)

MFMVDRO Oracle MFMVDR filter

- Estimate Ru(k,m) using R̂I
u(k,m) in (4.15)

- Estimate γx(k,m) using γ̂II
x (k,m) in (4.7)

MFMPDRO Oracle MFMPDR filter

- Estimate Ry (k,m) using R̂y (k,m) in (4.3)

- Estimate γx(k,m) using γ̂II
x (k,m) in (4.7)

WG Blind Wiener gain

- Estimate ξ(k,m) using ξ̂DDA(k,m) in (3.9)

- Estimate φN (k,m) using φ̂SPP
N (k,m) in (3.13)

ML-MFMPDR Blind (state-of-the-art) MFMPDR filter

- Estimate Ry (k,m) using R̂y (k,m) in (4.3)

- Estimate γx(k,m) using γ̂ML
x (k,m) in (4.12)

DC-MFMPDR Blind MFMPDR filter

- Estimate Ry (k,m) using R̂y (k,m) in (4.3)

- Estimate γx(k,m) using γ̂DC
x (k,m) in (5.18)

SD-MFMPDR Blind MFMPDR filter

- Estimate Ry (k,m) using R̂y (k,m) in (4.3)

- Estimate γx(k,m) using γ̂SD
x (k,m) in (6.22) with

Q̂MDLξ(k,m) in (6.56)

undesired or noisy speech correlation matrix with a scaling parameter of κ = 0.001,
similarly as in Chapter 4. For the oracle MFMVDR and MFMPDR filters, the oracle
a-priori SNR was estimated using ξ̂O(k,m) in (4.8). For all blind MFMPDR filters,

the a-priori SNR was estimated using the DDA estimate ξ̂DDA(k,m) in (3.9), with a
weighting parameter αDDA = 0.97. To reduce unpleasant artifacts in the background
noise, e.g., musical noise, we only updated the estimated speech STFT coefficient
X̂(k,m− 1) in (3.9) every 4 ms, i.e., every 4 frames. The noise PSD was estimated

using the SPP-based noise PSD estimator φ̂SPP
N (k,m) in (3.13), with a smoothing

parameter αSPP = 0.90 and a fixed SNR ξH1 = −15 dB. To reduce the amount of
speech distortion and to mask artifacts in the background noise, we applied a lower
limit of ξmin = −6.5 dB to the a-priori SNR estimate.
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For a fair comparison, the single-frame WGs were implemented using an equivalent
frame length of 13 ms and an overlap of 50 %. For the oracle WG, the oracle a-priori
SNR was estimated similarly to ξ̂O(k,m) in (4.8). The noisy speech PSD and the
oracle noise PSD were estimated using recursive smoothing, with the smoothing
parameters αy and αn, corresponding to a smoothing window of 10 ms and 8 ms,
respectively. For the blind WG, the a-priori SNR and the noise PSD were estimated
in the same way as for the blind MFMPDR filters, except for the estimated speech
STFT coefficient X̂(k,m− 1) in (3.9), which was updated in each frame.

7.2 Instrumental Speech Enhancement Performance

In this section, we compare the speech enhancement performance of the considered
algorithms (see Table 7.1) in terms of speech quality using the PESQ improvement
(∆PESQ), in terms of noise reduction using the segmental noise reduction (segNR)
measure in (2.32), and in terms of speech distortion, using the segmental speech
distortion (segSSNR) measure in (2.33). For the evaluation using instrumental per-
formance measures, we used 260 s of speech material (131 s female, 129 s male) from
the TIMIT database [146] as clean speech signals. As noise signals, we used traffic
noise, two babble noise signals, factory noise and modulated white Gaussian noise
with a modulation frequency of 0.5 Hz taken from the NOISEX-92 database [145].
The considered SNRs ranged from -5 dB to 20 dB in 5 dB steps.

For different SNRs, Fig. 7.1 depicts the performance of the considered algorithms
averaged over all considered speech signals and noise types. First, it can be ob-
served that the oracle MFMVDR filter clearly outperforms all other filters in terms
of all instrumental performance measures. Second, it can be observed that the or-
acle MFMPDR filter achieves smaller segNR values (i.e., less noise reduction) but
larger segSSNR values (i.e., less speech distortion) and larger ∆PESQ scores than
the oracle WG and all blind speech enhancement algorithms (except at SNR =
20 dB). Third, for the blind algorithms it can be observed that in terms of ∆PESQ
and segNR the SD-MFMPDR filter consistently outperforms the state-of-the-art
ML-MFMPDR filter and the DC-MFMPDR filter and yields similar results as the
WG. In terms of segSSNR, it can be observed that the DC-MFMPDR filter consis-
tently outperforms all other blind algorithms, while the SD-MFMPDR filter leads
to similar results as the ML-MFMPDR filter and slightly larger segSSNR values
than the WG.

For the oracle algorithms, these results indicate that the MFMVDR and MFMPDR
filters yield a better speech quality and lower speech distortion than the WG. For
the blind algorithms, these results indicate that the SD-MFMPDR filter yields a
clearly better speech quality than the DC-MFMPDR filter and the state-of-the-art
ML-MFMPDR filter, while yielding a slightly worse speech quality but slightly lower
speech distortion than the WG.
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Fig. 7.1: Performance of the considered algorithms (see Table 7.1) in terms of (a) PESQ
improvement, (b) segmental noise reduction and (c) segmental speech distortion,
averaged over all speech and noise signals for different SNRs.
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7.3 Perceptual Speech Enhancement Performance

In this section, we perceptually compare the speech enhancement performance of
the considered algorithms using a subjective listening test. For two speech signals
and two acoustic scenarios (noisy types), we conducted a procedure similar to the
MUSHRA, evaluating three attributes: (a) overall quality, (b) speech distortion
and (c) noise reduction. For the attribute (a), the participants were asked to rate
the overall signal quality of the test signals with respect to a reference signal. For
the attribute (b), the participants were asked to rate how distorted the speech
component of the test signals sounds with respect to a reference signal. For the
attribute (c), the participants were asked to rate how noticeable the amount of noise
reduction of the test signals is with respect to a reference signal. As speech signals,
we used two sentences from the TIMIT database [146], spoken by a male and a female
speaker. To generate both acoustic scenarios, we mixed the speech signals with traffic
noise and babble noise taken from the NOISEX-92 database [145] at 5 dB SNR.
For each attribute, acoustic scenario and speech signal, in addition to the signals
processed with the considered speech enhancement algorithms in Table 7.1 a noisy
speech signal, a hidden reference and an anchor were presented to the participants.
For the attributes (a) and (b), the (hidden) reference was the noisy speech signal at
20 dB SNR. The anchor was the speech signal low-pass filtered at 4 kHz, corrupted
with the noise at -5 dB and processed with an aggressive WG. For the WG, the
a-priori SNR was estimated using the DDA ξ̂DDA(k,m) in (3.9) with a weighting
parameter αDDA = 0.90, and the noise PSD was estimated using the SPP-based
noise PSD estimator φ̂SPP

N (k,m) in (3.13) with αSPP = 0.90 and ξH1
= −15 dB. To

achieve a more aggressive performance, we applied a lower limit Gmin = −20 dB
to the WG. For the attribute (c), the (hidden) reference was the unprocessed noisy
speech signal at 5 dB SNR, while the anchor was a noisy speech signal at 20 dB SNR.
For the sake of completeness, for this attribute we also presented the anchor for the
attributes (a) and (b) as a test signal. Hence, for each attribute, acoustic scenario
and speech signal, the participants compared ten test signals with a reference signal,
i.e., either a noisy speech signal at 20 dB SNR for the attributes (a) and (b) or the
unprocessed noisy speech signal at 5 dB SNR for the attribute (c).

A total of 11 self-reported normal-hearing participants in the range of 21 to 36
years participated in the subjective listening test. Due to the COVID-19 pandemic,
the experiment took place in quiet rooms at the participants’ home. The signals
were presented diotically to the participants, using their own sound cards and over-
the-ear headphones. Tab. 7.2 lists the used headphones and sound cards for each
participant. All signals were normalized in amplitude.

The procedure similar to the MUSHRA consisted of two phases. First, the partici-
pants were trained to familiarize themselves with the presented signals and to adjust
the volume to a comfortable level. Second, the participants were instructed to rate
the test signals according to the three aforementioned attributes on a continuous
scale from 0 to 100 using sliders in a graphical user interface. For the attribute
(a) overall quality, 0 was labeled with ”bad” and 100 with ”excellent”, while for the
attribute (b) speech distortion, 0 was labeled with ”extremely distorted” and 100
with ”not distorted”, and for the attribute (c) noise reduction, 0 was labeled with
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Table 7.2: Overview of the sound cards and headphones per participant.

Participant Sound Card Headphone

1 RME ADI-2 Pro fs Sennheiser HDA 200

2 RME ADI-2 Pro fs Sennheiser HDA 200

3 RME ADI-2 Pro fs Sennheiser HDA 200

4 Onboad - Realtek HD Audio Trust GTX26

5 RME Fireface UCX Audio Technica ATH-M50

6 RME Babyface Sony MDR-7506

7 Onboad - Realtek HD Audio Sennheiser HD6xx

8 Onboad - Realtek HD Audio Sony MDR-7506

9 RME Fireface UCX Sony MDR-7506

10 Onboad - Realtek HD Audio Sony MDR-7506

11 MacBook Pro Onboard Bose QuietComfort 35 ii

”extremely noticeable” and 100 with ”not noticeable”. The participants were allowed
to listen to the reference signal and all test signals as often as they wanted. The
participants were instructed to rate at least one test signal with a score of 100,
which should correspond to the hidden reference. The order of the presentation of
the test signals and acoustic scenarios were randomized between all subjects.

For each attribute, a statistical analysis was conducted using the resulting MUSHRA
scores of both speech signals and both acoustic scenarios. Since the data are nor-
mally distributed, as shown by the Shapiro-Wilk test [159], a repeated-measures
analysis of variance (ANOVA) [160] was performed with factors ”acoustic scenario”
and ”algorithm”. First, we tested if the factor ”acoustic scenario” has a significant
influence. The ANOVA results for the three attributes are (a) (overall quality)
F (1; 218) = 0.22, p > 0.05, (b) (speech distortion) F (1; 218) = 0.91, p > 0.05, and
(c) (noise reduction) F (1; 218) = 1.28, p > 0.05. Hence, since the statistical analysis
showed no significant influence of the factor ”acoustic scenario” for all attributes,
we averaged the MUSHRA scores over both acoustic scenarios. Second, using these
averaged MUSHRA scores we tested if the factor ”algorithm” has a significant in-
fluence. Since Mauchly’s test [161] indicated a violation of sphericity for all three
attributes, a Greenhouse-Geisser correction [162] was applied. The ANOVA results
for the three attributes are (a) (overall quality) F (10; 100) = 35.92, p < 0.001,
(b) (speech distortion) F (10; 100) = 7.71, p < 0.001, and (c) (noise reduction)
F (10; 100) = 42.31, p < 0.001. Since the statistical analysis showed a significant
influence of the factor ”algorithm” for all attributes, we tested for statistically sig-
nificant differences between the algorithm mean values, by conducting a post-hoc
pairwise comparison t-test with Bonferroni correction [150]. Fig. 7.2 depicts the av-
eraged MUSHRA scores for all three attributes using boxplots. The t-test results
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are presented in Tables 7.3-7.5, with asterisks denoting statistically significant dif-
ferences and o denoting not statistically significant differences.

In terms of the attribute (a) overall quality (cf. Fig. 7.2a and Table 7.3), the mean
score for the hidden reference was equal to 100, showing that the participants were
able to distinguish the hidden reference from the other test signals. As desired,
the anchor was rated with the lowest mean score of 1.6. The mean score for the
unprocessed noisy speech signal at 5 dB SNR was equal to 39.9, which is significantly
lower than for all processed signals, except for the ML-MFMPDR filter. For the
oracle WG, the oracle MFMVDR filter and the oracle MFMPDR filter, the mean
score was equal to 71.6, 91.82 and 74.5, respectively. For the WG, the DC-MFMPDR
filter and the SD-MFMPDR filter, the mean score was equal to 51.5, 50.1 and 54.5,
respectively. The statistical analysis showed that all oracle algorithms were rated
significantly higher than all blind algorithms, where the oracle MFMVDR filter was
rated significantly higher than the oracle MFMPDR filter and the oracle WG. While
the differences between the WG, the DC-MFMPDR filter and the SD-MFMPDR
filter are not statistically significant, these mean scores are significantly higher than
the scores of the state-of-the-art ML-MFMPDR filter and the unprocessed noisy
speech signal.

In terms of the attribute (b) speech distortion (cf. Fig. 7.2b and Table 7.4), the
mean score of the hidden reference was equal to 100 and the anchor was rated with
the lowest mean score of 2.9, as desired. The unprocessed noisy speech signal at
5 dB SNR was rated with the highest mean score of 94.2, followed by the oracle
MFMVDR filter with a mean score of 88.9 and the DC-MFMPDR filter with a
mean score of 86.5. These differences are not statistically significant, even not with
the reference. For the oracle WG and the oracle MFMPDR filter, the mean score
was equal to 68.1 and 74.2, respectively. While the oracle MFMVDR filter was
rated significantly higher than the oracle WG, the differences between the oracle
MFMVDR filter, the oracle MFMPDR and the blind DC-MFMPDR filter were not
statistically significant. For the ML-MFMPDR filter and the SD-MFMPDR filter,
the mean score was equal to 64.7 and 56.1, respectively, but this difference was not
statistically significant. All blind MFMPDR filters were rated significantly higher
than the blind WG, with a mean score of 35.9.

In terms of the attribute (c) noise reduction (cf. Fig. 7.2c and Table 7.5), the mean
score of the hidden reference (in this case the unprocessed noisy speech signal at
5 dB) was equal to 100 and the anchor (in this case the noisy speech signal at 20 dB
SNR) was rated with the lowest mean score of 6.5, as desired. For the oracle WG,
the oracle MFMVDR filter and the oracle MFMPDR filter, the mean score was
equal to 17.8, 11.2 and 23.5, respectively, but these differences were not statistically
significant. For the WG, the ML-MFMPDR filter, the DC-MFMPDR filter and
the SD-MFMPDR filter, the mean score was equal to 33.5, 39.0, 86.1 and 55.3,
respectively. All blind algorithms were rated significantly worse than the oracle
algorithms, except for the difference between the WG and the oracle MFMPDR
filter. Nevertheless, the difference between the WG and the SD-MFMPDR filter
is not statistically significant and the WG and the SD-MFMPDR filter are rated
significantly better than the ML-MFMPDR filter and the DC-MFMPDR filter.
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Fig. 7.2: Averaged MUSHRA scores for the attributes (a) overall quality, (b) speech dis-
tortion and (c) noise reduction, for a hidden reference, an anchor, a noisy speech
signal and the processed signals using an oracle MFMVDR filter and blind and
oracle MFMPDR filters and WGs (see Table 7.1). On each box, the central hori-
zontal line is the median, the edges of the box are the 25-th and 75-th percentiles
and the whiskers extend to 1.5 times the interquartile range from the median.
The means are indicated by × markers. Outliers are indicated by + markers.
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For the oracle algorithms, the results of the subjective listening test show that the
perceived overall quality and speech distortion for the oracle MFMVDR filter are
significantly better than for the oracle WG, while the perceived amount of noise re-
duction is similar. These results confirm the results of the instrumental evaluation
in Section 7.2 and confirm the potential of multi-frame speech enhancement algo-
rithms, namely that exploiting speech interframe correlation enables to keep speech
distortion low while suppressing undesired background noise. Nevertheless, it should
be noted that the differences between the oracle MFMPDR filter and the oracle WG
in terms of perceived overall quality, speech distortion and noise reduction are not
statistically significant.

For the blind algorithms, the results of the instrumental evaluation in Section 7.2
indicated that the overall quality for the DC-MFMPDR filter is clearly lower than
for the ML-MFMPDR filter, the SD-MFMPDR filter and the WG. However, the
results of the subjective listening test showed that the perceived overall quality for
the DC-MFMPDR filter and the SD-MFMPDR filter is significantly better than for
the ML-MFMPDR filter and shows no statistically significant difference to the WG.
This can presumably be explained by the fact that all considered blind algorithms
produce different artifacts and distortions in the speech and noise signals, which
may be perceived and rated differently by the listeners. Although the perceived
speech distortion for the proposed SD-MFMPDR filter and the state-of-the-art ML-
MFMPDR filter is similar, the perceived overall quality for the SD-MFMPDR filter
is significantly better than for the ML-MFMPDR filter, which can probably not
only be explained by the fact that the SD-MFMPDR filter reduces more noise than
the ML-MFMPDR filter but also by the fact that the ML-MFMPDR filter produces
annoying noise artifacts (which were not explicitly assessed in the subjective listen-
ing test). Although the perceived amount of noise reduction for the DC-MFMPDR
filter is clearly lower than for the ML-MFMPDR filter and the SD-MFMPDR filter,
this is apparently compensated by the extremely low perceived speech distortion,
such that there is no significant difference between the perceived overall quality of
the DC-MFMPDR and SD-MFMPDR filters. Compared to the WG, the perceived
speech distortion of the proposed DC-MFMPDR and SD-MFMPDR filters is signif-
icantly lower, but the perceived amount of noise reduction is also significantly lower
(except for the SD-MFMPDR filter). These effects seen to compensate each other,
such that there is no significant difference between the perceived overall quality of
the DC-MFMPDR and SD-MFMPDR filters and the WG.
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Table 7.3: Overview of the t-test results for the attribute (a) overall quality. The asterisks
denote results that are statistically significant (*** p < 0.001, ** p < 0.01,
* p < 0.05) and o denotes results that are not statistically significant (p > 0.05).
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Table 7.5: Overview of the t-test results for the attribute (c) noise reduction. The asterisks
denote results that are statistically significant (*** p < 0.001, ** p < 0.01,
* p < 0.05) and o denotes results that are not statistically significant (p > 0.05).
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Table 7.4: Overview of the t-test results for the attribute (b) speech distortion. The aster-
isks denote results that are statistically significant (*** p < 0.001, ** p < 0.01,
* p < 0.05) and o denotes results that are not statistically significant (p > 0.05).
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7.4 Summary

Aiming at determining the most effective estimator for the normalized speech cor-
relation vector as well as the most perceptually advantageous speech enhancement
algorithm, in this chapter we conducted an instrumental and perceptual evaluation
of the most promising MFMPDR filters from Chapters 4, 5 and 6 together with an
oracle MFMVDR filter and oracle and blind single-frame WGs. For the considered
oracle algorithms, the instrumental performance measures and the results from the
subjective listening test showed that the overall quality and the speech distortion
for the oracle MFMVDR filter are better than for the oracle WG, while the noise
reduction is similar. These results confirm the potential of multi-frame speech en-
hancement algorithms, i.e., exploiting speech interframe correlation enables to keep
speech distortion low while suppressing the undesired background noise. For the
blind algorithms, the instrumental performance measures indicated that the pro-
posed SD-MFMPDR filter leads to a clearly better noise reduction performance
than the DC-MFMPDR filter and the state-of-the-art ML-MFMPDR filter and to
a similar noise reduction performance as the WG, while keeping speech distortion as
low as the ML-MFMPDR filter. The results of the subjective listening test confirmed
these instrumental evaluation results. In addition, the results of the subjective listen-
ing test showed that the perceived overall quality for the proposed DC-MFMPDR
filter and the proposed SD-MFMPDR filter are significantly better than for the ML-
MFMPDR filter and shows no statistically significant difference to the WG. The
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perceived amount of noise reduction for the SD-MFMPDR filter and the WG is
significantly higher than for the DC-MFMPDR filter and the ML-MFMPDR filter,
while the perceived speech distortion for all MFMPDR filters is significantly lower
than for the WG.





8
CONCLUSIONS AND FURTHER RESEARCH

In this chapter, we summarize the main contributions of the thesis and discuss
possible directions for further research.

8.1 Conclusions

Speech communication devices such as hearing aids or mobile phones are often used
in acoustically challenging situations, where the desired speech signal is affected
by undesired background noise. Since in these situations speech quality and speech
intelligibility may be degraded, especially at low SNRs, speech enhancement algo-
rithms are required to suppress the undesired background noise while preserving the
desired speech signal. Depending on the number of available microphones, single-
microphone or multi-microphone algorithms can be used, where in this thesis we
focused on single-microphone speech enhancement algorithms in the STFT-domain.

Since consecutive STFT coefficients can be assumed to be correlated, especially
when using a short frame length and a large overlap, we considered single-
microphone multi-frame algorithms that aim at exploiting speech correlation across
time-frames. In principle, exploiting the speech interframe correlation enables to
suppress the undesired background noise, while keeping speech distortion low. The
main objective of this thesis was to develop and evaluate novel robust methods
to estimate the normalized speech correlation vector from the noisy microphone
signal. This estimate can be used in existing single-microphone multi-frame speech
enhancement algorithms, such as the multi-frame minimum variance distortionless
response (MFMVDR) filter and the multi-frame minimum power distortionless
response (MFMPDR) filter. We first investigated the sensitivity of the MFMVDR
and MFMPDR filters to estimation errors in the normalized speech correlation
vector, showing that even small estimation errors lead to a degraded performance.
In order to improve the performance of the practically feasible MFMPDR filter,
we proposed two novel methods to estimate the normalized speech correlation
vector. On the one hand, we investigated the potential of using concepts from
robust MPDR beamforming in the context of single-microphone multi-frame speech
enhancement, by estimating the normalized speech correlation vector as the vector
maximizing the total signal output PSD within a spherical uncertainty set. On the
other hand, based on a low-rank speech model we proposed different matrix-based
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normalized speech correlation vector estimators. The proposed algorithms were
evaluated using instrumental performance measures and subjective listening tests.

In Chapter 2, we introduced the single-frame signal model and the multi-frame
signal model, exploiting speech interframe correlation, in the STFT-domain. The
single-frame signal model generally assumes that consecutive time-frames and
frequency-bins are uncorrelated, which is a valid assumption when using sufficiently
long frame length in the order of 16-32 ms and a small overlap of, e.g., 50 %. Hence,
each time-frequency point is processed independently. The single-frame signal
model is defined by the superposition of the speech STFT coefficient and the
noise STFT coefficient. The speech STFT coefficients are estimated by applying
a (real-valued) gain to the noisy speech STFT coefficients. The multi-frame signal
model assumes that consecutive time-frames are correlated, which is a valid
assumption when using a short frame length in the order of 4-8 ms and a large
overlap of, e.g., 50-85 %. Exploiting speech interframe correlation, the speech vector
is decomposed into the temporally correlated speech component, containing the
(highly time-varying) normalized speech correlation vector, and the temporally
uncorrelated speech component with respect to the current speech STFT coefficient.
The normalized speech correlation vector contains the statistical information about
the speech correlation across consecutive time-frames with respect to the current
time-frame. The multi-frame signal model is hence defined by the correlated speech
component and the undesired signal vector containing the uncorrelated speech
component and the noise vector. The speech STFT coefficients are estimated by
applying a (complex-valued) FIR filter to the noisy speech vector.

In Chapter 3, we reviewed single-frame speech enhancement algorithms, more in
particular the Wiener gain (WG) and multi-frame speech enhancement algorithms
exploiting speech interframe correlation, more in particular the MFMVDR filter
and the MFMPDR filter. The MFMVDR filter aims at minimizing the undesired
output PSD while not distorting the correlated speech component. The MFMVDR
filter depends on the normalized speech correlation vector and the correlation
matrix of the undesired signal vector, which are typically both highly time-varying
and hence difficult to accurately estimate in practice. As an alternative to the
MFMVDR filter, the MFMPDR filter was derived using the noisy speech corre-
lation matrix, instead of the undesired correlation matrix. Since the considered
single-microphone multi-frame algorithms are related to multi-microphone beam-
forming algorithms, we also discussed this conceptual similarities and differences.
Conceptually, the multi-frame signal model is very similar to the multi-microphone
signal model when interpreting time-frames as microphone inputs, the normalized
speech correlation vector as the RTF vector of the desired speech source and
the temporally uncorrelated speech component as residual speech component
(e.g., modeling the late reverberation). One of the main differences is that the
normalized speech correlation vector in the multi-frame signal model contains
statistical information, which is highly time-varying and needs to be estimated for
each time-frequency point, whereas the RTF vector of the desired speech source
in the multi-microphone signal model depends on spatial information and can
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be assumed to be more stationary than the normalized speech correlation vector.
Furthermore, the temporally uncorrelated speech component in the multi-frame
signal model is highly non-stationary and can even be dominant compared to the
temporally correlated speech component, whereas the residual speech component
in the multi-microphone signal model can be assumed to be either not dominant
(often this term is even completely neglected) or spatially stationary. Hence, it is
a valid assumption for the multi-microphone signal model to neglect the residual
speech component, such that the speech correlation matrix can be assumed as
rank 1, whereas the rank 1 assumption for the speech correlation matrix in the
multi-frame signal model, i.e., neglecting the uncorrelated speech component, may
lead to a degraded speech enhancement performance.

In Chapter 4, we investigated the speech enhancement performance of two oracle
versions of the MFMVDR filter and the practically feasible MFMPDR filter using
different oracle and blind estimates of the normalized speech correlation vector.
For the oracle estimates, we made the unrealistic assumption that either the
speech STFT coefficients (referred to as quasi-perfect estimate) and/or the noise
STFT coefficients are available. For the blind estimates, only the noisy speech
STFT coefficients are obviously available. As blind estimate of the normalized
speech correlation vector, we considered the state-of-the-art ML estimator [15],
which depends on a mean normalized noise correlation vector estimate and an
a-priori SNR estimate. First, we investigated the influence of the filter length on
the performance of both oracle MFMVDR filters and the MFMPDR filter using
the oracle (quasi-perfect) normalized speech correlation vector. Using instrumental
performance measures, simulation results for different speech signals and noise
types showed that the performance of the three multi-frame filters increases with
increasing filter length but saturates at about 15-21 ms of analysis data. Second,
we compared the speech enhancement performance of the considered MFMVDR
and MFMPDR filters using the oracle and blind estimates of the normalized speech
correlation vector. The simulation results showed that, as expected, the MFMVDR
filter using the oracle (quasi-perfect) estimate of the undesired correlation matrix
achieves the best results, but that even small estimation errors in the normalized
speech correlation vector decrease the performance. Furthermore, the results showed
that the influence of the uncorrelated speech component is crucial, especially at
high SNRs. The results also showed that the performance of the MFMPDR filter is
very close to the performance of the oracle (quasi-perfect) MFMVDR filter when
using oracle estimates of the normalized speech correlation vector. When using the
blind ML estimate, the performance of the MFMPDR filter is strongly reduced due
to large estimation errors in the normalized speech correlation vector, e.g., for an
SNR of 5 dB, the PESQ improvement is reduced by 0.5 MOS. Motivated by these
results, in Chapter 5 and 6 we proposed novel methods to estimate the normalized
speech correlation vector, thereby improving the speech enhancement performance
of the MFMPDR filter.

In Chapter 5, we investigated the potential of using concepts proposed for robust
MPDR beamforming in the context of single-microphone multi-frame speech
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enhancement. We proposed two constrained MFMPDR filters that estimate the
normalized speech correlation vector as the vector maximizing the total signal
output PSD within a spherical uncertainty set. This corresponds to imposing a
quadratic inequality constraint on the mismatch vector with respect to the pre-
sumed normalized speech correlation vector. Whereas the singly-constrained (SC)
MFMPDR filter only considers the quadratic inequality constraint to estimate
the (non-normalized) speech correlation vector, the doubly-constrained (DC)
MFMPDR filter integrates a linear normalization constraint into the optimization
problem to directly estimate the normalized speech correlation vector. The upper
bound of the spherical uncertainty set plays a crucial role for both constrained
optimization problems in that it should be chosen in accordance with the accuracy
of the presumed normalized speech correlation vector. Since we used the ML
estimate as the presumed normalized speech correlation vector, which strongly
depends on the a-priori SNR estimate, we proposed to use a trained non-linear
mapping function that depends on the a-priori SNR estimate to set the upper
bound of the spherical uncertainty set for each time-frequency point. Using
instrumental performance measures, simulation results for different speech signals,
noise types and SNRs showed that the SC and DC normalized speech correlation
vector estimates clearly lead to a more accurate estimate than the ML estimate,
with the DC estimate achieving the highest estimation accuracy and no outliers.
In addition, we compared the speech enhancement performance of the constrained
MFMPDR filters with the ML-MFMPDR filter and the single-frame WG, both
using instrumental performance measures and using a pairwise comparison test.
The results indicated that although the constrained MFMPDR filters lead to a
more conservative noise reduction than the ML-MFMPDR filter and the WG,
especially the DC-MFMPDR filter produces less speech and noise distortions
than the ML-MFMPDR filter, such that the speech sounds more natural and less
musical noise is present. For instance, for an SNR of 0 dB, the overall quality of
the DC-MFMPDR filter was preferred to the other filters by 63 %, while the WG
was preferred by 88 %, SD-MFMPDR filter by 38 % and the ML-MFMPDR filter
by 25 %.

Assuming that speech signals can be modeled using a low-rank model, e.g., as
a linear combination of a limited number of complex exponentials, the speech
correlation matrix can be assumed to be rank-deficient. Based on this low-rank
speech model, in Chapter 6 we proposed two matrix-based methods to estimate the
normalized speech correlation vector, namely the matrix-subtraction (MS) method
and the subspace-decomposition (SD) method. Both methods are based on the
eigenvalue decomposition of a matrix, which is either constructed by subtracting
the estimated normalized noise correlation matrix from the estimated normalized
noisy speech correlation matrix or by prewhitening the estimated normalized noisy
speech correlation matrix with the estimated normalized noise correlation matrix.
For the speech model order, we either assumed that the uncorrelated speech
component in the multi-frame signal model can be neglected and used a fixed value
equal to 1 for all time-frequency points or estimated the speech model order for
each time-frequency point. When using a limited amount of data, which is typically
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the case for the considered multi-frame filters, most classical model order selection
criteria, such as the minimum description length (MDL) selection criterion, have a
poor estimation accuracy. Hence, we proposed to estimate the speech model order
by incorporating the a-priori SNR into a classical model selection criterion, i.e., the
MDL selection criterion. Simulation results for different speech signals, noise types
and SNRs showed that the proposed matrix-based methods yield a more accurate
estimate of the normalized speech correlation vector than the state-of-the-art
vector-based ML estimate. Instrumental performance measures showed that as-
suming a rank-1 speech correlation matrix, i.e., neglecting the uncorrelated speech
component, strongly decreases the speech enhancement performance, especially
at high SNRs. The results also indicated that the SD-MFMPDR filter using the
proposed a-priori SNR-based speech model order estimate leads to a better speech
quality and more noise reduction than the state-of-the-art ML-MFMPDR filter,
while keeping speech distortion low. For instance, for an SNR of 5 dB, the PESQ
improvement for the SD-MFMPDR filter is 0.03 MOS lower than for the WG, but
0.11 MOS higher than for the ML-MFMPDR filter.

In order to determine the most effective estimator for the normalized speech cor-
relation vector as well as the most perceptually advantageous speech enhancement
algorithm, in Chapter 7 we compared the performance of the most promising MFM-
PDR filters from Chapters 4, 5 and 6 with an oracle MFMVDR filter and with oracle
and blind single-frame WGs. For the considered oracle algorithms, the instrumental
performance measures and the results from the subjective listening test showed that
the overall quality and the speech distortion for the oracle MFMVDR filter are better
than for the oracle WG, while the noise reduction is similar. These results confirm
the motivation of this thesis, namely that exploiting speech interframe correlation
enables to keep speech distortion low while suppressing the undesired background
noise. For the blind algorithms, the instrumental performance measures indicated
that the proposed SD-MFMPDR filter leads to a clearly better noise reduction per-
formance than the DC-MFMPDR filter and the ML-MFMPDR filter and to a similar
noise reduction performance as the WG, while keeping speech distortion as low as
the ML-MFMPDR filter. For instance, for an SNR of 5 dB, the segmental noise
reduction score of the SD-MFMPDR filter is 6.5 dB better than the DC-MFMPDR
filter, 2 dB better than the ML-MFMPDR filter and equal to the WG. The segmen-
tal speech distortion score of the SD-MFMPDR filter is equal to the ML-MFMPDR
filter and 1 dB better than the WG, but 6 dB worse than the DC-MFMPDR filter.
The results of the subjective listening test confirmed these instrumental evaluation
results. In addition, the results of the subjective listening test showed that the per-
ceived overall quality for the proposed DC-MFMPDR and SD-MFMPDR filters is
significantly better than for the state-of-the-art ML-MFMPDR filter but shows no
statistically significant difference to the WG. In conclusion, these results show that
the proposed methods to estimate the normalized speech correlation vector substan-
tially improve the overall quality compared to the state-of-the-art ML-MFMPDR
filter. This is achieved either for the DC-MFMPDR filter by a significantly lower
speech distortion at the expense of a more conservative noise reduction or for the
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SD-MFMPDR filter by a similar speech distortion, but more noise reduction and
less artifacts in the background noise.

8.2 Suggestion for Further Research

In the following, we discuss possible research directions for further improvements
and possible applications of the proposed normalized speech correlation vector
estimators.

In Chapter 4, we investigated the speech enhancement performance of the prac-
tically feasible MFMPDR filter and two oracle versions of the MFMVDR filter.
Using oracle estimates of the normalized speech correlation vector, simulation
results showed that the oracle (quasi-perfect) MFMVDR filter achieves a better
overall quality than the MFMPDR filter, with a similar noise reduction and speech
distortion. In practice, the MFMVDR filter requires an estimate of the highly
time-varying undesired correlation matrix. This correlation matrix does not only
contain the time-varying noise correlation matrix but also the highly time-varying
correlation matrix of the uncorrelated speech component such that it is quite
difficult to accurately estimate the matrix from the noisy speech STFT coefficients.
While in this thesis we focused on developing robust methods to estimate the
normalized speech correlation vector from the noisy speech STFT coefficients,
further research could aim at developing methods to estimate the undesired
correlation matrix, e.g., similarly to [60,113,163–165].

In Chapter 5, we investigated the potential of using concepts proposed for robust
MPDR beamforming in the context of single-microphone multi-frame speech en-
hancement. We proposed two constrained MFMPDR filters that estimate the nor-
malized speech correlation vector as the vector maximizing the total signal output
PSD within a spherical uncertainty set. The main novelty was to set the upper
bound of this spherical uncertainty set based on the time-varying a-priori SNR for
each time-frequency point. However, these algorithms are computationally quite
complex. As further research, the less complex diagonal loading approach could be
investigated in the context of multi-frame speech enhancement, which imposes a
quadratic inequality constraint on the filter vector instead of the mismatch vector
with respect to the presumed normalized speech correlation vector. Since the loading
level enables a trade-off between the non-robust MFMPDR filter without additional
constraint (i.e., no diagonal loading) and no filtering (i.e., a loading level equal to
infinity), it would be interesting to investigate if the loading level could be set based
on the a-priori SNR for each time-frequency point.

In Chapter 5, 6 and 7 instrumental and perceptual evaluations showed that
the proposed DC-MFMPDR filter from Chapter 5 and the SD-MFMPDR filter
from Chapter 6 lead to less speech distortion but also to a lower noise reduction
performance than the single-frame WG. In order to benefit both from the good
noise reduction performance of the WG, while during speech presence the speech
distortion are kept low using the DC-MFMPDR or the SD-MFMPDR filter, further
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research could be to integrate the proposed MFMPDR filters with a single-frame
WG, similar to the approach in [128]. In this approach we proposed a time- and
frequency-dependent SPP-based weighting between the MFMPDR filter and the
WG. When speech is likely to be present, the MFMPDR filter is applied to the
noisy speech STFT coefficients, whereas when speech is likely to be absent, the
WG is applied.

In this thesis, we considered a single-microphone multi-frame signal model exploit-
ing speech interframe correlation, which is conceptually very similar to a multi-
microphone signal model (see Section 3.2.3). Since most multi-frame filters are hence
inspired by multi-microphone algorithms, i.e., beamformers, further research could
be to develop other single-microphone multi-frame speech enhancement algorithms
using

1. statistical model-based estimators, e.g., of the multi-channel MAP spectral
amplitude estimator in [166].

2. machine-learning-based estimators, e.g., the DNN-based approach in [167] to
directly learn the complex-valued filter coefficients.

3. subspace-based estimators, e.g, variable span-filters using joint diagonalization
of the speech and noise correlation matrices [44,168].

Furthermore, in [4, 169, 170] an extension of the multi-microphone MFMVDR
filter was proposed, simultaneously exploiting the RTF vector of the desired
speech source and the normalized speech correlation vector. This spatial-temporal
vector was expressed in terms of the Kronecker product of the RTF vector and
the normalized speech correlation vector. Using oracle estimates of the required
quantities, simulation results in [4, 169, 170] showed that the speech enhancement
performance for the multi-microphone MFMVDR filter is better than for the
multi-microphone single-frame MVDR filter, which neglects the speech interframe
correlation. In further research, it would be interesting to evaluate this multi-
microphone MFMVDR filter using the proposed normalized speech correlation
vector estimates in combination with a blind estimate of the RTF vector of the
desired speech source, e.g., using the covariance subtraction method [42, 114–117]
or the covariance whitening method [39,42,115,116].

Finally, in this thesis we used the multi-frame signal model exploiting speech inter-
frame correlation for noise reduction algorithms. Based on the same signal model
in [171] and [172] single-microphone and multi-microphone dereverberation algo-
rithms were proposed, assuming an oracle estimate of the normalized speech corre-
lation vector. Since this resulted in a good dereverberation performance, for further
research it would be interesting to investigate the proposed normalized speech cor-
relation vector estimators for dereverberation and/or for joint dereverberation and
noise reduction.





A
MFMPDR FILTERING WITH WIENER
POSTFILTERING

In Chapter 3, we reviewed single-frame speech enhancement algorithms and multi-
frame speech enhancement algorithms exploiting speech interframe correlation.
More in particular, we discussed the single-frame Wiener gain (WG), the multi-
frame minimum power distortionless response (MFMPDR) filter and the multi-
frame Wiener filter (MFWF). We showed that the MFWF can be decomposed
into the MFMPDR filter and a single-frame WG as postfilter. In this appendix, we
discuss the speech enhancement performance of the MFMPDR filter with postfil-
ter using different undesired output PSD estimates. As shown in Section 3.2.2, the
MFWF may be sensitive to numerical errors in the required quantities and more ro-
bust results may be obtained by decomposing the MFWF into the MFMPDR filter
and a WG as postfilter. While the MFMPDR filter is designed to avoid speech dis-
tortion, the WG aims at minimizing the MSE between the output of the MFMPDR
filter and the speech STFT coefficient. Hence, the decomposed MFWF is capable
to reduce the undesired signal more strongly than the MFMPDR filter, but speech
distortion may be introduced. In this appendix, we compare the speech enhance-
ment performance of the MFMPDR filter with postfilter, using different undesired
output PSD estimates, with the MFWF and the MFMPDR filter as reference. The
undesired output PSD is either estimated directly from the noisy speech STFT coef-
ficients, independently to the output of the MFMPDR filter or based on pre-trained
data.

In Section A.1, we recap the decomposition of the MFWF and present the different
estimators for the undesired output PSD. In Section A.2, we compare the speech

This appendix is partly based on:

[129] D. Fischer and T. Gerkmann, “Single-microphone speech enhancement using MVDR filter-
ing and Wiener post-filtering,” in Proc. IEEE Int. Conf. Acoust., Speech, Signal Process.
(ICASSP), Shanghai, China, Mar. 2016, pp. 201–205.

[130] D. Fischer, K. Brümann, and S. Doclo, “Comparison of parameter estimation methods for
single-microphone multi-frame Wiener filtering,” in Proc. of Europ. Signal Process. Conf.
(EUSIPCO), A Coruña, Spain, Aug. 2019, pp. 1809–1813.
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enhancement performance of the decomposed MFWF with the MFWF and the
MFMPDR filter for different speech signals, noise types and SNRs using instru-
mental performance measures. Simulation results show that robust results of the
MFWF can be achieved by decomposing the MFWF and that the speech quality
can be improved in reference to the MFMPDR filter. However, when estimating
the undesired output PSD independently to the output of the MFMPDR filter, no
speech quality improvement can be indicated.

A.1 Undesired Output PSD Estimators

In this section, we recap the decomposed MFWF from Section 3.2.2 and present
several estimators for the undesired PSD at the output of the MFMPDR filter. For
conciseness, the frequency-bin index k and the time-frame index m will be omitted
in this appendix if not required. However, it should be realized that all calculations
are performed for each time-frequency point.

It was shown in Section 3.2.2 that the MFWF, i.e.,

hMFWF = φXR
−1
y γx , (A.1)

depends on the speech PSD φX , the normalized speech correlation vector γx and
the noisy speech correlation matrix Ry . We showed that the MFWF in (A.1) may
be more sensitive to numerical errors in the required quantities than the MFMPDR
filter (cf. (3.31)-(3.34)) and more robust results may be obtained by decomposing
the MFWF into the MFMPDR filter hMFMPDR in (3.23) and a single-frame WG as
postfilter, i.e,

hMFMPDR-WG =
R−1y γx
γHx R

−1
y γx︸ ︷︷ ︸

hMFMPDR

φX

φX + φoutu
. (A.2)

This postfilter operates on the output of the MFMPDR filter, where the undesired
output PSD φoutu is given by

φoutu = hHMFMPDRRuhMFMPDR , (A.3)

with the undesired correlation matrix Ru . The undesired correlation matrix does
not only contain the noise correlation matrix Rn but also the correlation matrix of
the uncorrelated speech component Rx′ (cf. (2.24)). Typically, both quantities are
highly time-varying, making it quite difficult to accurately estimate them from the
noisy speech STFT coefficients.

In order to implement the hMFMPDR-WG in (A.2) estimates of the speech PSD φX
and the undesired output PSD φoutu are required. The MFMPDR filter is designed
to prevent speech distortion such that in theory, the speech PSD φX at the output
of the MFMPDR filter is equal to the input speech PSD. Using this assumption, we
also apply the speech PSD estimate φ̂X at the output of the MFMPDR filter. The
undesired output PSD φoutu can be estimated in several ways.
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First, the most straightforward way is to estimate this PSD as

φ̂
out,Ru
u = ĥHMFMPDRR̂uĥMFMPDR (A.4)

where R̂u is estimated as

R̂u = R̂y − φ̂X γ̂x γ̂Hx . (A.5)

Since R̂u may not be positive semi-definite due to estimation errors, we set the

negative eigenvalues of R̂u to zero.

Second, instead of estimating the undesired correlation matrix Ru we proposed in
[129] to use a pre-trained (time-independent but frequency-dependent) normalized
undesired correlation matrix Γu , which is defined as

Γu =
Rue

eTRue
, (A.6)

where eTRue corresponds to the noise PSD φN (cf. (4.14)). During training, perfect
knowledge of the speech and noise signals are available such that the oracle undesired
correlation matrix estimate R̂O

u in (4.15) can be obtained using oracle estimates of
the speech correlation matrix Rx and the noise correlation matrix Rn as in (4.1)

and (4.2), respectively. The pre-trained normalized undesired correlation matrix Γ̂Tr
u

is subsequently obtained by averaging R̂O
u over all training data and normalizing

the resulting matrix to its first element, similarly as in (A.6). To estimate φoutu , the

trained Γ̂Tr
u needs to be scaled by the noise PSD estimate φ̂N . Hence, the undesired

output PSD φoutu can be estimated as

φ̂out,Γu
u = ĥHMFMPDR

(
φ̂N Γ̂Tr

u

)
ĥMFMPDR (A.7)

Third, assuming that the correlation matrix of the uncorrelated speech
component Rx′ can be neglected, we can replace Ru in (A.3) by the noise cor-
relation matrix Rn , i.e., Ru = Rn , resulting in the noise output PSD φoutn , i.e.,

φoutn = hHMFMPDRRnhMFMPDR . (A.8)

Hence, the undesired output PSD can be estimated independently to the output of
the MFMPDR filter, using noise PSD estimators as in Section 3.1.3 at the output
signal of the MFMPDR filter, i.e.,

φ̂out,φn
u = φ̂outn (A.9)
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A.2 Simulation Results

In this section, we investigate the speech enhancement performance of the MFM-
PDR filter with a WG as postfilter using different undesired output PSD estimates.
In Section A.2.1, we describe the audio material and discuss the algorithmic settings.
In Section A.2.2, we compare the speech enhancement performance of the MFM-
PDR filter with postfilter, using the different presented estimators for undesired
output PSD from Section A.1, with the MFWF in (A.1) and the MFMPDR filter
in (3.23) as reference.

a.2.1 Audio Material and Algorithmic Settings

For the evaluation, we used 260 s of speech material (131 s female, 129 s male) from
the TIMIT database [146] as speech signals, at a sampling frequency of 16 kHz.
As noise signals, we used traffic noise, two babble noise signals, factory noise and
modulated white Gaussian noise with a modulation frequency of 0.5 Hz taken from
the NOISEX-92 database [145]. The considered SNRs ranged from -5 dB to 20 dB

in 5 dB steps. For the training of the normalized undesired correlation matrix Γ̂Tr
u

in (A.7), we used 120 s of speech material (58 s female, 62 s male) from the TIMIT
database [146] as clean speech signals. As noise signals, we used pink noise, office
noise and multi-talker babble noise. The considered SNRs range from -5 dB to 20
dB in 5 dB steps. We make sure that the training data differs from the evaluation
data.

Similarly as in Section 4.3, in order to achieve a high speech interframe correlation
we used a highly temporally resolved STFT framework with a frame length of 4 ms
(T = K = 64 samples) and an overlap of 75 %, resulting in a frame shift of 1 ms
(R = 16 samples). As the STFT analysis window wa(t) and synthesis window ws(t),
we used a square-root Hann window. Similarly as in Chapter 4 and [15], the number
of consecutive time-frames was set to L = 18, resulting in 21 ms of analysis data
used in each filtering operation.

For the MFWF in (A.1) and the MFMPDR filter in (A.2), the noisy speech correla-
tion matrix Ry was estimated using recursive smoothing as in (4.3). The smoothing
parameter was experimentally set to αy = 0.92, corresponding to a smoothing win-
dow of 12 ms. To avoid numerical problems, we performed diagonal loading as in
(4.17) before computing the inverse of the noisy speech correlation matrix with a
scaling parameter of κ = 0.001, similarly as in Chapter 4. The normalized speech
correlation vector was estimated using the state-of-the-art ML estimate γ̂ML

x in

(4.12). The required a-priori SNR ξ was estimated using the DDA estimate ξ̂DDA

in (3.9), with a weighting parameter αDDA = 0.97. To reduce unpleasant artifacts
in the background noise, e.g., musical noise, we only updated the estimated speech
STFT coefficient X̂(m − 1) in (3.9) every 4 ms, i.e., every 4 frames. The required

noise PSD was estimated using the SPP-based noise PSD estimator φ̂SPP
N in (3.13),

with a smoothing parameter αSPP = 0.90 and a fixed SNR ξH1
= −15 dB. To reduce

the amount of speech distortion and to mask artifacts in the background noise, we
applied a lower limit of ξmin = −8 dB to the a-priori SNR estimate.
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Table A.1: Overview of the considered MFMPDR filters with WG as postfilter.

Label Description

MFMPDR-WGRu
MFMPDR filter with postfilter in (A.2) using φ̂

out,Ru
u

MFMPDR-WGΓu MFMPDR filter with postfilter in (A.2) using φ̂out,Γu
u

MFMPDR-WGφn MFMPDR filter with postfilter in (A.2) using φ̂out,φn
u

-5 0 5 10 15 20
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0.2

0.3

Fig. A.1: Average PESQ improvement for the MFWF and the MFMPDR filter with
Wiener gain (WG) as postfilter, using the undesired output PSD estimates from
Section A.1, in reference to the MFMPDR filter, for different SNRs.

For the WG as postfilter, the speech PSD φX was estimated by multiplying the DDA
estimate ξ̂DDA with the noise PSD estimate, i.e., φ̂X = φ̂SPP

N ξ̂DDA. To train the nor-
malized undesired correlation matrix, an estimate of the oracle undesired correlation
matrix R̂O

u in (4.15) was required. This matrix based on estimates of the speech
and noise correlation matrices, which were estimated using recursive smoothing as
in (4.1) and (4.2), respectively. The smoothing parameters were experimentally set
to αx = 0.65, corresponding to 2.5 ms and αn = 0.90, corresponding to 10 ms. The
noise output PSD in (A.9) was estimated using the SPP-based noise PSD estimator

φ̂SPP
N in (3.13), with αSPP = 0.90 and ξH1

= −15 dB, at the output signal of the
MFMPDR filter.

a.2.2 Speech Enhancement Performance

In this section, we compare the speech enhancement performance of the considered
MFMPDR filters with WG as postfilter in (A.2) either using the undesired output

PSD estimate φ̂
out,Ru
u in (A.4), φ̂out,Γu

u in (A.7) or φ̂out,φNu in (A.9) (cf. Table
A.1) with the MFWF in (A.1) and the MFMPDR filter in (3.23) as reference. The
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considered algorithms are evaluated in terms of speech quality using the PESQ
improvement ∆PESQ (cf. Section 2.2).

For different SNRs, Fig. A.1 depicts the performance of the considered algorithms
averaged over all considered speech signals and noise types. First, for all SNRs it
can be seen that the MFMPDR filter and all MFMPDR filters with postfilter lead
to higher ∆PESQ results than the MFWF in (A.1) Second, it can be seen that the
MFMPDR-WGRu

filter and the MFMPDR-WGΓu filter achieve higher ∆PESQ
results than all other filters, while both results are similar (except for high SNRs).
Third, it can be seen that estimating the undesired output PSD independently to
the output of the MFMPDR filter leads to similar ∆PESQ results as the MFMPDR
filter.

These results show that decomposing the MFWF into the MFMPDR filter and a
WG as postfilter leads to more robust results as the MFWF in (A.1). Using the un-

desired output PSD estimates φ̂
out,Ru
u in (A.4) and φ̂

out,Γn
u in (A.7) in the postfilter

yield a better speech quality than the MFMPDR filter. However, independently esti-
mating the undesired PSD at the output of the MFMPDR filter, i.e., using φ̂out,φn

u

in (A.9), does not yield a PESQ improvement compared to the MFMPDR filter.
This results can probably not only be explained by the fact that considering the
uncorrelated speech component is crucial (as also shown in Chapters 4 and 6), but

also by the fact that the used noise PSD estimator φ̂SPP
N , which assumes that the

noise is more stationary than the speech, whereas the output of the MFMPDR filter
may contain highly fluctuating residual noise leading to an underestimation of the
noise output PSD.

A.3 Summary

In this appendix, we compared the speech enhancement performance of the decom-
posed MFWF filter into the MFMPDR filter and a WG as postfilter, using different
estimators for the undesired output PSD, with the MFWF and the MFMPDR fil-
ter as reference. The undesired output PSD in the postfilter was either estimated
directly from the noisy speech STFT coefficients, independently to the output of
the MFMPDR filter or based on pre-trained data. For different speech signals, noise
types and SNRs, simulation results show that the MFMPDR filter with postfilter
leads to more robust results and a clearly higher speech quality than the MFWF.
In reference to the MFMPDR filter, whereas estimating the undesired output PSD
independently to the output of the MFMPDR filter does not yield a speech quality
improvement, estimating the undesired output PSD directly from the noisy speech
STFT coefficients or based on pre-trained data improves the speech quality.
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