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ABSTRACT

The ability of humans to perceive sound spatially is based on binaural hearing, i.e.
on signals arriving at the two ears which supply the listener with important spatial
and spectral cues. The aim of binaural technology is to capture and reproduce the
sound �eld in such a way that these cues are preserved. A well-known drawback of
using arti�cial heads for this aim is that they exhibit di�erent anthropometrical mea-
sures compared to individual listeners. When playing back the recorded signals over
headphones, the non-individual design of arti�cial heads may lead to localization
ambiguities such as front-back reversals and perception inside the head. Moreover,
it is hardly possible to achieve dynamic signal playback, accounting for the listener's
head movements. As an alternative, it has been proposed to use a Virtual Arti�cial
Head (VAH), which is a microphone array where spectral weights are applied to the
microphone signals, aiming at synthesizing the directivity pattern of Head Related
Transfer Functions (HRTFs). By adjusting the spectral weights to HRTFs of indi-
vidual listeners, the signals recorded with a VAH can be individualized post-hoc for
di�erent listeners. In addition, the spectral weights can be adapted to account for
the listener's head movements during signal playback.

The aim of this thesis is to improve the performance of a state-of-the-art VAH
approach for synthesizing individual HRTF directivity patterns and to evaluate it
for situations which have not been considered before. The �rst focus is to improve
the horizontal spatial resolution of the VAH synthesis using a limited number of
microphones. The second focus is to investigate the impact of the microphone array
topology on the VAH performance in the horizontal plane. The third focus is to eval-
uate the VAH approach in dynamic auralizations for horizontal and non-horizontal
sources, both in anechoic as well as in reverberant environments.

First, we propose a new constrained optimization method to calculate the spectral
weights, which allows to increase the spatial resolution of the VAH synthesis in the
horizontal plane using a limited number of microphones. In addition to imposing
a constraint on the mean White Noise Gain (WNG) to increase robustness, we
propose to impose constraints on the monaural spectral error, referred to as spec-
tral distortion, at a high number of directions. For a simulated planar microphone
array with 24 microphones, we show that the frequency range, for which the syn-
thesis accuracy can be considered acceptable, can be increased from 2 kHz to 5 kHz
compared to imposing only the mean WNG constraint. The VAH synthesis with
the additional spectral distortion constraints is also shown to perceptually outper-
form the synthesis where only the mean WNG constraint is imposed. Second, based
on simulations with four di�erent microphone array topologies, we investigate the
impact of array extension and microphone distribution on the VAH performance.
While smaller inter-microphone distances enable to satisfy the spectral distortion
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constraints at higher frequencies, they may cause di�culties in satisfying the mean
WNG constraint at low and mid-frequency ranges. For an array topology combin-
ing dense and sparse inter-microphone distances, we show that the mean WNG and
spectral distortion constraints can be satis�ed for frequencies up to 8 kHz without
deteriorating the phase accuracy at low frequencies. In addition, the binaural signals
generated using the mixed array topology result in the best perceptual ratings com-
pared to the other considered topologies, which result in either more high-frequency
spectral distortion or more low-frequency phase inaccuracy. Third, we investigate
the performance of the VAH approach for dynamic auralizations with speech sig-
nals in two studies, both considering sources in and outside the horizontal plane.
Individual Binaural Room Impulse Responses (BRIRs) for di�erent head orienta-
tions are synthesized for two VAHs, i.e. a planar array with 24 microphones and
a three-dimensional array with 31 microphones. In the �rst study, we evaluate dy-
namic auralizations with the synthesized BRIRs for the VAH with 24 microphones
in comparison to real (visible) sound source presentations. We show that both in
a reverberant as well as in an anechoic environment close-to-reality dynamic au-
ralizations with speech signals can be achieved. In the second study, we evaluate
the localization performance of virtual sources generated with both VAHs in the
absence of visual cues and in comparison to real hidden sound sources. We show
that even in the absence of visual cues, virtual sources generated with both VAHs
can be localized with a similar accuracy with respect to azimuth, externalization
and the occurrence of front-back reversals as real sources. Interestingly, including
only horizontal directions in the calculation of the spectral weights results in a bet-
ter localization performance compared to including horizontal and non-horizontal
directions. Moreover, localization experiments with and without head tracking show
the importance of the dynamic presentation on the localization accuracy of virtual
sound sources generated with the VAHs. Although individualization is an important
capability of the VAH approach, both studies show that the possibility of present-
ing binaural signals dynamically is the main advantage of the VAH approach over
conventional arti�cial heads.
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ZUSAMMENFASSUNG

Die Fähigkeit des Menschen zur räumlichen Schallwahrnehmung basiert auf dem bin-
auralen Hören, d.h. auf Signalen, die an beiden Ohren ankommen und dem Zuhörer
wichtige räumliche und spektrale Informationen liefern. Ziel der Binauraltechnik ist
es, das Schallfeld so aufzunehmen und wiederzugeben, dass diese Informationen er-
halten bleiben. Ein bekannter Nachteil der Verwendung von Kunstköpfen für dieses
Ziel besteht darin, dass sie im Vergleich zu individuellen Zuhörern unterschiedliche
anthropometrische Maÿe aufweisen. Bei der Wiedergabe der aufgezeichneten Sig-
nale über Kopfhörer kann es durch das nicht-individuelle Design der Kunstköpfe
zu Lokalisationsfehlern wie Vorne-Hinten-Vertauschungen und im-Kopf Lokalisa-
tion kommen. Auÿerdem ist eine dynamische Signalwiedergabe zur Kompensation
der Kopfbewegungen des Zuhörers in der Regel nicht möglich. Alternativ wurde
vorgeschlagen, einen virtuellen Kunstkopf (englisch: Virtual Arti�cial Head (VAH))
zu verwenden. Beim VAH handelt es sich um ein Mikrofonarray, bei dem Spek-
tralgewichte auf die Mikrofonsignale angewendet werden, um die Richtcharakteris-
tiken der kopfbezogenen Übertragungsfunktionen (englisch: Head Related Transfer
Functions (HRTFs)) zu synthetisieren. Durch Anpassen der Spektralgewichte an
HRTFs einzelner Zuhörer können die mit einem VAH aufgezeichneten Signale im
Nachhinein für verschiedene Zuhörer individualisiert werden. Zusätzlich können die
Spektralgewichte angepasst werden, um die Kopfbewegungen des Zuhörers während
der Signalwiedergabe zu kompensieren.

Ziel dieser Arbeit ist es, die Performance eines modernen VAH-Ansatzes für die Syn-
these individueller HRTF-Richtcharakteristiken zu verbessern und für bisher nicht
berücksichtigte Situationen zu evaluieren. Der erste Schwerpunkt besteht darin, die
horizontale räumliche Au�ösung der VAH-Synthese mit einer begrenzten Anzahl
von Mikrofonen zu verbessern. Der zweite Schwerpunkt besteht darin, den Ein�uss
der Mikrofonarray-Topologie auf die VAH-Performance in der Horizontalebene zu
untersuchen. Der dritte Schwerpunkt ist die Evaluierung des VAH-Ansatzes in dy-
namischen Auralisationen für horizontale und nicht-horizontale Quellen, sowohl in
re�exionsarmen als auch in halligen Umgebungen.

Zunächst wird eine neue Optimierungsmethode zur Berechnung der Spektral-
gewichte vorgeschlagen, die es ermöglicht, die räumliche Au�ösung der VAH-
Synthese in der Horizontalebene mit einer begrenzten Anzahl von Mikrofonen zu
erhöhen. Zusätzlich zur bereits bisher benutzten Nebenbedingung für den gemittel-
ten White Noise Gain (WNG) zur Erhöhung der Robustheit wird vorgeschlagen, den
monauralen Spektralfehler in einer hohen Anzahl von Richtungen zu beschränken.
Verglichen zu dem Fall, dass nur der gemittelte WNG beschränkt wird, kann für
ein simuliertes planares Mikrofonarray mit 24 Mikrofonen gezeigt werden, dass der
Frequenzbereich, für den die Synthesegenauigkeit als akzeptabel angenommen wird,
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von 2 kHz auf 5 kHz erhöht wird. Es wird auch gezeigt, dass die VAH-Synthese
mit den zusätzlichen Nebenbedingungen für den Spektralfehler die Synthese mit
ausschlieÿlicher Beschränkung des gemittelten WNG perzeptiv übertri�t. Zweitens
wird, basierend auf Simulationen mit vier verschiedenen Mikrofonarray-Topologien
der Ein�uss der Array-Ausdehnung und der Mikrofonverteilung auf die VAH-
Performance untersucht. Während kleinere Mikrofonabstände es ermöglichen, die
Nebenbedingungen für den Spektralfehler bei höheren Frequenzen zu erfüllen, kön-
nen sie Schwierigkeiten bei der Erfüllung der gemittelten WNG-Nebenbedingung bei
niedrigen und mittleren Frequenzen verursachen. Für eine Mikrofonarray-Topologie,
die dichte und spärliche Abstände zwischen den Mikrofonen kombiniert, kann gezeigt
werden, dass die gemittelte WNG-Nebenbedingung und die Nebenbedingungen für
den Spektralfehler für Frequenzen bis zu 8 kHz erfüllt werden, ohne die Phasen-
genauigkeit bei tiefen Frequenzen zu verschlechtern. Darüber hinaus führen die
unter Verwendung der kombinierenden Mikrofonarray-Topologie erzeugten binau-
ralen Signale zu den besten Wahrnehmungsergebnissen im Vergleich zu den an-
deren betrachteten Topologien, die entweder zu erhöhten hochfrequenten Spek-
tralfehlern oder zu erhöhten niederfrequenten Phasenungenauigkeiten führen. Drit-
tens wird die Performance des VAH-Ansatzes für dynamische Auralisationen mit
Sprachsignalen in zwei Studien mit Quellen in und auÿerhalb der Horizontalebene
untersucht. Für zwei VAHs, ein planares Array mit 24 Mikrofonen und ein drei-
dimensionales Array mit 31 Mikrofonen, werden dazu individuelle binaurale Rau-
mimpulsantworten (englisch: Binaural Room Impulse Responses (BRIRs)) für ver-
schiedene Kopforientierungen synthetisiert. In der ersten Studie werden dynamis-
che Auralisationen mit den synthetisierten BRIRs für den VAH mit 24 Mikrofo-
nen im Vergleich zu realen (sichtbaren) Schallquellen evaluiert. Es wird gezeigt,
dass sowohl in einer halligen als auch in einer re�exionsarmen Umgebung realität-
snahe dynamische Auralisationen mit Sprachsignalen erreicht werden können. In der
zweiten Studie wird die Lokalisierungsperformance von virtuellen Quellen, generiert
mit beiden VAHs im Vergleich zu echten versteckten Schallquellen und unter Ab-
wesenheit visueller Cues, evaluiert. Es wird gezeigt, dass virtuelle Quellen, gener-
iert mit beiden VAHs, auch ohne visuelle Informationen mit ähnlicher Genauigkeit
wie reale Quellen in Bezug auf Azimut, Externalisierung und das Auftreten von
Vorne-Hinten-Vertauschungen lokalisiert werden können. Interessanterweise führt
die Einbeziehung ausschlieÿlich horizontaler Richtungen in die Berechnung der
Spektralgewichte zu einer besseren Lokalisierungsperformance im Vergleich zur Ein-
beziehung horizontaler und nicht-horizontaler Richtungen. Darüber hinaus zeigen
Lokalisierungsexperimente mit und ohne Headtracking die Bedeutung der dynamis-
chen Wiedergabe für die Lokalisierungsgenauigkeit virtueller Schallquellen, generiert
mit beiden VAHs. Obwohl die Individualisierung eine wichtige Fähigkeit des VAH-
Ansatzes ist, zeigen beide Studien, dass die Möglichkeit der dynamischen Wieder-
gabe binauraler Signale der Hauptvorteil des VAH-Ansatzes gegenüber herkömm-
lichen Kunstköpfen ist.
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GLOSSARY

Acronyms and abbreviations

ANOVA Analysis of Variance

ASW Apparent Source Width

BEM Boundary Element Method

BRIR Binaural Room Impulse Response

BRTF Binaural Room Transfer Function

DOA Direction Of Arrival

DRR Direct-to-Reverberant Ratio

FEC Free-air-Equivalent Coupling

FIR Finite Impulse Response

GUI Graphical User Interface

HPIR Headphone Impulse Response

HPTF Headphone Transfer Function

HRIR Head Related Impulse Response

HRTF Head Related Transfer Function

HTK Head-Tracked KEMAR

HTS Head-Tracked Sphere

ILD Interaural Level Di�erence

ITD Interaural Time Di�erence

JND Just Noticeable Di�erence

LSEQ Loudspeaker Equalization

MAA Minimum Audible Angle

RIR Room Impulse Response

RL
′

E modi�ed Room Level (Early)

SD Spectral Distortion

SH Spherical Harmonics

SOFA Spatially Oriented Format for Acoustics

TD Temporal Distortion

VAH Virtual Arti�cial Head
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WNG White Noise Gain

WNGm Mean White Noise Gain

Mathematical notation

a Scalar a

a Vector a

A Matrix A

a∗ Complex conjugate of scalar a

AT Transpose of matrix A

aH Hermitian transpose of vector a

A−1 Inverse of matrix A

⊗ Convolution

F−1 Inverse Fourier transform

j Imaginary unit

|.| Magnitude

∠{.} Unwrapped phase

‖.‖2 2-norm

Fixed Symbols

A(f) N × P matrix of steering vectors between N microphones and
source at P directions at frequency f

c Speed of sound propagation

d(f,Θ) N×1 steering vector containing the free-�eld transfer functions
at frequency f between N microphones and source at direction
Θ

D(f,Θ) Desired HRTF directivity pattern at frequency f and direction
Θ

D(f) 1× P vector of HRTFs at P directions and frequency f

e Error vector

f Frequency

fs Sampling frequency

F Total number of frequency bins

H(f,Θ) Resulting directivity pattern of the beamformer at frequency
f and direction Θ

IN N ×N identity matrix

JLS Least-squares cost function
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Jm Least-squares cost function subject to a constraint on the mean
white noise gain

Ln(Θ) Length of the direction-dependent path between the nth mi-
crophone and the center of the microphone array for sound
incidence from source at direction Θ

LUp(Θ) Upper boundary set to the spectral distortion at direction Θ

LLow(Θ) Lower boundary set to the spectral distortion at direction Θ

N Number of microphones

P Number of directions considered in the desired directivity pat-
tern for the calculation of the spectral weights

P
′

Number of directions at which the synthesis is done

R Distance to the sound source

r Mean Pearson correlation coe�cient

S(f,Θ) Source signal at frequency f and at direction Θ arriving at the
center of the microphone array

t Time

wn(f) Spectral weight for the nth microphone at frequency f

w(f) N × 1 vector, containing the spectral weights for the N micro-
phones at frequency f

Yn(f,Θ) Signal of the nth microphone at frequency f and direction Θ

Y(f,Θ) N × 1 vector containing the signals of the N microphones at
frequency f and direction Θ

Z(f,Θ) Output signal of the beamformer at frequency f and direction
Θ

Greek letters

α Cronbach's standardized coe�cient

αR Factor indicating how much LLow should be reduced

βpower Minimum desired value for the mean white noise gain

β Minimum desired value for the mean white noise gain in dB

βinversion Regularization parameter for the inversion of transfer functions

∆ILD Absolute deviation between desired and synthesized ILDs in
dB.

∆ITD Absolute deviation between desired and synthesized ITDs

Θ Source direction (Θ = (θ, φ))

Θ
′

Direction at which the synthesis is done (Θ
′

= (θ
′
, φ

′
))

Θh Head orientation (Θh = (θh, φh))

θ Azimuth angle

φ Elevation angle
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µ Lagrange multiplier associated with the constraint on the mean
white noise gain for the minimization of Jm

τn Time delay between the nth microphone and the center of the
microphone array
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1
INTRODUCTION

1.1 Motivation and main objective

The aim of spatial sound reproduction is to record and reproduce sounds such that
the listener is provided with a realistic spatial impression of the auditory scene. It
means that by listening to the signals, the listener is able to perceive a realistic
auditory image of the auditory scene including the position and distance of the
sound sources as well as the acoustical properties of the environment in which the
auditory scene takes place [1].

Spatial sound can be presented by reproducing the sound �eld for an extended
listening area using multiple loudspeakers installed in a room (see [2] for an
overview). Binaural technology is another method for spatial sound reproduction,
in which the sound �eld is reproduced only at the two ears of the listener, by using
either loudspeakers (e.g. [3]) or more commonly, as also considered in this thesis,
by using headphones (e.g. [4]). In natural listening situations, the signals arriving
at the ears, referred to as binaural signals, include the re�ections and di�raction
caused by the listener's own body (head, torso, pinna). This acoustical in�uence of
the body provides the listener with important cues which contribute to the spatial
impression of an auditory scene [5]. The aim of binaural technology is to preserve
these cues in the reproduction of the binaural signals. With this aim in mind,
so-called arti�cial heads are commonly used to record the auditory scene. Arti�cial
heads are replicas of an average human head, torso and pinnae, with microphones
in the ears (see e.g. [6]). By playing back the signals recorded with an arti�cial
head over headphones, the listener is provided to a high extent with the spatial
impression of the sound �eld.

However, binaural reproduction with arti�cial heads is known to be subject to
perceptual shortcomings such as front-back reversals (i.e. the sound source in front
is perceived to be in back or vice versa) or errors in the perceived distance, often in
the form of in-head-localization (i.e. perceiving the sound source in the head instead
of outside the head) [7, 8]. These shortcomings are mainly due to the fact that
arti�cial heads do not have the same anthropometric measures as individual listen-
ers. To preserve the re�ections in the same way as caused by individual listeners'
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anatomies, arti�cial heads could be customized geometrically to match individual
anthropometric measures, which is associated with enormous �nancial costs and
therefore non-feasible. Another limitation of binaural technology using arti�cial
heads is that the recorded signals can be presented only for a �xed head orientation,
namely the orientation of the arti�cial head towards the auditory scene during the
recording. Whereas by rotating the head in natural listening situations the sound
source remains at its position, the auditory scene moves with the listener's head
with headphone presentations made for a �xed head orientation. This markedly
decreases the degree of realism of the reproduced spatial sound. In addition, head
movements have been shown to play an important role in the accuracy of spatial
sound perception in natural listening situations [9�11]. Accounting for head move-
ments during headphone presentations can moreover reduce the front-back reversals
and the in-head-localization [12�14]. Headphone signal playback for a �xed head
orientation can therefore lead to an erroneous spatial perception of the sound source.

The main objective of this thesis is to overcome the shortcomings of conventional
arti�cial heads using a Virtual Arti�cial Head (VAH). A VAH is a microphone
array which employs beamforming methods to generate the binaural signals
individually for each listener. More precisely, the recorded signals with a VAH can
be individualized post-hoc for di�erent listeners by applying individually calculated
spectral weights to the microphone signals. Moreover, a VAH enables to account
for the head movements of the listener during signal playback by adapting the
spectral weights depending on the listener's head movements.

The purpose of this thesis is to optimize the VAH approach as already developed by
Rasumow et al. [15�17] and evaluate it for new auditory scenarios. Speci�cally, the
thesis aims at improving the spatial resolution of binaural signals generated with
the VAH approach while maintaining the number of the VAH microphones limited
as well as at investigating the impact of the array topology on the performance
of a VAH. Moreover, the VAH approach is evaluated while accounting for head
movements during signal playback for signals captured in di�erent acoustical
environments and considering sources distributed in three-dimensional space.

The introduction is structured as follows. Section 1.2 reviews the spatial hearing
ability of human listeners. Section 1.3 introduces binaural technology and its ap-
plication in spatial sound reproduction. In section 1.4, after giving a brief overview
of some other microphone array-based approaches in binaural technology, the VAH
approach is introduced in more detail, including the main motivation for its further
optimization. Section 1.5 presents the outline of this thesis and its main contribu-
tions.

1.2 Spatial hearing

The ability of humans to perceive sound spatially is based on binaural hearing, i.e.
on signals arriving at the two ears which supply the listener with important cues
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for sound source localization, i.e. for indicating the position of a sound source in
three-dimensional space. In an anechoic environment, where no re�ecting room
boundaries or other objects exist, localization cues are created by the interaction
of the sound signals with the head, torso, and external ears of the listener [5]. In
reverberant environments, additional cues related to re�ections and reverberation
appear [18]. In addition, non-acoustical cues such as visual cues may impact spatial
hearing [19,20].

To discuss human spatial hearing in more detail, in section 1.2.1 conventions about
the spatial position of the source with respect to the listener, as used in this the-
sis, are provided. Section 1.2.2 provides a summary of localization cues in anechoic
environments, followed by measures of localization accuracy in section 1.2.3. Sec-
tion 1.2.4 explains the impact of room reverberation on spatial hearing. Finally,
section 1.2.5 o�ers a brief discussion about the impact of visual cues on spatial
hearing.

1.2.1 Angle convention

Throughout this thesis, the spatial position of the sound source with respect to the
listener is de�ned as depicted in the coordinate system in Figure 1.1. The origin
of the coordinate system is located at the center of the head, exactly between
the ears of the listener, and on the interaural axis, which connects the ear canal
entrances. The position of a sound source is de�ned with respect to the origin
by its distance (R) and direction (Θ). The direction Θ = (θ, φ) is described by a
horizontal and a vertical part, indicated by azimuth θ and elevation φ, respectively.
The direction in the front of the listener is de�ned as θ = 0◦ and φ = 0◦. Azimuth
increases in the counterclockwise direction from θ = 0◦. Elevation changes in
positive direction upwards from φ = 0◦ and in negative direction downwards from
φ = 0◦. Accordingly, a source is located in the horizontal plane and at the same
height as the ears if φ = 0◦ and it is located in the median plane if θ = 0◦.

The listener and source positions can also be de�ned using x-y-z coordinates within
the depicted coordinate system. The conversion is similar to the conversion between
the spherical and Cartesian coordinate systems, where the angle φ is de�ned here
as the deviation from the x-y plane instead of from the z-axis.

1.2.2 Localization cues

For a sound source located away from the median plane, the sound reaches the ear
closer to the source (the ipsilateral ear) earlier and with a higher level than the
other ear (the contralateral ear). The time di�erence of arrival due to the distance
between both ears and the level di�erence due to the shadowing e�ect of the head
are known as Interaural Time Di�erence (ITD) and Interaural Level Di�erence
(ILD), respectively. ITD and ILD are two important binaural cues for localization
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Fig. 1.1: Head-centered coordinate system for de�ning the sound source position with re-
spect to the listener.

in horizontal directions [5]. Towards higher frequencies, where the shadowing e�ect
of the head gets larger, ILD becomes more important and can increase up to 35 dB
at 10 kHz for a sound source located at the side [21]. ITD varies with frequency
as well and can be as high as 800µs at around 500 Hz for a sound source located
at the side [22]. ITD is shown to be the dominant localization cue of signals with
low-frequency energy [23].

For a sound source located in the median plane, the signals arriving at the two
ears are very similar and both ILD and ITD are close to zero. In the absence
of binaural cues, spectral cues take the dominant role. These spectral cues are
mainly characterized by the listener's individual external ear shape, pinna, and
become important at frequencies above approx. 3 kHz. Pinna re�ections change
with the elevation of the sound source and a�ect di�erent parts of the spectrum,
thus providing important cues to indicate the elevation of the sound source [24,25].
Pinna cues are also important for elevation perception for sources o� the median
plane. However, with increasing lateral distance to the median plane, the contribu-
tion of the ear closer to the sound source gains more importance than the other
ear [26]. Besides the high-frequency pinna cues, there are also low-frequency cues,
originating from torso re�ections and head di�raction, which contribute to the
vertical localization, especially for low-pass �ltered signals and for sources away
from the median plane [27,28].

A challenge in spatial hearing concerns the localization of sound sources in front
and back which have the same distance di�erence to both ears. In this case, ITD
and ILD can only partly indicate the source direction, i.e. whether the source is on
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the left or the right side. The ambiguity of distinguishing between front or back
remains however; a source in front may be perceived to be in back and vice versa,
i.e. a front-back reversal occurs [5]. Due to the asymmetrical shape of the external
ear, pinna re�ections are di�erent for sound incidence from front and back, which
supply the listener with spectral cues that help against front-back reversals [9, 29].
However, the primary cue of disambiguation was shown to be head movements to
the left and right. Changes in the binaural cues caused by head movements initiate
new localization cues, which help resolve front-back ambiguity [9]. Head movements
as small as 4◦ have been shown to be su�cient to signi�cantly reduce front-back
reversals [30]. In addition to this disambiguation, head movements also improve
the accuracy of indicating the azimuth and elevation of a sound source [10,11].

In comparison to direction perception, source distance perception is only related to
the cues originated from the listener's anatomy for nearby sources. The binaural
cues, especially the ILD, depend on the source distance when the source distance
is below 1 m [31,32]. For source distances beyond 1 m, where the binaural cues are
nearly independent of the source distance, the sound pressure level at the ears is the
primary acoustic cue for distance perception. In an anechoic environment, the sound
pressure level decreases inversely proportional to the distance, which provides cues
to perceive changes in the source distance. If no other cues such as room e�ects or
familiarity with the sound source are available, it is hardly possible to perceive the
absolute source distance [33]. For source distances beyond 15 m, additional spectral
cues, related to the frequency-dependent attenuation of the air path between the
source and listener, appear as well [5].

1.2.3 Localization accuracy

A crucial factor for the accuracy of sound localization is the bandwidth of the signal
emitted from the sound source. Vertical localization, for example, is more accurate
with signals containing high frequencies, which excite the pinna-related elevation
cues [34, 35]. Horizontal localization, which relies more on binaural rather than
spectral cues, is less sensitive to variations in signal bandwidth. However, a 2000-Hz
pure tone, for example, can be too high in frequency to o�er the ITD cue and
too low to o�er the ILD cue [36, 37]. In general, broadband signals, which provide
the listener with di�erent localization cues across frequencies, are the easiest to
localize. Furthermore, when head movements are not allowed, the occurrence of
front-back reversals was shown to decrease with increasing bandwidth [35, 38]. If
head movements are allowed during listening, the duration of the signal should
be long enough (at least 200 ms) to allow exploratory head movements to further
reduce the occurrence of front-back reversals [39].

The human auditory system is capable of discriminating very small changes in
the position of a sound source. The Minimum Audible Angle (MAA), which is
the smallest distinguishable angle between two adjacent sound sources, has been
reported to be about 1◦ in the horizontal direction [40, 41] and 3.6◦ in the vertical
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direction [41] in anechoic environments. Instead of discriminating between relative
source positions, the absolute localization ability can be assessed in a localization
experiment by asking the listener to indicate the perceived direction of a sound
source. The localization accuracy, de�ned as the di�erence between the target
angle (i.e. the angle of the presented sound source) and the response angle (i.e.
the angle perceived by the listener) has been reported in [42] to be about 2◦ in
the horizontal direction and 3.5◦ in the vertical direction. Horizontal localization
performance is best for source directions around the median plane and decreases
for source directions o� the median plane [43]. In general, vertical localization is
less accurate and less consistent among listeners than horizontal localization [42,43].

In addition to localization accuracy, the thresholds of detecting changes in binaural
cues have also been assessed, i.e. the smallest change in binaural cues which leads
to a di�erent spatial perception of a sound source. The Just Noticeable Di�erences
(JNDs) for ILD have been reported to be between 0.6 dB and 2 dB, depending on
the presented signals [44�46]. The JNDs for ITD have been reported to be between
10µs and 40µs, depending on the presented signals [47,48].

1.2.4 Spatial hearing in reverberant environments

The spatial impression of a sound source can be quite di�erent in a reverberant
environment compared to an anechoic environment. Room re�ections interfere
with the direct sound arriving at the two ears. The auditory system then needs to
distinguish between the direct sound of the source and its re�ected versions, which
would represent competing sound sources in an anechoic environment. Due to the
precedence e�ect [49], the signal arriving �rst dominates the localization perception,
such that sound localization is also possible in the presence of room re�ections.
However, depending on the room geometry and the positions of the source and
the listener, the order and intensity of room re�ections can change the sense of
localization. In fact, in a reverberant environment the similarity of the signals
at the two ears, measured by the interaural coherence, is reduced by the room
re�ections. In case of reduced interaural coherence, the ITD and ILD don't describe
the position of the sources the same way as in an anechoic environment [50, 51].
Similarly, the JNDs for the binaural cues increase in reverberant environments.
According to [52], in a reverberant environment, the JNDs for ITD and ILD can
be �ve to eight times and up to two times as high as in an anechoic environment,
respectively. In general, the localization performance is poorer in reverberant than
in anechoic environments, especially when listening to continuous non-transient
signals [53].

The presence of reverberation is however bene�cial for source distance perception.
The Direct-to-Reverberant Ration (DRR), de�ned as the ratio between the energy
of the direct sound (changing inversely proportional to the squared distance) and
the reverberant energy (almost constant and independent of distance), is known to
be an important distance cue in reverberant environments [54,55]. Furthermore, the
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presence of reverberation leads to spatial impressions such as envelopment (a sense of
being surrounded by the sound), mainly related to late reverberation, and apparent
source width (spatial broadening of the source wider than its size), mainly related
to early lateral re�ections, which are both important attributes of a reverberant
environment, e.g. a concert hall [56].

1.2.5 The impact of visual cues on spatial hearing

Despite the ability of the auditory system to utilize acoustical cues to accurately
indicate the direction and/or distance of sound sources, visual cues can further
improve the localization performance. In tests with blindfolded and sighted listeners,
it was shown that the directional localization performance is better with vision than
without, both for sources inside and outside the visual �eld [19]. Moreover, source
distance estimation was shown to improve if the source is visible [57]. However,
visual cues may also lead to a misperception of the position of a sound source, for
example, in case of spatial disparity between the acoustical and visual stimuli of a
sound source. If the listener is not explicitly asked to pay attention to the spatial
origin of a sound source, he or she tends to ignore the spatial disparity between the
acoustical and visual stimuli and localize based on the visual information only [20].
With horizontal displacements of even up to 20◦ between the acoustical and visual
stimuli, the perceived position of the source can be drawn to the area around the
position of the visual stimulus [58]. In line with the generally weaker localization
performance of the auditory system in vertical directions, more spatial audio-visual
disparity than in horizontal directions can be tolerated in vertical directions [59].

1.3 Binaural technology

The aim of binaural technology is to capture the signals arriving at the two ears,
referred to as binaural signals, and reproduce them in a way that the spatial
and spectral aspects of the sound �eld are preserved [4]. Binaural signals can be
captured with the technique of binaural recording, using small microphones placed
inside the ears of a listener or an arti�cial head. In this way, the information in
the sound �eld including the spatial and spectral localization cues is inherently
maintained in the binaural signals. As an alternative to binaural recording, in the
technique of auralization, binaural signals are generated by �ltering an anechoic
single-channel audio signal with room re�ections as well as with the re�ections
caused by the head, torso, and external ear of the listeners, to create a virtual
auditory scene. The direction-dependent �ltering e�ects of the listener's body are
quanti�ed as Head Related Transfer Functions (HRTFs), which play an important
role in auralization. With auralization, it is possible to present the binaural signals
dynamically, i.e. taking the e�ect of head movements into account.

In section 1.3.1, binaural recording with arti�cial heads and its limitations are ex-
plained. Section 1.3.2 introduces HRTFs, followed by an explanation of their appli-
cation in auralization in section 1.3.3. Section 1.3.4 introduces dynamic auralization,
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followed by a brief discussion of the quality assessment of dynamic auralization in
section 1.3.5.

1.3.1 Binaural recording

The best way of making the full spatial and spectral information available to a
listener is to record the sound signals with two microphones placed in his or her ear
canals. For practical reasons, the listener is often replaced either by ba�es, as done
in the early decades of the 20th century, or by manikins, which were later developed
to what we know today as arti�cial heads: replicas of the human upper body, with
similar acoustical properties as human listeners [6]. The most straightforward way
to listen to binaural recordings is to play them over headphones. For the signals to
sound naturally, headphones with Free-air-Equivalent Coupling (FEC) should be
used in order not to disturb the radiation impedance as seen from the ear canal [60].
In addition, the frequency response of the headphones should be measured and
compensated for [60], preferably individually for each listener [61]. Despite the
correct compensation of headphone e�ects, binaural signals can still di�er from
the signals at the ears of a listener, if they are recorded with an arti�cial head
or with a person other than the listener. The reason is the anatomical di�erences
between di�erent listeners, or the di�erent geometrical measures of an arti�cial
head compared to that of the listener. When listening to non-individual binaural
recordings, localization performance has been shown to degrade in form of the
increased number of front-back reversals or distance errors [7,8]. Since for practical
reasons binaural recordings are often made with arti�cial heads, non-individuality
is a common issue in binaural recordings.

Another critical limitation of binaural recordings with arti�cial heads is that the
e�ect of the listener's head movements can hardly be taken into account during
playback. To compensate for the listener's head movements, motorized arti�cial
heads have been proposed, which move synchronously with the listener's head
(see for example [62]). However, such a binaural recording is limited to real-time
transmission of the sound to one single listener. In practical applications, binaural
recordings are usually performed with a �xed orientation of the arti�cial head,
commonly directed to the auditory scene, and the binaural signals are played back
for this speci�c scenario only. If the listener rotates his or her head, the presented
acoustical scene follows the head. Therefore, the cues arising from head movements,
which in normal listening situations help to resolve the localization ambiguities,
are not present. Although the spatial information is preserved to a large extent in
binaural recordings, the listening experience di�ers considerably from a natural
listening situation due to the lacking head movement e�ects.

As an alternative, binaural signals can be generated via auralization. With aural-
ization, binaural signals can be presented dynamically, i.e. the playback can be
adapted to the head movements of the listener. Before continuing with auralization
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Fig. 1.2: (a): Horizontal left and right HRIRs for sound incidences from front (θ = 0◦) and
from the side (θ = 90◦). (b): Magnitude (top) and phase (bottom) spectrum of
horizontal left and right HRTFs for sound incidences from front (θ = 0◦) and from
the side (θ = 90◦). (c): Directivity patterns of left and right HRTFs (magnitudes
depicted over horizontal directions θ) for three exemplary frequencies (500 Hz,
2000 Hz and 8000 Hz)

in section 1.3.3, the next section brie�y introduces HRTFs, since they play a key
role in auralization.

1.3.2 Head Related Transfer Functions

Head Related Transfer Functions (HRTFs) describe the free-�eld sound trans-
mission between a sound source and the two ears of the listener, including the
important re�ections from the listener's body. This transmission consists of a
direction-dependent part (propagation from the sound source to the ear canal
entrance) and a part which can be considered as independent of the source direction
(propagation through the ear canal to the eardrum) [63]. The direction-dependent
part of HRTFs is de�ned as the ratio between the sound pressure at the entrance
of the (blocked) ear canal to the sound pressure measured at the center position of
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the head in absence of the listener [4]. For a sound source at azimuth θ, elevation
φ and distance R, the sound propagation path to the left and right ear canals
is described by a pair of complex-valued, frequency- and direction-dependent left
and right transfer functions, HRTFL(f, θ, φ,R) and HRTFR(f, θ, φ,R), where f
denotes frequency. The time-domain equivalent of the HRTFs is given as their
inverse Fourier transform, known as Head Related Impulse Responses (HRIRs),
HRIRL(t, θ, φ,R) and HRIRR(t, θ, φ,R), where t denotes time.

HRTFs are commonly measured in anechoic environments, although re�ective
environments under elimination of room re�ections are also applicable, see e.g. [64]
as well as Appendix A. Measurements are often performed at a �xed, su�ciently
large distance (R > 1 m) to the sources such that the dependency of HRTFs on
distance can be neglected [31]. Miniature microphones are commonly positioned at
the entrance of the blocked left and right ear canals of the listener or an arti�cial
head. A broadband excitation signal, e.g. white noise or sweeps, is emitted from the
source at direction θ and φ. The HRIRs or equivalently the HRTFs are identi�ed
by processing the signals captured by the miniature microphones and the source
signal (see for example [65�68]). If morphological measures of head and pinna are
available, HRTFs can also be calculated numerically using, e.g., Boundary Element
Methods (BEM) [69,70].

HRIRs or HRTFs inherently contain the binaural localization cues. Figure 1.2a
shows exemplary measured HRIRs for two directions (θ = 0◦ and θ = 90◦) in the
horizontal plane (φ = 0◦). While for the sound incidence from front (θ = 0◦), the
left and right HRIRs have almost the same onset time, for sound incidence from
the side (θ = 90◦), there is a time di�erence of arrival between the left and right
HRIRs, which illustrates the e�ect of the ITD. The time di�erence of arrival at
θ = 90◦ can also be seen in the di�erence between the left and right HRTF phases
shown in the lower part of Figure 1.2b, which are known to be perceptually relevant
at low frequencies (f < 2 kHz) [71]. Due to the shadowing e�ect of the head, the
ILD at θ = 90◦ can be observed as the amplitude di�erence between the left and
right HRIRs in Figure 1.2a, as well as the di�erence in the left and right HRTF
magnitudes in the upper part of Figure 1.2b. The frequency-dependent shadowing
e�ect of the head can be better observed in the HRTF directivity patterns, which
illustrate the HRTF magnitudes at a �xed frequency over horizontal directions.
Figure 1.2c shows the HRTF directivity patterns at three exemplary frequencies. At
500 Hz, the HRTF directivity patterns are quite simple and almost omnidirectional.
With increasing frequency (2000 Hz and 8000 Hz), the shadowing e�ect of the
head results in lower magnitudes at the contralateral directions (directions at
the opposite side of the ear, i.e. 180◦ < θ < 360◦ for the left ear) compared to
the ipsilateral directions (directions at the same side as the ear). In addition to
binaural cues, the e�ect of di�erent parts of the listener's body has been shown to
be represented at di�erent frequencies in the HRTF magnitudes. Torso and shoulder
re�ection cues, for example, appear at frequencies below about 2-3 kHz [27,28] and
the important peaks and notches due to pinna re�ections appear at frequencies
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above about 5 kHz, which are known to be crucial for elevation perception [72�74].

Due to the fact that human listeners are morphologically di�erent, it is evident that
HRTFs vary from person to person. The analysis of individually measured HRTFs
and individual anthropometric measures has shown correlations between, e.g., the
maximum ITD and the head size, or between the pinna dimensions (concha height)
and the main pinna-related notch [75].

While HRTFs describe the free-�eld sound transmission between a sound source
and the ears, in reverberant environments the room re�ections are added to the
direct sound arriving at the listener's ears. In this case, the sound transmission
between the source and the ears is represented by BRIRs (Binaural Room Impulse
Responses) or BRTFs (Binaural Room Transfer Functions), which combine the in-
formation contained in HRIRs/HRTFs with the acoustical information of the room.
BRIRs/BRTFs can be acquired in the same way as HRIRs/HRTFs, but in reverber-
ant environments.

1.3.3 Auralization

According to [76], Auralization is the process of rendering audible, by physical or
mathematical modeling, the sound �eld of a source in a space, in such a way as to
simulate the binaural listening experience at a given position in the modeled space.
As one possible method of auralization, any given direction of sound incidence
can be synthesized by convolving the anechoic source signal with a pair of left
and right HRIRs (free-�eld auralization) or BRIRs (room auralization) of this
direction to represent the sound source virtually [77]. Although the convolution
with HRIRs or BRIRs for headphone playback is not the only possible method of
auralization [76], the term auralization is used for this method throughout the thesis.

Auralization can be done with measured or numerically simulated HRIRs/BRIRs.
In simulation-based room auralization, the Room Impulse Response (RIR), which
describes the path between the source and the listener position (center of the
head), is predicted either using geometrical methods such as ray tracing or the
image source method [78], wave-based methods such as BEM or Finite-Di�erence
Time-Domain [79], or hybrid methods using e.g. the image source method to
generate early room re�ections and feedback delay networks to generate late
reverberation [80,81]. The directional information of the listener, i.e. the HRIRs, is
integrated into the process of RIR estimation to result in BRIRs.

In order for auralizations to be realistic, the virtually presented sound sources
should also be externalized, i.e. be perceived outside of the head [82]. Accord-
ing to [83], both spectral as well as binaural cues should be preserved well in
order to have externalized virtual sources. This can be achieved with individual
HRIRs or BRIRs and correct compensation of the headphones. However, due
to the missing distance cues in HRIRs, free-�eld auralizations can still fail to
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be externalized, whereas room auralizations can be better externalized due to
the reverberation information included in the BRIRs [84]. Despite the fact that
reverberation-based distance cues support source distance perception, it should
be realized that externalization and distance perception are not the same, since
they do not rely on the same cues [85]. While in reverberant environments the
main cue for distance perception is the DRR and the binaural cues rarely play a
role, the improved externalization with reverberation relies on binaural cues such
as ILD �uctuation over time or reverberation-based interaural di�erences [86, 87].
Nevertheless, distance perception and externalization are often linked and distance
measures with respect to the head have been used in many studies to investigate
the externalization of virtual sound sources [83,86,88].

In addition, the room in which the binaural signals are presented also plays a role
in the externalization of virtual sources. It has been shown that if one listens to
auralizations of a room while being in an acoustically di�erent room, the perceived
externalization can be negatively a�ected [89,90].

1.3.4 Dynamic auralization

Compared to binaural recordings, the advantage of auralization is that the binaural
signals can be presented dynamically, i.e. in response to the head movements of
the listener. Assuming that the head movements can be captured, e.g. with a head
tracker, HRIRs or BRIRs used in the auralization can be adapted in real-time
depending on the listener's current head orientation. Such a dynamic auralization
requires, however, the HRIRs/BRIRs for di�erent head orientations. This poses
a challenge since HRIRs/BRIRs are commonly measured only with the head
oriented to the frontal direction. For free-�eld auralizations, HRIRs for the head
rotated to a non-frontal orientation Θh can be approximately replaced by the
HRIRs for the source at the direction −Θh contrary to the head orientation. For
room auralizations, a similar approximation can be performed by modifying the
measured omnidirectional RIRs with the HRIRs for the source at the direction
contrary to the head orientation. However, the direct, early re�ections and the
reverberant parts of the RIR should be separated �rst and only the direct part and
early re�ections are �ltered with HRIRs [91]. An alternative way of acquiring the
BRIRs is to measure them for di�erent head orientations of individual listeners or
arti�cial heads [92�94], which can however be very tedious and time-consuming if
di�erent environments with sources at di�erent positions are to be auralized.

Due to the fact that HRIRs are individual, auralizations using individual HRIRs
or BRIRs are commonly recommended. Previous studies have shown that the
localization performance reduces when listening to non-individual auralizations,
especially with respect to front-back reversals or externalization [95�98]. These
results, however, apply to listening situations with static signal playback, i.e.
without considering the e�ects of head movement via head tracking. In contrast, it
was shown that with dynamic auralizations, a similar localization performance can
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be achieved with individual and with non-individual auralizations [12,92,98]. With
dynamic auralizations, the non-individuality is less critical, front-back reversals are
reduced, and externalization is supported by the interaction between binaural cues
and head movements [12�14,98]. To maintain the quality of the listening experience
with dynamic auralizations, certain criteria with respect to the resolution of
impulse responses and system latency should be satis�ed. For an artifact-free
dynamic auralization, impulse responses (HRIRs/BRIRs) should be available for
a �ne grid of head orientations. In [99], the minimum audible grid resolution in
azimuth and elevation was reported as 2◦× 2◦ with broadband noise signals and
5◦× 5◦ with musical stimuli. In [98], a minimum grid resolution of 5◦ in horizontal
directions was suggested with broadband noise signals. There are in addition some
delays between the movement of the listener's head and the response of the system
due to, e.g., tracker device latency, the time required to select impulse responses
and the signal processing. In order for this delay not to cause audible artifacts, the
maximum overall latency should not exceed 100 ms [100,101].

1.3.5 Quality assessment of dynamic auralization

The focus of auralization has often been on localization performance. The quality
assessment of auralizations goes much further than localization performance and
includes many other aspects. Two well-known criteria for quality assessment
of virtually presented auditory scenes are plausibility and authenticity. While
plausibility is de�ned as the agreement between the presented auditory scene and
the listener's expectation, i.e. with respect to an internal reference [93], authenticity
is de�ned as the agreement between the presented and the actual auditory scene, i.e.
with respect to an external reference [5]. Accordingly, an auralization is plausible
when it is in accordance with the listener's expectations regarding the perception
of the presented scene. A plausible auralization can however be inauthentic, i.e. it
can sound di�erent from the real auditory scene. For example, there can be audible
di�erences in form of spectral coloration, caused e.g. by the non-individuality of the
auralization or the positioning of headphones, even when using FEC headphones
with individual headphone equalization [102]. Positioning artifacts, e.g. di�erent
positioning of subjects during HRIR/BRIR measurements and binaural signal
playback, may also impact the authenticity [103]. A detailed investigation on the
authenticity of dynamic auralizations was performed in [94], based on a wide range
of attributes including spectral coloration (e.g. timbre changes), room-related
attributes (e.g. level of reverberance), source-related attributes (e.g. source width)
or possible audible artifacts. Despite careful considerations for an error-free aural-
ization, it was shown that when listening to broadband noise signals, the di�erence
between auralization and reality could be perceived. For speech signals, the
di�erence was detected to a lesser degree, especially in reverberant environments.
In general, plausible auralizations are easier to achieve than authentic auralizations.
However, authentic auralizations are often not required, since in many practical
applications, no reference for direct comparison is available. The quality assessment
of an auralization hence depends particularly on the application requirements
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which signal is used and which environment is auralized.

1.4 Microphone arrays in binaural technology

As discussed in section 1.3.1, critical limitations of binaural recording using
arti�cial heads are the non-individuality of the recordings and the fact that the
e�ect of the listener's head movements can hardly be taken into account during
playback. As an alternative to arti�cial heads, it has hence been proposed to
use microphone arrays, consisting of multiple microphones at di�erent spatial
positions, both for capturing the sound �eld as well as for dynamic auralizations.
To create binaural signals from the microphone signals, the spatial information
in the recorded signals can either be used directly, as in the Motion-Tracked
Binaural sound (MTB) [104,105], or further processed in combination with HRTFs,
as in approaches based on Spherical Harmonics (SH) [106�114] and beamform-
ing [15, 115�117]. As will be discussed in this section, in general the quality of
binaural signals increases with the number of microphones, which on the other
hand is associated with increased system complexity and cost. Therefore, reducing
the number of microphones while maintaining the quality is an important objective.

After brie�y reviewing MTB and SH approaches in sections 1.4.1 and 1.4.2, in sec-
tion 1.4.3 we introduce the Virtual Arti�cial Head (VAH), which is a microphone
array-based system applying beamforming. In this thesis we will only focus on bin-
aural recordings and auralizations using the VAH approach.

1.4.1 Motion-Tracked Binaural sound (MTB)

The MTB system [104] consists of a rigid sphere of typical head diameter, with
several microphones distributed on the equator of the sphere. The rigid sphere acts
as a simpli�ed model of the head, using which the e�ects of important binaural
cues (ILD and ITD) can be approximated. For a given head orientation of the
listener, the signals captured by the microphones nearest to the ear positions
are interpolated and presented as binaural signals. Similarly, RIRs measured
by the microphones nearest to the ear positions are interpolated to result in
the BRIRs for dynamic auralizations. Approximating the head by a simple
rigid sphere leads to some shortcomings of the MTB system, such as spectral
coloration and poor localization performance caused by the di�erent diameters
of the sphere and the listener's head (leading to ITD mismatch). In addition,
the interpolation algorithm can also impact the quality of the binaural signals [105].

A perceptual evaluation of the MTB system was performed in [118], considering
di�erent numbers of microphones (8, 16, 24 and 32 microphones), interpolation
algorithms (the �ve suggested in [104]), and test signals (noise, speech, music). The
plausibility of the binaural MTB signals was shown to be interdependent on these
three parameters. Recently, the MTB system was evaluated in [119] with respect to
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plausibility against a physical sound source and with respect to speci�c attributes
such as localization (elevation), externalization, or tone color in comparison to a
reference signal. The ITDs in the binaural signals were adjusted individually for
the subjects, based on their head sizes. Despite missing pinna cues, the perceived
elevation and the degree of externalization were well in accordance with the reference
signal. This good performance of the MTB system was related to the dynamic
presentation, i.e. the presence of head movement cues [119].

1.4.2 Approaches based on Spherical Harmonics

Other well-known approaches to represent binaural signals with microphone arrays
use Spherical Harmonics (SH) [106�110]. These approaches are based on the fact
that a sound �eld in three-dimensional space can be represented as the sum of
plane waves using the SH decomposition. If the sound �eld is evaluated on the
surface of a sphere, it can be directly described by SH coe�cients [120]. The
sound �eld is therefore commonly sampled with microphones distributed on the
surface of a sphere, although non-spherical microphone arrays can also be used
to represent the three-dimensional sound �eld using the SH decomposition (see
e.g. [121,122]). Binaural signals can be generated by multiplying the SH coe�cients
of the sound �eld with the SH coe�cients of the HRTFs [123, 124]. By choosing
the appropriate HRTFs for a given head orientation, signals can be played back
dynamically. Equivalently, measured RIRs can be processed to BRIRs for di�erent
head orientations. In addition, by including the HRTFs of individual listeners, the
recordings can be individualized for di�erent listeners.

To represent the whole acoustic frequency range up to 20 kHz, a huge number of
microphones (a total of 1936 according to [111]) would be required on the surface
of the sphere. Due to the fact that the sound �eld on the surface of the sphere is
sampled with a limited number of microphones in practice, the SH decomposition
is limited to a maximum order. Order-truncated HRTFs show a magnitude roll-o�
at higher frequencies. Although it has been shown that directional sound source
localization is possible with HRTFs truncated to low orders [125], the order
truncation of HRTFs leads to shortcomings with respect to externalization and
spectral coloration, especially for signals containing energy at high frequencies [112].
Solutions have been suggested to overcome the order truncation problems, e.g. by
applying timbre correction [126], order-dependent compensation �lters [127] or SH
domain tapering for coloration compensation [128] (see also [129] for the perceptual
evaluation of state-of-the-art algorithms). It was shown in [107] that over 100
microphones are required in order to achieve near-to-authentic auralizations with
respect to timbre and space- and source-related attributes such as source distance,
source width or level of reverberance.

As another application of the SH approach, �rst-order ambisonic microphone arrays,
known as B-format microphones, are used, based on measured RIRs [113,130,131].
A B-format microphone consists of four microphone capsules, with one omnidirec-
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tional channel (representing the zeroth-order SH) and three �gure-of-eight channels
directed to the orthogonal axes of the three-dimensional space (representing the
�rst-order SH). To each discrete-time sample of the measured omnidirectional
RIR, a Direction Of Arrival (DOA) is assigned which is estimated from the three
directional microphone signals. The omnidirectional RIR is transformed into a
higher-order RIR using the SHs evaluated at the estimated DOA [113, 131]. The
higher-order RIR is equalized in separate spectral sub-bands and for each SH order
to avoid an increased spectral brightness in the reverberant part of the impulse
responses [130,131].

B-format microphones can also be used with Directional Audio Coding
(DirAC) [114], where based on a parametric time-frequency decomposition
the signal in each frequency band is decomposed into a direct and a reverberant
part, and the direct part is convolved with the HRIRs of a given direction [132].
Using the mixing method proposed in [133], the DirAC signals can be extended to
higher-order signals. It was shown in [134] that plausible dynamic auralizations are
possible with �rst- or third-order DirAC signals with respect to overall quality and
spatial accuracy.

1.4.3 Virtual Arti�cial Head (VAH)

The Virtual Arti�cial Head (VAH) approach uses a (planar or three-dimensional)
microphone array in combination with a �lter-and-sum beamformer to mimic the
HRTF directivity patterns. In a �lter-and-sum beamformer, the microphone signals
are �ltered and combined in order to achieve a desired spatial selectivity [135].
Although �lter-and-sum beamformers are often designed to enhance a certain
direction [136,137], they can also be optimized to approximate an arbitrary spatial
directivity pattern [138], e.g. of individual HRTFs. Although such an approach has
been used in several studies [15, 115�117], the term Virtual Arti�cial Head (VAH)
was coined by Rasumow et al. [15�17] and this thesis will focus particularly on the
VAH approach as developed in these papers.

The VAH concept is depicted in Figure 1.3. For a microphone array with N micro-
phones, at each frequency f two sets of spectral weights, one for the left ear, wL(f),
and one for the right ear, wR(f), are applied to the microphone signals. Each vector
of spectral weights wL(f) and wR(f) contains N complex-valued coe�cients. The
weighted sum of the microphone signals with wL(f) and wR(f) results in the left
and right binaural signals at frequency f , respectively. By carefully choosing wL(f)
and wR(f), the resulting directivity pattern of the microphone array at frequency
f can be made similar to the directivity pattern of individual HRTFs. Thus, the
VAH can replace any individual listener during the recordings by mimicking the
acoustical e�ects of the head, torso, and external ears of this listener. In addition,
the spectral weights can be adjusted to mimic the HRTF directivity patterns of dif-
ferent head orientations, enabling dynamic playback of the recordings. Based on the
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same concept, individual BRIRs for di�erent head orientations can be synthesized
from measured RIRs.

...

+
+

 

 
 

 

Fig. 1.3: Desired directivity patterns of the left and right HRTFs (HRTFL, HRTFR), and
the left and right directivity patterns synthesized with a VAH withN microphones
and N complex-valued spectral weights wL(f)=[wL1(f), wL2(f), ..., wLN (f)]T for
the left ear and wR(f)=[wR1(f), wR2(f), ..., wRN (f)]T for the right ear.

It has been proposed in [17, 139, 140] to calculate the VAH spectral weights by
either minimizing a least-squares cost function or a non-linear cost function, where
the cost function is a measure for the di�erence between the desired and the
synthesized HRTF directivity patterns at a selected number of discrete directions.
Minimizing these cost functions may, however, result in non-robust spectral weights,
causing a large sensitivity to even small deviations in the microphone positions
and/or characteristics and an undesirable ampli�cation of spatially uncorrelated
self-noise of the microphones [136,139,141]. In order to increase the robustness, reg-
ularization constraints are typically incorporated into the optimization problem. A
commonly used measure for the robustness of beamformers is the White Noise Gain
(WNG), which is de�ned as the ratio between the output power of the microphone
array in the look direction of the beamformer and the output power for spatially
uncorrelated noise [108,136,141]. The larger the WNG, the larger the attenuation of
spatially uncorrelated noise and therefore the higher the robustness. Rasumow et al.
proposed to consider the mean WNG, averaged over all directions [17, 142], since
for synthesizing HRTF directivity patterns all directions should be considered as a
look direction. In combination with the least-squares cost function and employing
the method of Lagrange multipliers, a closed-form solution was derived in [142,143]
to calculate the spectral weights subject to the mean WNG constraint, either
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separately for each frequency bin or for frequencies grouped in perceptually relevant
bandwidths. The optimal value of the Lagrange multiplier was chosen iteratively un-
til the desired mean WNG was achieved. More details will be provided in Chapter 2.

In addition, it was proposed to smooth the desired HRTF directivity patterns
in spectral and spatial domains prior to calculating the spectral weights. This
spectro-spatial smoothing was shown to introduce no perceptible degradation to
the HRTFs and was performed in order to facilitate the synthesis with a VAH [16].

Rasumow et al. used a planar microphone array with N=24 microphones (Analog
Devices ADMP504 Ultralow Noise) [15], shown in Figure 1.4. The microphones
were arranged in a Golomb-based topology [144, 145] on a 20 cm × 20 cm plate
covered with absorbing material. This VAH was perceptually evaluated in [15]. The
main focus was on synthesizing HRTF directivity patterns at horizontal directions
for static presentations, i.e. only for the frontal head orientation and without
considering head movements during playback. A total of 24 equiangular horizontal
directions (i.e. 15◦ azimuthal resolution) were included in the desired directivity
pattern. Recordings were performed with the VAH in an anechoic environment
for sources at directions coinciding with the 24 horizontal directions included in
the desired directivity pattern as well as at intermediate directions. The recorded
VAH signals were subsequently individualized for the subjects with individually
calculated spectral weights. In a listening test, subjects evaluated binaural signals
generated with the VAH as well as binaural recordings with conventional arti�cial
heads in comparison to loudspeaker signals with respect to localization, spectral
coloration, and overall quality. For sources at directions coinciding with the
15◦-resolution grid included in the desired directivity pattern, binaural signals
generated with the VAH outperformed the non-individual binaural recordings of
conventional arti�cial heads. For sources at intermediate directions, however, the
quality of binaural signals generated with the VAH recordings was comparable
to or below the non-individual recordings of one of the considered conventional
arti�cial heads in that study.

Although the synthesized directivity pattern of the VAH implicitly interpolates be-
tween the directions included in the desired directivity pattern, the optimal perfor-
mance can be expected only at these directions and may degrade at other directions.
In order to increase the spatial resolution of a VAH by including more directions in
the desired directivity pattern, the number of microphones should be increased as
well. An example is the SENZI system developed in [117, 146�148], consisting of a
head-sized rigid sphere with 252 microphones on its surface. With SENZI, a spatial
resolution of 5◦ in both horizontal and vertical directions can be achieved. One of
the main objectives of the thesis is to increase the spatial resolution compared to
the VAH of Rasumow et al. while keeping the number of microphones far below the
number of microphones used in SENZI.
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Fig. 1.4: Virtual arti�cial head (VAH) as developed by Rasumow et al. [15]: planar micro-
phone array with 24 microphones and an extension of 20 cm×20 cm.

1.5 Outline of the thesis and main contributions

The main objective of this thesis is to improve the performance of existing
VAH approach for HRTF synthesis and to evaluate it for situations which were
not considered before. First, we aim at improving the horizontal spatial
resolution using a limited number of microphones, similarly to the VAH of
Rasumow et al. (Figure 1.4). Second, we aim at investigating the impact of the
array topology, i.e. the array extension and the distribution of microphones, on
the VAH synthesis performance in the horizontal plane. Third, we aim at evalu-
ating the VAH approach in dynamic auralizations, i.e. for di�erent head
orientations of the listener using head tracking, both in anechoic and reverberant
environments and for horizontal and non-horizontal sources. For all investigations,
the quality of VAH synthesis is assessed both physically, i.e. based on objective
measures such as the spectral di�erences or deviations in binaural aspects, as
well as perceptually in listening tests, where the perceptual results are discussed
in relation to the objective measures. The spectral weights are always calculated
for each subject individually by considering individually measured HRTFs. The
comparison to conventional arti�cial heads is considered throughout all perceptual
evaluations.

As the �rst contribution of this thesis, we propose a new constrained opti-
mization method to calculate the VAH spectral weights, which allows
to increase the spatial resolution of the synthesis in the horizontal plane
using a limited number of microphones. In addition to the constraint on
the mean WNG, new constraints are introduced as upper and lower boundaries
on the monaural spectral magnitude error at a high number of directions. This
spectral error is referred to as spectral distortion in this thesis and is de�ned as the
spectral di�erence between the desired and synthesized HRTFs. It is shown that
by applying constraints on the spectral distortion, the frequency range, up to
which the synthesis accuracy can be considered acceptable, is increased
from 2 kHz to 5 kHz compared to imposing only the mean WNG constraint.

As the second contribution, we investigate the impact of the microphone
array topology on the VAH performance when imposing both mean



20 introduction

WNG and spectral distortion constraints. Smaller inter-microphone distances
enable to satisfy the spectral distortion constraints at higher frequencies. However,
for smaller microphone arrays, the mean WNG constraint is more di�cult to
satisfy. When aiming at higher mean WNG values to increase robustness, the
phase accuracy may be deteriorated. Based on evaluations of simulated VAHs
with four di�erent microphone array topologies (di�erent array extension and
distribution of the microphones), it is shown that for topologies combining
dense and sparse inter-microphone distances, the mean WNG and
spectral distortion constraints can be satis�ed for frequencies up to
8 kHz without deteriorating the phase accuracy.

As the third contribution, we evaluate the performance of the VAH approach
for dynamic auralizations with speech signals within two studies. Both
studies employ the proposed constrained optimization method with individually
synthesized BRIRs for di�erent head orientations. Sources in and outside the hori-
zontal plane are considered and the BRIRs are synthesized for di�erent parameters
concerning the directions included in the desired directivity pattern and values
for the minimum desired mean WNG. The results indicate the good perceptual
performance of the VAH approach for practical applications with speech
signals, even in case that the VAH contains a limited number of 31
microphones and less. In the �rst study, dynamic auralizations with di�erent
BRIRs synthesized with a VAH consisting of 24 microphones is perceptually
evaluated in comparison to real (visible) sound source presentations. It is shown
that close-to-reality dynamic auralizations of speech signals can be realized with
the VAH consisting of only 24 microphones. The results apply to anechoic as well
as to reverberant environments. In the second study, the localization performance
with binaural signals generated with two VAHs consisting of 24 and 31 microphones
is assessed in the absence of the visual cues and in comparison to the localization
performance of real sound sources. Moreover, the impact of head tracking on the
localization performance of virtual sources is investigated. It is shown that even
within a more challenging localization experiment in the absence of visual cues,
azimuth and externalization results as well as front-back reversal rates similar to
real sources can be achieved with virtual sources generated with VAHs consisting
of only 24 or 31 microphones. Furthermore, the importance of the dynamic
presentation of binaural signals on the accuracy of localizing virtual sound sources
generated with the VAHs is con�rmed. In addition, both studies con�rm the
advantage of the VAH approach over conventional arti�cial heads.

In the remainder of this section, a chapter-by-chapter overview of this thesis is pro-
vided, which o�ers a summary of the contents and the contributions of each chapter.

In chapter 2, a more detailed overview of the methods employed by Rasumow et al.
in previous VAH studies is presented. The synthesis of HRTF directivity patterns
using the VAH as a �lter-and-sum beamformer is introduced and the calculation
of the spectral weights based on the minimization of a least-squares cost function
is described. Furthermore, the need for regularization to increase the robustness
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is explained, which is implemented by adding a mean WNG constraint to the
optimization problem. Finally, spectro-spatial smoothing of HRTFs prior to
calculating the spectral weights is reviewed.

In chapter 3, we discuss the �rst and second contributions of the thesis, i.e.
increasing the spatial resolution of the VAH synthesis and the impact of the
microphone array topology. All investigations in this chapter are based on sim-
ulated microphone arrays and consider HRTF synthesis in the horizontal plane.
First, we explain the limitation of the least-squares-based optimization subject
to the mean WNG constraint with respect to the spatial resolution of the VAH
approach. To overcome this limitation, we propose to impose additional constraints
on the spectral distortion at a high number of directions included in the desired
directivity pattern (72 horizontal directions, i.e. 5◦ resolution). Compared to only
imposing the mean WNG constraint, it is shown that the additional spectral
distortion constraints not only improve the synthesis accuracy at more directions
but also up to higher frequencies. Next, it is discussed that the ability to satisfy the
mean WNG and spectral distortion constraints depends on the microphone array
topology, i.e. the array extension and the distribution of the microphones. Four
VAHs are simulated with di�erent topologies, and the impact of these topologies
on the resulting synthesis accuracy is investigated based on objective measures.
While small inter-microphone distances are advantageous for satisfying the spectral
distortion constraints at higher frequencies, a small array extension can cause
di�culties in satisfying the mean WNG constraint at low and mid-frequency
ranges. Objective measures indicate that aiming at higher mean WNG values
to increase robustness may deteriorate the phase accuracy for smaller arrays. It
is shown that a combination of dense and sparse microphone distances o�ers
an appropriate trade-o� between satisfying spectral distortion and mean WNG
constraints, without losing the phase accuracy. Finally, the perceptual quality
of static (i.e. without head tracking) free-�eld auralizations with individually
synthesized HRTFs with the four considered VAHs as well as non-individual
HRTFs of a conventional arti�cial head is assessed with respect to localization,
spectral coloration and overall quality in a listening test with eleven subjects. It
is shown that the binaural signals generated with the VAH with the additional
spectral distortion constraints perceptually outperform both the binaural signals
generated with the VAH where only the mean WNG constraint is imposed as
well as the non-individual binaural signals of the conventional arti�cial head. In
addition, perceptual evaluations indicate that the binaural signals generated with
the microphone array topology combining dense and sparse inter-microphone
distances perceptually outperform the binaural signals generated with the other
evaluated microphone array topologies. The publications related to this chapter
are [149,150].

In chapter 4, we present the general methodology for dynamic auralizations with
the VAH approach in this thesis. First, the calculation of the spectral weights for
di�erent head orientations of the listener is explained. Then, it is discussed how
these spectral weights are applied to measured RIRs in order to achieve individually
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synthesized BRIRs for di�erent head orientations. Finally, a short review of the
technical implementations for presenting the binaural signals dynamically is
provided, including the head tracker device and the employed algorithms for the
real-time head-tracked signal playback.

In chapter 5, the �rst study related to the third contribution is presented, in
which the VAH approach is evaluated for dynamic auralizations of a reverberant
and an anechoic environment, with sources in and outside the horizontal plane.
The investigations are based on the 24-channel planar microphone array of
Rasumow et al. [15] in both environments. Individual spectral weights, calculated
for di�erent head orientations of the listener, are applied to the RIRs measured
with the VAH to result in individually synthesized BRIRs for di�erent head
orientations. The spectral weights are calculated with two di�erent values for
the minimum desired mean WNG and di�erent selected directions considered in
the desired directivity pattern, either 72 directions from the horizontal plane or
3×72=216 directions from the horizontal as well as two non-horizontal planes.
Accordingly, di�erent versions of individual BRIRs are synthesized with the VAH,
which are used for the auralizations. Dynamic auralizations are also presented with
measured BRIRs of a conventional arti�cial head as well as a simpli�ed model of
the head (a rigid sphere with two microphones at the ear positions), for which the
BRIRs were measured for di�erent head orientations in order to enable dynamic
presentations. The auralizations with di�erent BRIRs are evaluated perceptually
with respect to room- and source-related attributes as well as overall quality in
comparison to real sound source presentations in listening tests with ten subjects.
Despite sources both in and outside the horizontal plane in the auralizations, the
results show that it is advantageous to consider only horizontal directions in the
calculation of the spectral weights. The smaller value for the minimum desired
mean WNG is shown to lead to generally lower perceptual ratings, indicating the
possibly increased susceptibility of the VAH synthesis to deviations in microphone
characteristics. In addition, the auralization of the reverberant environment
indicates that the presence of reverberation helps to cover up synthesis inaccuracies
and thus improve the perceived quality of the VAH. Furthermore, the evaluation
of dynamic auralizations of the two acoustical environments with non-individual
BRIRs of conventional arti�cial heads indicate that if binaural speech signals
can be presented dynamically, individual auralizations are not necessary for a
perceptually convincing spatial impression. However, it should be realized that the
acquisition of BRIRs for di�erent head orientations of conventional arti�cial heads
necessitates repeated measurements with di�erent head orientations, whereas with
the VAH, BRIRs for di�erent head orientations are synthesized with measurements
performed with a single orientation of the VAH. The VAH approach is evaluated
as a well-suited solution for close-to-reality dynamic auralizations of speech signals.
The publications related to this chapter are [151�153].

In chapter 6, the second study related to the third contribution is pre-
sented, in which two VAHs with di�erent topologies (the 24-channel VAH of
Rasumow et al. [15] and a three-dimensional array with 31 microphones) are used
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to auralize an anechoic environment with sources in and outside the horizontal
plane. Similar to chapter 5, dynamic auralizations are also presented with measured
BRIRs of a conventional arti�cial head, for which the BRIRs were measured for
di�erent head orientations. The �rst part of the study concerns the localization
performance when listening to virtual sources generated with BRIRs synthesized
with both VAHs. The aim is to indicate to which extent the visual information
about the sound sources in the investigations in chapter 5 contributed to the
good performance of the VAH. Therefore, the localization experiment with 14
subjects takes place without providing any visual cues about the sound sources
to the listener. Repeating the similar localization experiment with real (hidden)
sound sources, the results indicate that a similar localization accuracy with respect
to azimuth, externalization and front-back reversal occurrence can be achieved
with virtual sources generated with the VAHs as with real sources. In line with
the results of chapter 5, for both VAHs, the localization accuracy is higher when
including only horizontal directions in the calculation of the spectral weights than
when including both horizontal and non-horizontal directions. The second part of
the study concerns the impact of head tracking on the localization performance
with virtual sources. The aim is to investigate the possibly positive impact of head
tracking on the perceptual results in chapter 5. Two localization experiments are
performed, one with and one without head tracking. It is shown that without head
tracking, the localization accuracy degrades drastically with respect to azimuth,
externalization and front-back reversal occurrence, con�rming the importance of
dynamic presentation for the localization accuracy when listening to virtual sources
generated with both VAHs. Moreover, when dynamically presented, virtual sources
generated with non-individual BRIRs of a conventional arti�cial head can lead as
well to convincing localization performances. Taking into account the fact that in
practical applications, binaural recordings with conventional arti�cial heads cannot
be presented dynamically, the results indicate that the possibility of presenting
binaural signals dynamically is the major advantage of the VAH approach over
conventional arti�cial heads. The publications related to this chapter are [154�156]

In chapter 7, the main results of the thesis are summarized and an outlook on
potential further research is provided.





2
SYNTHESIZING HRTF DIRECTIVITY
PATTERNS WITH A VIRTUAL ARTIFICIAL
HEAD

2.1 Introduction

This chapter provides a summary of methods employed for the calculation of the
Virtual Arti�cial Head (VAH) spectral weights, mainly based on the previous stud-
ies on the VAH approach by Rasumow et al. [16, 17, 142]. The chapter starts in
section 2.2 with the VAH as �lter-and-sum beamformer and the calculation of the
spectral weights by minimizing a least-squares cost function with the aim of syn-
thesizing HRTF directivity patterns. Section 2.3 deals with the need for regulariza-
tion constraints to increase the robustness. Section 2.4 reviews the spectro-spatial
smoothing of HRTF directivity patterns prior to calculating the spectral weights.

2.2 Filter-and-sum beamformer with least-squares solution for synthe-
sizing HRTF directivity patterns

Consider the microphone array shown in Figure 2.1a as a two-dimensional array
with N microphones distributed in the x-y plane and the sound source at direction
Θ = (θ, φ = 0◦) in the horizontal plane1. The sound source is assumed to be in the
far-�eld of the microphone array (plane wave propagation). The output Z(f,Θ) of
this microphone array is the weighted sum of the microphone signals Yn(f,Θ), each
weighted with a complex-valued spectral weight wn(f)

Z(f,Θ) =

N∑
n=1

w∗n(f)Yn(f,Θ) = wHY(f,Θ), (2.1)

1 The two-dimensional array and the sound source in the horizontal plane (φ=0◦) are considered
here for the sake of simplicity. All results can be extended to three-dimensional arrays and the
source at any elevation φ.
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Fig. 2.1: (a): Filter-and-sum beamformer as a two-dimensional array with N microphones
distributed in the x-y plane. Yn(f,Θ): signal of the nth microphone at frequency
f and direction Θ, wn(f): complex-valued spectral weight for the nth microphone
at frequency f , and Z(f,Θ): output signal of the beamformer at frequency f
and direction Θ as the weighted sum of the microphone signals. (b): Direction
dependent path Ln between the nth microphone at (xn,yn) and the center of the
microphone array (origin of the coordinate system). S(f,Θ) indicates the source
signal at frequency f and at direction Θ arriving at the center of the microphone
array.

where (.)H denotes the Hermitian transpose and (.)∗ denotes the complex conjugate.
The vector w(f) = [w1(f), w2(f), ...wN (f)]T contains the complex-valued spectral
weights for the N microphones. Consider S(f,Θ) as the source signal arriving at
the center of the array (origin of the coordinate system). Assuming omni-directional
microphones and under the assumed far-�eld conditions, the signal of the nth mi-
crophone can be considered the same as S(f,Θ), shifted by the time delay between
this microphone and the center of the array

Yn(f,Θ) = e−j2πfτn(Θ)S(f,Θ). (2.2)

The relative delay τn(Θ) is given by

τn(Θ) = Ln(Θ)/c, (2.3)

with c the speed of sound and Ln(Θ) the length of the direction-dependent path
which the plane wave travels between the nth microphone and the center of the
array as shown in Figure 2.1b. The directivity pattern H(f,Θ) of the beamformer
is given as the relation between output Z(f,Θ) and signal S(f,Θ)

H(f,Θ) =
Z(f,Θ)

S(f,Θ)
, (2.4)
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which in combination with Eqs. (2.1) and (2.2) can be written as

H(f,Θ) =

N∑
n=1

w∗ne
−j2πfτn(Θ) = wH(f)d(f,Θ). (2.5)

The N × 1 steering vector d(f,Θ) indicates the direction- and frequency-dependent
free-�eld transfer function between a source at direction Θ and the N microphones.
According to Eq. (2.5), under far-�eld conditions, steering vectors can be modeled
as pure relative delays between the microphones and the center of the array

d(f,Θ) = [e−j2πfτ1(Θ), e−j2πfτ2(Θ), ...e−j2πfτn(Θ), ..., e−j2πfτN (Θ)]T , (2.6)

with τn(Θ) given in Eq. (2.3).

Intending to synthesize HRTF directivity patterns, the aim is to calculate the spec-
tral weights w(f) such that the directivity pattern H(f,Θ) of the beamformer
resembles the desired directivity pattern D(f,Θ) of the left or right HRTFs. As-
sume that these HRTFs are known at a number of P discrete directions Θk,
k = 1, 2, ..., P , such that the desired directivity pattern at frequency f is given as
D(f) = [D(f,Θ1),D(f,Θ2), ...,D(f,ΘP )]. The calculation of the spectral weights is
considered as the problem of minimizing the error vector e in

D(f) = wH(f)A(f) + e, (2.7)

where A(f) = [d(f,Θ1),d(f,Θ2), ...d(f,ΘP )] is the N × P matrix of steering vec-
tors with d(f,Θk) given by Eq. (2.6). One well-known solution for the problem in
Eq. (2.7) is given by minimizing a least-squares cost function JLS, de�ned as the
sum over P directions of the squared absolute deviations between synthesized and
desired directivity patterns

JLS(w(f)) = ||e||22 =

P∑
k=1

|wH(f)d(f,Θk)−D(f,Θk)|2. (2.8)

This cost function can be written as [139,143]

JLS(w(f)) = wH(f)Q(f)w(f)−wH(f)a(f)− aH(f)w(f) + d(f), (2.9)

with

Q(f) =

P∑
k=1

d(f,Θk)dH(f,Θk)

a(f) =

P∑
k=1

d(f,Θk)D∗(f,Θk)

d(f) =

P∑
k=1

|D(f,Θk)|2.

(2.10)



28 synthesizing hrtf directivity patterns with a vah

-0.1 0 0.1
x (m)

-0.1

0

0.1

y 
(m

)
 Large Array

(a)

-0.1 0 0.1
x (m)

-0.1

0

0.1

y 
(m

)

 Small Array

(b)

0.5 1k 2k 4k 8k

Frequency (Hz)

102

106

1010

1014

C
o

n
d

it
io

n
 N

u
m

b
er

(c)

Large Array
Small Array

Fig. 2.2: Microphone positions for (a): planar microphone array with 24 microphones [15],
and (b): 42% donw-sized copy of array shown in (a). (c): Condition number of
matrix Q de�ned in Eq. (2.10), over frequency, for the arrays in (a) and (b).

By setting the gradient of JLS(w(f) to zero, spectral weights minimizing the cost
function JLS(w(f)) are derived as [139,143]

w(f) = Q−1(f)a(f). (2.11)

2.3 Regularization

In general, matrix Q in Eq. (2.11) can become ill-conditioned, leading to numerical
errors during its inversion. In such a case, even small deviations in the steering
vector d can lead to large errors in the synthesized directivity pattern. This may
lead to an undesirable ampli�cation of the microphone self-noise. Deviations in
steering vector d can be caused by small displacements of microphones, changes
in microphone characteristics, or temperature �uctuations. The sensitivity to these
deviations is higher if inter-microphone distances are small and the signals arriv-
ing at microphones exhibit high similarity to each other. Figure 2.2c shows the
condition number2 of matrix Q for two exemplary microphone arrays of di�erent
sizes shown in Figures 2.2a and 2.2b. Steering vectors for these arrays were cal-
culated using Eq. (2.6) for P=24 equiangular directions from the horizontal plane
(θk = 0◦, 15◦, ..., 345◦, φk = 0◦). As the condition numbers in Figure 2.2c show, nu-
merical errors during the inversion of matrix Q can be more critical especially at
low frequencies and for the smaller array. Therefore, the impact of microphone self-
noise is expected to be more prominent at lower frequencies and for the smaller array.
The deviations in steering vectors can be accounted for by including the probability
density function of microphone characteristics [139, 141] or by joint optimization,
considering multiple sets of measured steering vectors [17]. Other commonly used

2 Condition number of a non-singular matrix A is given by ‖A‖2 .
∥∥A−1

∥∥
2
and is a measure for the

potential sensitivity of the solution x of equation Ax=b to changes in b [157].
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methods to handle the ill-conditioned problem are singular value truncation [117] or
Tikhonov regularization [145,158,159]. A commonly used measure of the robustness
is the White Noise Gain (WNG), de�ned as the output power of the beamformer
for a desired look direction Θlook compared to the output power for spatially uncor-
related noise [136,141,160]

WNG(w(f),Θlook) =
|wH(f)d(f,Θlook)|2

wH(f)w(f)
. (2.12)

The larger the WNG, the larger will be the attenuation of the spatially uncorrelated
noise compared to the output power at the look direction. The robustness can
be accounted for by imposing a WNG constraint on spectral weights. However,
when synthesizing HRTF directivity patterns, all P directions must be considered
as a desired look direction. In [17, 142], it was shown that for synthesizing HRTF
directivity patterns, the mean WNG over P directions (WNGm), de�ned as

WNGm(w(f)) =
1

P

P∑
k=1

WNG(w(f),Θk), (2.13)

should be constrained. In combination with Eq. (2.12), the WNGm in Eq. (2.13)
can be written as

WNGm(w(f)) =
wH(f)Qm(f)w(f)

wH(f)w(f)
, (2.14)

with

Qm(f) =
1

P

P∑
k=1

d(f,Θk)dH(f,Θk). (2.15)

By setting a minimum desired value β for the WNGm in dB, the regularized spectral
weights can be calculated by solving the new constrained minimization problem

minJLS(w(f)) subject to 10 log10(WNGm(w(f)))dB ≥ β. (2.16)

Note that the minimum desired value of WNGm, i.e. β, is de�ned in dB in Eq. (2.16).
When applying the WNGm constraint in the calculation of the spectral weights, β is
recalculated into βpower, with βpower = 10

β
10 . In [17, 142], the method of Lagrange

multipliers was employed to formulate the constrained optimization problem in
Eq.(2.16) as

Jm(w(f), µ) = JLS(w(f)) + µ(wH(f)w(f)− 1

βpower
wH(f)Qm(f)w(f)), (2.17)

with µ the Lagrange multiplier. Setting the gradient of Jm(w(f), µ) to zero, spectral
weights minimizing the cost function in Eq. (2.17) are derived as [143]

w(f, µ) = (Q(f) + µ(IN −
1

βpower
Qm(f)))−1a(f). (2.18)
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In Eq. (2.18), IN is the N × N identity matrix, and Q(f) and a(f) are given in
Eq. (2.10). The inclusion of the Lagrange multiplier µ in the calculation of the spec-
tral weights introduces unavoidable errors in the synthesized HRTFs. In order to
�nd the optimal value for the Lagrange multiplier as a trade-o� between synthesis
accuracy and robustness, µ is increased gradually in steps of e.g. ∆µ = 1

100 , un-
til the minimum desired value for WNGm or an upper limit of µmax is reached [142].

2.4 Spectro-spatial smoothing of HRTFs

It is easier for a VAH to resemble a smoother directivity pattern, especially if
the number of microphones is limited. Rasumow et al. [16] proposed a method for
HRTF smoothing in spectral and spatial domains and showed that this smoothing
is imperceptible. The spectral smoothing consists of a complex smoothing of
HRTFs, presupposing the phase spectra to be substituted by linear phases above
a certain cuto� frequency. It was shown that this cuto� frequency can be as low
as 1 kHz without being detectable. After phase linearizations above this cuto�
frequency, the magnitude and phase spectra of HRTFs are simultaneously smoothed
into constant relative bandwidths of 1

5 octaves. In the next step, in the spatial
smoothing, the HRTF directivity patterns are smoothed by leveling out the spatial
notches. It was shown in [16] that there is no need to retain spatial notches if they
are less than 29 dB below the maximum level in the directivity pattern. It was also
shown in [143] that the synthesis error with a VAH is reduced when the desired
HRTF directivity patterns are smoothed.

The spectro-spatial smoothing proposed by Rasumow et al. [16] was perceptually
evaluated only for horizontal HRTFs. Nevertheless, in this thesis, non-horizontal
HRTFs were smoothed the same as horizontal HRTFs, i.e. HRTF phase spectra were
linearized for frequencies above 2 kHz, and the HRTFs were smoothed complexly
into constant relative bandwidths of 1

5 octave. The spatial notches were smoothed if
they were less than 29 dB below the maximum level in the directivity pattern at each
elevation. Without perceptual experiments, it cannot be assessed to which extent
the smoothed non-horizontal HRTFs are perceptually distinguishable from original
ones e.g. with respect to coloration, detectability of phase linearization, or variation
in the notch depths or peak heights in the spectrum. However, the potential shift
of pinna-related spectral notches, which contribute to the elevation perception, can
be roughly estimated. These notches appear in the HRTF magnitude spectrum in
the frequency range above approx. 5 kHz and vary depending on the elevation of
the incoming sound [24,72�74]. Figure 2.3 shows original and smoothed left HRTFs
spectra at elevations φ = −30◦ to +30◦ in the median plane for exemplary three
subjects in this thesis. The frequency of the �rst pinna notch, which has been
shown to be the most important notch for the vertical localization accuracy [161],
is marked both for original and smoothed HRTF spectra in Figure 2.3. The notches
were indicated at the �rst local minimum above 5 kHz in the spectrum of HRTFs.
According to Moore et al. [162], a shift of 4◦ in the elevation of a source between
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−20◦ and +20◦ corresponds to a shift of about 4% in the center frequency of the
prominent notch in the HRTF spectrum. Since the notch frequency shifts in the
smoothed HRTF spectra in Figure 2.3 were below 4%, the spectral smoothing of
HRTFs was assumed to lead only to changes of the perceived sound source below
the minimum audible angle in the vertical direction (around 3.6◦ [41]). In addition,
similar to horizontal HRTFs, the spatial smoothing of non-horizontal HRTFs was
assumed to be noncritical since the spatial notches in the HRTF directivity pattern
occur mostly at contralateral directions and the role of the contralateral ear on the
elevation perception is known to decrease for sound sources away from the median
plane [163,164].
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Fig. 2.3: Magnitude spectra of left HRTFs of three exemplary subjects (S1, S2, and S3)
in the median plane at elevations −30◦, −15◦, 0◦, +15◦, and +30◦ (shifted ver-
tically for convenience). The �rst prominent notch in the spectrum is marked
with the grey box. Top: Originally measured HRTFs. Bottom: Spectro-spatially
smoothed HRTFs according to Rasumow et al. [16].

2.5 Summary

In this chapter, an overview of the methods employed for the calculation of the
VAH spectral weights was presented. The VAH as a �lter-and-sum beamformer
was introduced and the calculation of the regularized spectral weights by minimiz-
ing a narrow-band least-squares cost function subject to a constraint on the mean
White Noise Gain (WNGm) was explained. Finally, the spectro-spatial smoothing
of HRTFs was brie�y reviewed. In the remainder of the thesis, the spectro-spatial
smoothing of HRTFs and the least-squares cost function JLS in Eq. (2.8) will remain
the same as discussed in this chapter. The WNGm constraint in Eq. (2.16) will be
applied to the minimization of the cost function JLS, together with other additional
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constraints within a constrained optimization problem, as will be discussed in the
next chapter.



3
IMPROVEMENT OF SPATIAL RESOLUTION
AND BANDWIDTH OF HRTF SYNTHESIS IN
THE HORIZONTAL PLANE USING A
VIRTUAL ARTIFICIAL HEAD

3.1 Introduction

The re�ection and di�raction of the sound caused by the listener's torso, head, and
external ear provide the listener with important cues for the spatial impression
of the sound �eld. The objective of binaural technology is to preserve these
cues as described by the Head Related Transfer Functions (HRTFs) in order to
recreate the spatial impression of the sound �eld. So-called arti�cial heads are
used as an established binaural recording method to resemble the information
encompassed in the HRTFs. However, a well-known drawback of arti�cial heads
is their non-individual design, leading to problems such as in-head-localization or
front-back reversals [83, 95]. In addition, when presenting signals recorded with an
arti�cial head, it is not easily possible to include head movements of the listener
via head tracking during signal playback.

As an alternative to conventional arti�cial heads, a Virtual Arti�cial Head (VAH),
designed as a microphone array-based �lter-and-sum beamformer, can be used to
synthesize the directivity patterns of individual HRTFs. This is done by applying
the complex-valued spectral weights, calculated individually for each listener,

This chapter is based on:
[149] M. Fallahi, M. Hansen, S. Doclo, S. van de Par, D. Püschel, and M. Blau, �Individual binaural
reproduction with high spatial resolution using a virtual arti�cial head with a moderate number
of microphones�, in preparation.
[150] M. Fallahi, M. Hansen, S. Doclo, S. van de Par, V. Mellert, D. Püschel, and M. Blau, �High
spatial resolution binaural sound reproduction using a virtual arti�cial head�, Proc. of Fortschritte
der Akustik - DAGA, Kiel, Germany, pp. 1061-1064, 2017.

33
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to the microphone signals. By doing so, not only the recorded signals can be
individualized for di�erent listeners, but also the listener's head movements can be
accounted for during signal playback by adjusting the spectral weights according
to the orientation of the listener's head.

The calculation of the VAH spectral weights following Rasumow et al. [16, 17, 142]
was presented in chapter 2, according to which, spectral weights are calculated
by minimizing a narrow-band least-squares cost function with a constraint on
the mean White Noise Gain (WNGm). The WNGm constraint is applied in
order to increase robustness against small deviations in microphone positions and
characteristics and to limit the microphone self-noise ampli�cation [17]. However,
following these methods, the spatial resolution of the synthesis is limited by the
number of microphones. In [15], Rasumow et al. used the VAH as a planar micro-
phone array with 24 microphones to synthesize 24 equiangular horizontal HRTFs.
The evaluation was performed with respect to localization, spectral coloration,
and overall performance at six relevant directions; three directions coincided
with directions explicitly considered in the optimization, at which perceptually
comparable or better results compared to a conventional arti�cial head could be
achieved. The other three evaluated directions were at intermediate directions, at
which the synthesis accuracy degraded.

Aiming at achieving a higher spatial resolution than in [15] using the same number
of microphones, in this chapter, a novel constrained optimization method is applied
and evaluated to compute the spectral weights. In addition to imposing a WNGm

constraint, this method imposes upper and lower boundaries on the spectral error
at a large number of directions. The main research questions to be answered are:
(1) can the performance of a VAH be improved with the proposed optimization
method? and (2) what is the impact of the array topology on the performance of
a VAH using the proposed optimization method? These questions are addressed
based on simulations with di�erent array topologies and perceptual evaluations.

The remainder of this chapter is structured as follows. In section 3.2, the VAH as a
narrow-band �lter-and-sum beamformer is reviewed again based on the method of
Rasumow et al. [15] as also introduced in sections 2.2 and 2.3. In section 3.3, the
spatial and spectral performance of the synthesis with a VAH using the methods of
Rasumow et al. [15] is addressed. In section 3.4, the method proposed to increase
the spatial resolution of the synthesis is introduced. In section 3.5, the impact of
array topology on the performance of a VAH using the proposed method is discussed.
The chapter continues with perceptual evaluations in section 3.6. Finally, section 3.7
o�ers a brief discussion about the relaxation of the constraints and its impact on
the feasibility of satisfying them.
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3.2 Optimization method with a White Noise Gain constraint

A VAH can be considered as a �lter-and-sum beamformer with N microphones,
as shown in Figure 3.1. The synthesized directivity pattern of this �lter-and-sum
beamformer at frequency f and direction Θk = (θk, φk), with θ the azimuth angle
and φ the elevation angle, can be expressed as the scalar product

H(f,Θk) = wH(f)d(f,Θk) =

N∑
n=1

w∗n(f)dn(f,Θk), (3.1)

where (.)H denotes the Hermitian transpose and (.)∗ denotes the complex conju-
gate. The N × 1 steering vector d(f,Θk) = [d1(f,Θk), ...,dN (f,Θk)]T contains the
free-�eld acoustic transfer functions between a source at direction Θk and the N
microphones of the microphone array. The N ×1 vector w(f) = [w1(f), ..., wN (f)]T

contains the complex-valued spectral weights at frequency f for each of the N mi-
crophones. These spectral weights can be transformed to �lter coe�cients of FIR
�lters using the inverse Fourier transform. The goal is to calculate spectral weights
w(f) such that the resulting directivity pattern H(f,Θk) resembles a desired di-
rectivity pattern D(f,Θk) at P discrete directions Θk, k = 1, 2, ..., P . In our case,
D is derived from the individual HRTF directivity pattern of the left or the right
ear. Once the spectral weights wL(f) and wR(f) for the left and the right ear are
calculated, the corresponding FIR �lters are applied to the recorded signals of the
VAH microphones and added up to result in the binaural left and right signals. In
other words, by applying the spectral weights, the HRTF directivity patterns of
individual listeners are included in the recording.

Mic 1
Mic 2

Mic 3
Mic N

...

+
output

Fig. 3.1: Synthesized directivity pattern H(f,Θk) of the VAH as a �lter-and-sum beam-
former with N microphones and N complex-valued spectral weights aiming at
resembling the desired directivity pattern D(f,Θk).
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The spectral weights can be calculated, separately for the left and the right ear,
by minimizing a narrow-band cost function, i.e. independently for each frequency
bin. A least-squares-based cost function was proposed in [17,139], i.e. as the sum of
the squared absolute di�erences between the desired and the synthesized directivity
patterns over P discrete directions, for ζ ∈{L,R} (Left or Right)

JLS(wζ(f)) =

P∑
k=1

|Hζ(f,Θk)−Dζ(f,Θk)|2

=

P∑
k=1

|wH
ζ (f)d(f,Θk)−Dζ(f,Θk)|2.

(3.2)

Since the minimization of JLS in Eq. (3.2) can become ill-conditioned, especially
at low frequencies, small deviations in the steering vector d (e.g. due to small
microphone displacements, aging, or temperature �uctuations) may lead to large
deviations in the spectral weights w. This in turn may lead to ampli�cation of
the self-noise of the microphones, which is a well-known issue in beamforming
[108, 136, 141, 165, 166]. Di�erent approaches have been suggested to deal with the
ill-conditioned problem, e.g. using singular value truncation [117] or by applying
Tikhonov regularization [17, 158], thereby increasing the robustness of the beam-
former against deviations in the steering vectors. A commonly used measure for the
robustness of a beamformer is the White Noise Gain (WNG), de�ned as the ratio
between the output power of the array for a source at one direction (typically the
look direction of the beamformer) and the output power for spatially uncorrelated
noise [108,136,141]. Correspondingly, the spectral weights can be calculated by con-
straining the WNG to improve robustness. In contrast to beamformers with one
desired look direction, in [17, 142] it was shown that for synthesizing HRTF direc-
tivity patterns the mean White Noise Gain (WNGm), averaged over all considered
P directions, de�ned as

WNGm(wζ(f)) =
1

P

P∑
k=1

|wH
ζ (f)d(f,Θk)|2

wH
ζ (f)wζ(f)

(3.3)

should be constrained. Imposing a minimum desired value β in dB onto the WNGm,
the regularized spectral weights can be calculated by solving the constrained opti-
mization problem

minJLS(wζ(f)) s.t. 10 log10(WNGm(wζ(f)))dB ≥ β. (3.4)

Rasumow et al. [17] employed the method of Lagrange multipliers to solve the prob-
lem in Eq. (3.4), where the Lagrange multiplier was increased gradually until the
minimum desired value of WNGm was reached. This way, the smallest possible value
of the Lagrange multiplier satisfying Eq. (3.4) could be found. At the same time, the
non-zero Lagrange multiplier introduced unavoidable deviations in the synthesized
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HRTF directivity patterns from the desired directivity patterns. The limitations of
this optimization approach will be discussed in more detail in the following section.

3.3 Spatial and spectral performance of HRTF synthesis with a VAH

As can be seen from Eq. (3.2), a selected number of P directions is included in the
cost function used to calculate the spectral weights for a VAH. These directions
are referred to as calibration directions. As can be intuitively expected, a larger
synthesis error in the resulting HRTF directivity pattern may occur for directions
that were not included in the calculation of the spectral weights than for the
calibration directions.

As an example, for the planar microphone array of Rasumow et al. with N=24
microphones (see Figure 1.4) the steering vectors were simulated as pure relative
delays τn(Θk) between the nth microphone and the center of the array as

d(f,Θk) = [e−2πfτ1(Θk)j , ..., e−2πfτn(Θk)j , ...e−2πfτN (Θk)j ]T , (3.5)

i.e. assuming perfectly matched microphones and far-�eld conditions.
P=24 calibration directions with 15◦ resolution in the horizontal plane
(θk = 0◦, 15◦, ...345◦, φk = 0◦) were considered. Left and right horizontal HRTFs
measured at these directions were considered as desired directivity pattern, with
0◦ referring to the frontal direction and 90◦ to the left side. In this example and
in the following sections, HRTFs measured for one of the subjects in this study
(subject 1, see section 3.6) were considered to be synthesized with the VAH. HRTFs
were spectro-spatially smoothed according to [16], as this smoothing was shown
to cause no perceptible degradation. Spectral weights were calculated by solving
Eq. (3.4) for the left and right ear separately. These spectral weights were then
used to synthesize the HRTFs at P

′
=72 horizontal directions with a resolution of

5◦ (θ
′

k = 0◦, 5◦, ..., 355◦, φ
′

k = 0◦).

As a measure for the spectral accuracy of the results, Spectral Distortion (SD),
de�ned as the spectral level di�erence in dB between the desired and synthesized
HRTFs, was calculated for each frequency and at each synthesis direction Θ

′

k,

SDζ(f,Θ
′

k) = 10 log10(
|wH

ζ (f)d(f,Θ
′

k)|2

|Dζ(f,Θ
′
k)|2

)dB. (3.6)

To evaluate the phase accuracy in the frequency range of f ≤ 2 kHz, Temporal
Distortion (TD), de�ned as the error in the timing of a single frequency component
of the HRTF was derived from the phase angle as

TDζ(f,Θ
′

k) =
∠wH

ζ (f)d(f,Θ
′

k)− ∠Dζ(f,Θ
′

k)

2πf
. (3.7)
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In Eqs. (3.6) and (3.7), D corresponds to the spectro-spatially smoothed desired
directivity pattern according to [16] as also described in section 2.4. All evaluations
were performed with respect to this smoothed desired directivity pattern. Figure 3.2
shows the resulting SD, TD, WNGm, the directivity patterns of synthesized and
desired HRTFs at 6 kHz, as well as the absolute value of the calculated complex-
valued spectral weights for four exemplary microphones. The upper row shows
the results for the case where no WNGm regularization was applied, leading to a
perfect synthesis at synthesis directions coinciding with the calibration directions
(θ

′

k = 0◦, 15◦, ...), but large spectral distortions at the intermediate synthesis
directions (θ

′

k = 5◦, 10◦, 20◦, 25◦...). The middle row shows the results for the case
where WNGm regularization with β=0 dB was applied. Choosing β=0 dB was
based on the perceptual evaluations in [142], where this value was shown to be
appropriate for the considered microphone array. As can be observed, constraining
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Fig. 3.2: From left to right: Resulting Spectral Distortion (SD), Temporal Distortion (TD)
up to 2 kHz, mean WNG (WNGm), directivity patterns of the desired and syn-
thesized HRTFs at 6 kHz, and spectral weights (shown for four exemplary mi-
crophones). Synthesis was done at P ′=72 horizontal synthesis directions with
spectral weights calculated with (a): P=24 horizontal directions (subset of the
72 synthesis directions) without regularization, (b): P=24 horizontal directions
with WNGm regularization with β=0 dB, and (c): P=72 horizontal directions
with WNGm regularization with β=0 dB. Results are shown for the left ear of
subject 1 in this chapter.

the WNGm led to a re-distribution of the error over the synthesis directions,
improving the synthesis accuracy at intermediate directions, but impairing the
synthesis accuracy at the calibration directions. The synthesis accuracy is limited
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to frequencies below 2 kHz at the contralateral directions (180◦ < θ
′

k < 360◦ for
the left ear) and below about 4 kHz at the ipsilateral directions. In addition, it can
be observed that constraining the WNGm resulted in smaller magnitudes of the
spectral weights, which is the expected e�ect of regularization: in case of deviations
in the steering vectors, these steering vectors are multiplied by smaller spectral
weights in Eq. (3.1), which increases the robustness. As shown in the lower row,
simply increasing the number of calibration directions to P=P

′
=72 (while applying

WNGm regularization with β=0 dB) does not drastically improve the synthesis
accuracy, which can be explained by the fact that the number of microphones is
much smaller than the number of calibration directions.

3.4 Proposed constrained optimization method

Aiming at increasing the synthesis accuracy at a large number of directions while
not increasing the number of microphones, in this section, it is proposed to add
additional constraints to the least-squares-based optimization problem in Eq. (3.4).
Since in this chapter only horizontal calibration and synthesis directions are used,
i.e. φk = 0◦ and φ

′

k = 0◦, these directions are indicated only with the azimuth angle.
Without loss of generality, it will be assumed in the remainder of the chapter that
the calibration and the synthesis directions are the same (i.e. θk=θ

′

k and P=P
′
).

Constraints can be applied to the monaural and/or binaural aspects of the synthe-
sized HRTFs. Interaural Level Di�erences (ILDs) and Interaural Time Di�erences
(ITDs) are the two well-known binaural cues for localization. Deviations in the
resulting ILDs and ITDs between synthesized and desired HRTFs can lead to the
noticeable displacement of the virtual sound source [5]. Nevertheless, imposing
constraints solely onto binaural cues would be insu�cient since monaural errors
would not be controlled for. Besides audible colorations, the lack of monaural
spectral accuracy may also impact the perceived externalization of signals presented
with headphones [83].

Constraints can also be applied to the monaural SDs as de�ned in Eq. (3.6).
Spectral distortion has been de�ned and evaluated di�erently in di�erent studies.
Studying the e�ect of HRTF interpolation, Minnaar et al. [167] calculated the
absolute magnitude di�erences between interpolated and reference HRTFs at 94
logarithmically distributed frequency points between 100 Hz and 20 kHz. The sum
of the errors at the left and right sides was averaged over frequency. Mean errors
exceeding 1 dB were reported to be audible. Brinkmann et al. [168] used a similar
measure to study the e�ect of head-above-torso orientation in HRTFs, but instead
of 94 frequency points, they calculated the error in 39 auditory bands between 70 Hz
and 20 kHz. Their results showed mean errors of 0.5 dB to 1 dB to be audible in an
ABX test paradigm. In [169], level di�erences between reference and pre-processed
HRTFs were calculated in auditory �lters between 50 Hz and 20 kHz. Giving more
relevance to the ear side which contains more energy, the binaurally weighted sum
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of the error at the left and right sides was considered as a measure for coloration er-
ror. The Just Noticeable Di�erence (JND) for this measure was assumed to be 1 dB.

In the current study, we propose to set frequency-independent upper and lower
boundaries, LUp and LLow, to the SD at the left and the right side, i.e.

LLow(θk) ≤ SDζ(f, θk) ≤ LUp(θk), (3.8)

for all synthesis directions θk, k = 1, 2, ..., P . The upper and lower boundaries LUp

and LLow were chosen such that the deviation between the ILDs of the synthesized
and the desired HRTFs, de�ned as

∆ILD(f, θk) =

|10 log10

|wH
L (f)d(f, θk)|2

|wH
R (f)d(f, θk)|2

− 10 log10

|DL(f, θk)|2

|DR(f, θk)|2
|dB

= |SDL(f, θk)− SDR(f, θk)|dB,

(3.9)

is kept in a reasonable range. In di�erent studies, the measured JND for ILD de-
viation has been shown to be between 0.6 dB and 2 dB (for sinusoids of di�erent
frequencies), and approximately 1.5 dB for broadband signals (clicks) in the me-
dian plane [5]. Although the JND for ILD deviations can get larger with increasing
lateralization, here, LUp and LLow were chosen independent of synthesis direction1.
More in particular, monaural SD constraints

− 1.5dB ≤ SDζ(f, θk) ≤ 0.5dB, (3.10)

were used separately for ζ = L,R and for all synthesis directions θk, k = 1, 2, ..., P ,
such that the ILD deviation does not exceed 2 dB at any of the synthesis directions.
The choice of a tighter boundary for positive SDs (0.5 dB) compared to negative
SDs (−1.5 dB) was motivated by the fact that spectral peaks are known to be more
detectable than notches [170]. Adding the SD constraints to Eq. (3.4) yields the
constrained optimization problem

1 Whereas in this chapter as well as in further investigations in chapters 5 and 6, the upper and
lower boundaries for SD were direction-independent, these constraint parameters could be mod-
i�ed to assign more importance to certain directions. As discussed in Appendix B, reducing the
lower boundary LLow at contralateral directions and thus allowing more synthesis error at these
directions introduces perceptually non-signi�cant changes, while at the same time satisfying more
constraints on spectral distortion with unchanged lower and upper boundaries at ipsilateral direc-
tions.
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minJLS(wζ(f)) s.t.


10 log10(WNGm(wζ(f)))dB ≥ β

−1.5dB ≤ SDζ(f, θk) ≤ 0.5dB k = 1, 2, ..., P

,

(3.11)

with a total number of P + 1 constraints. To solve this optimization problem, an
Interior-Point algorithm was used [171]. The implementation of the Interior-Point
algorithm provided by the function fmincon in the MATLAB optimization toolbox
(ver. R2018b) was used, where the solutions of Eq. (3.4), obtained with the method
of Lagrange multipliers described in [142], were used as initial values.

For the same planar microphone array as in section 3.3 with N=24 microphones, the
spectral weights were calculated by solving the constrained optimization problem
in Eq. (3.11) with spectral distortion constraints at P=72 horizontal directions
(θk = 0◦, 5◦, 10◦, ...) and WNGm constraint with β=0 dB. Figure 3.3 shows for
both ears the resulting SD, TD, WNGm, directivity patterns of synthesized and
desired HRTFs, the calculated spectral weights, as well as the resulting ILD and
ITD deviations (∆ILD and ∆ITD). The ITD deviation is de�ned as the absolute
di�erence between the ITDs of the synthesized and the desired HRTFs

∆ITD(f, θk) = |ITDsynth(f, θk)− ITDdesired(f, θk)|

= |TDL(f, θk)− TDR(f, θk)|,
(3.12)

with TD de�ned in Eq. (3.7), i.e.

ITDsynth(f, θk) =
∠wH

L (f)d(f, θk)− ∠wH
R (f)d(f, θk)

2πf
, (3.13)

and

ITDdesired(f, θk) =
∠DL(f, θk)− ∠DR(f, θk)

2πf
. (3.14)

As can be observed, SD at all synthesis directions as well as WNGm could be kept
within the desired boundaries of −1.5 dB ≤ SD ≤ 0.5 dB and WNGm ≥ 0 dB up
to about 5 kHz. As a direct consequence, ∆ILD could be kept in the desired range
of below 2 dB at all synthesis directions up to about 5 kHz. In addition, even
though ∆ITD is not directly controlled by the optimization problem in Eq. (3.11),
it can be observed that the resulting ∆ITD could be kept below 20µs up to 2 kHz
for all synthesis directions, which is in accordance with the reported JNDs for ITD
deviations [5].
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Fig. 3.3: Resulting left and right SD, TD, WNGm, directivity patterns of the desired and
synthesized HRTFs at 6 kHz, spectral weights (shown for four exemplary micro-
phones) and resulting ∆ILD and ∆ITD, with spectral distortion constraints at
P=72 horizontal directions and WNGm constraint with β=0 dB.

When comparing the results in Figure 3.3 (with the proposed SD constraints) with
the results in Figure 3.2c (without SD constraints), it can be observed that the
frequency range for which the SD can be considered acceptable was extended from
about 2 kHz to up to 5 kHz for contralateral directions or even to higher frequencies
for the ipsilateral directions. However, it was not feasible to satisfy all constraints for
frequencies above 5 kHz, which can be explained by aliasing e�ects as well as more
spatial details contained in the HRTF directivity patterns at high frequencies, espe-
cially at contralateral directions. The frequency range for which the constraints can
be satis�ed depends on the microphone array topology, which will be investigated
in the next section.

3.5 The impact of microphone array topology

Intuitively, the inter-microphone distances in�uence the frequency range for which
the WNGm and SD constraints in Eq. (3.11) can be satis�ed. On the one hand,
since smaller inter-microphone distances shift spatial aliasing e�ects to higher
frequencies, it is expected that the frequency range for which the SD constraints
can be satis�ed can be extended. On the other hand, since smaller inter-microphone
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Fig. 3.4: Microphone positions for the four array topologies considered in this study:
A-100%, (planar microphone array with 24 microphones in Figure 1.4), A-42%
(42% down-sized version of A-100%), A-Mix (combination of A-100% and A-42%),
and A-Sphere (spherical microphone array with 26 microphones distributed ac-
cording to Lebedev grid on the surface of a rigid sphere with 4.2 cm radius).

distances cause the steering vectors to be more similar to each other, especially at
low frequencies, the minimization of the cost function in Eq. (3.2) becomes more
ill-conditioned. This may render satisfying the WNGm constraint more di�cult,
which may also negatively impact the resulting spectral and temporal distortion.

To investigate this, four array topologies, as shown in Figure 3.4, were considered:

� The �rst array topology, referred to as A-100%, corresponded to the planar
microphone array of Rasumow et al. [15], which was already used for the simu-
lations in the previous sections. In this array topology, the microphones were
arranged according to a two-dimensional Golomb ruler [144], such that the
inter-microphone distances are as di�erent as possible in all possible direc-
tions.

� The second array topology was a scaled version of A-100%, down-sized to 42%
of the original size, which is referred to as A-42%.

� In order to examine whether it is possible to pro�t from small inter-microphone
distances while not su�ering from robustness issues, the third array topology
was a combination of A-100% and A-42%. This array topology, which is re-
ferred to as A-Mix, combined the eight outermost microphone positions of
A-100% and the 16 innermost microphone positions of A-42%.

� The fourth array topology corresponded to a rigid spherical microphone
array with a radius of 4.2 cm (the same as the Eigenmike [172]), referred to
as A-Sphere. An equidistant microphone distribution based on a Lebedev
quadrature was chosen as the most straightforward solution for many possible
positionings on the surface of a sphere. Since the Lebedev quadratures are
de�ned only for a certain number of points, the 26-point Lebedev grid was
chosen [173] to keep the number of microphones of A-Sphere comparable to
the 24 microphones of the other three topologies. The steering vectors of
A-Sphere were calculated using the method proposed by [174].
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For these four simulated microphone arrays, the spectral weights were calculated
by solving the constrained optimization problem in Eq. (3.11) for two values of
β=0 dB and β=−10 dB, in order to investigate the interaction between the WNGm

constraint parameter β and the array topology.

Figures 3.5 and 3.6 show the resulting SD, TD, and WNGm obtained with the four
considered array topologies for β=0 dB and β=−10 dB, respectively. Comparing
the results for A-100% between β=0 dB (repetition of the results for the left
ear shown in Figure 3.3) and β=−10 dB, it can be observed that the WNGm

constraints could be satis�ed for all frequencies for the easier case of β=−10 dB.
However, this does not appear to have been a large in�uence on the resulting SD
and TD, which were similar for both values of β.

When comparing the results for the arrays with a smaller extension (A-42% and
A-Sphere) with the results for A-100%, it can be observed that, as expected, the
frequency range for which the WNGm constraint could be satis�ed was smaller
(f < 2 kHz), while the SD constraint could be satis�ed up to higher frequencies
for the majority of directions. At lower frequencies (f < 2 kHz), where the desired
directivity pattern is rather simple, both SD and WNGm constraints could be
satis�ed. For β=−10 dB, also the resulting TD remained in a moderate range
similar to A-100%, where for β=0 dB the resulting TD drastically increased
(however, higher robustness is obtained). At higher frequencies, where the desired
directivity pattern is getting more complicated, the SD was increased, especially at
some contralateral directions. This e�ect was more prominent for β=0 dB than for
β=−10 dB.

Similarly as for the smaller arrays, the results for A-Mix show that the SD con-
straints could be satis�ed up to higher frequencies than for A-100%, while also
the frequency range for which the WNGm constraint could be satis�ed could be
extended (up to about 8 kHz for β=0 dB and for all frequencies for β=−10 dB)
without considerably a�ecting the TD. The combination of sparse and dense micro-
phone distances in A-Mix combined the advantage of a larger array extension in
terms of robustness (WNGm) and the advantage of smaller inter-microphone dis-
tances in terms of synthesis accuracy (SD) at higher frequencies. With β=−10 dB,
similar SD and TD compared to smaller arrays could be achieved with A-Mix.

3.6 Perceptual evaluation

In this section, the perceptual quality of synthesized HRTFs using the proposed
constrained optimization method in section 3.4 is investigated for the simulated
microphone array topologies considered in section 3.5. In the listening test, subjects
listened to stimuli, generated either with individually measured HRTFs or di�erent
individual synthesized HRTFs:

� A-100%*, individual HRTFs synthesized with A-100%, without SD con-
straints, and with β=0 dB, corresponding to the original method in [15,17].
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Fig. 3.5: Resulting Spectral Distortion (SD), Temporal Distortion (TD), and mean WNG
(WNGm), when using −1.5 dB ≤ SD ≤ 0.5 dB at P=72 horizontal directions and
WNGm ≥ β as constraints, with β=0 dB. Results are shown for the left ear of
subject 1, from top to bottom for the array topologies shown in Figure 3.4.

� A-100%, A-42%, A-Mix, individual HRTFs synthesized with A-100%, A-
42% and A-Mix, respectively, with the proposed SD constraints in Eq. (3.11)
with β=0 dB.

� A-Sphereβ0 and A-Sphereβ−10, individual HRTFs synthesized with A-
Sphere, with the proposed SD constraints in Eq. (3.11) with β=0 dB and
β=−10 dB, respectively. The case β=−10 dB was considered in order to in-
vestigate the perceptual e�ect of a smaller β value on the perceptual quality.

For all synthesized HRTFs, spectral weights were calculated with P=72 equiangular
directions in the horizontal plane (5◦ resolution). It should be noted again that
the simulated microphone arrays were assumed to be perfectly robust, i.e. neither
microphone self-noise nor deviations in microphone characteristics and positions
were considered. The stimulus was also generated with non-individual HRTFs,
measured with the KEMAR arti�cial head, which was presented as a hidden anchor
(labeled as Anchor). This Anchor, together with the individually synthesized
HRTFs resulted in a total of seven HRTFs sets, which were evaluated in the
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Fig. 3.6: The same as Figure 3.5, with β=−10 dB.

listening test.

3.6.1 Methods

3.6.1.1 HRTF measurement and test signal

Individual HRTFs of subjects were measured at 72 horizontal directions (5◦ resolu-
tion) using the methods and measurement setup described in Appendix A. Similar
to [15], the test signal for the listening test consisted of three bursts of pink noise
with a spectral content of 300 Hz ≤ f ≤ 16 kHz, each lasting 1

3 s, followed by 1
6 s

of silence. The stimuli were generated by �ltering the test signal either with the
individually measured original HRTFs or with the six versions of individually syn-
thesized HRTFs, or with the non-individual HRTFs measured using the KEMAR
arti�cial head. The stimuli were presented over Sennheiser HD800 headphones. Al-
though the headphone transfer function was not compensated for, the perceptual
evaluation was considered as valid, since solely di�erent headphone signals were
compared to each other without any comparison to real sound sources.
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3.6.1.2 Procedure

Subjects were asked to rate the stimuli generated with the six di�erent versions of
synthesized HRTFs as well as the hidden anchor signal, compared to the reference
signal (generated with the individually measured HRTFs). This resulted in seven
test stimuli and one reference stimulus. Subjects evaluated the di�erent stimuli on a
9-point scale between 1 and 5 in 0.5 steps with �ve German labels �schlecht� (bad),
�dürftig� (poor), �ordentlich� (fair), �gut� (good) and �ausgezeichnet� (excellent)
and four unlabeled intermediate points. The scale point labels and their English
translations originate from the recommendations in [175]. Subjects could listen
to the di�erent headphone stimuli and the reference stimulus as often as they
liked and could sort the test stimuli according to their current rating by clicking
a sort button on the GUI, in order to facilitate the comparison [176]. A total
of eleven (self-reported) normal hearing subjects (seven male, four female, aged
22 to 54 years) with experience in binaural psychoacoustic listening tests took
part in the listening test. Subjects were asked to rate three perceptual attributes:
Overall Quality, Spectral Coloration, and Localization. For all subjects, the
experiment started with the evaluation of Overall Quality. Five subjects continued
the experiment with the evaluation of Spectral Coloration as the second attribute,
whereas the other six subjects evaluated Localization as the second attribute. The
frontal direction θ = 0◦, as well as two lateral directions θ = 90◦ and θ = 220◦ were
considered as nominal azimuthal positions for the virtual source. For all perceptual
attributes, each of the three nominal source positions was presented three times in
a randomized order, resulting in nine rounds.

The listening test took place with subjects seated in an empty anechoic room,
wearing headphones. The headphone signals were calibrated with a G.R.A.S type
43AA arti�cial ear to have 75 dB SPL for the left ear (θ = 90◦) and were played
back over an audio interface (RME Fireface UC) and headphone ampli�er (Lake
People Phone-Amp G103). The evaluation of each attribute lasted on average
30 minutes. Subjects were encouraged to take a break after completing one attribute.

All procedures were approved by the ethics committee of the Carl von Ossietzky
University of Oldenburg.

3.6.2 Results

As mentioned in section 3.6.1.2, each of the three nominal source positions (0◦, 90◦,
220◦) was presented three times for each attribute and subject. The consistency
of the ratings over the three repetitions was assessed by calculating the Pearson
correlation coe�cients between the presentation pairs (1-2, 1-3, 2-3), see also [92].
As a measure for consistency, the mean correlation coe�cient r was computed as

r =
α

nrepeat + (1− nrepeat)α
, (3.15)
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with α the Cronbach's standardized coe�cient [177] and nrepeat the number of
repetitions. Considering α > 0.8 as good and with nrepeat=3, the ratings of a
subject were considered consistent and repeatable if r > 0.57. According to the
results shown in Figure 3.7, only Localization ratings of subject 5 were excluded
from the analysis, since the r was markedly below the lower threshold of 0.57.
All other ratings were considered consistent and were averaged over the three
repetitions.
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Fig. 3.7: Mean Pearson correlation coe�cients r for the three presentation pairs
(1-2, 1-3, 2-3) for each attribute and subject. The dashed horizontal line indi-
cates the lower threshold for r.

Figure 3.8 shows the averaged ratings for the three perceptual attributes and the
three evaluated nominal source positions. For statistical analysis, the Shapiro-Wilk
test of normality was applied to the averaged ratings, separately for each source
position and for each perceptual attribute. The results indicated that for some
HRTF sets, the gathered data could not be assumed to be normally distributed
(p<0.05). Therefore, the Friedman test was applied, which con�rmed a signi�cant
e�ect of the HRTF set (p<1e-4) for all perceptual attributes and source positions.
The analysis was followed by multiple comparisons after Friedman test (function
friedmanmc in the statistical software R [178]). Signi�cantly di�erent HRTF sets
(p<0.05) are indicated with horizontal lines in Figure 3.8.

It can be observed that for all attributes and source positions the median ratings
given to A-100% and Anchor were lower than ratings given to the other HRTF sets,
with partly signi�cant di�erences. For all attributes and source positions, the me-
dian ratings given to A-100% were higher than the median ratings given to A-100%*.
For A-42%, Localization ratings were similar to or lower than A-100%, whereas Col-
oration and Overall Quality ratings were higher than for A-100%. Among all planar
array topologies, the best median ratings were given to A-Mix for all attributes
(except for the Coloration ratings at θ = 0◦), with partly signi�cant di�erences to
A-100% and A-42%. For all attributes and source positions, the ratings given to
A-Sphereβ−10 were similarly high as the ratings given to A-Mix, with no signi�cant
di�erences. It should however be noted that the e�ect of poorer robustness of A-
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Sphereβ−10 (β=−10 dB) compared to A-Mix (β=0 dB) could not be demonstrated
here with this listening test. For A-Sphereβ0, the median of Coloration and Overall
Quality ratings were slightly lower than the median ratings given to A-Sphereβ−10

and A-Mix; for the Localization ratings, these di�erences were more prominent but
not signi�cant.
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Fig. 3.8: Results of perceptual evaluations with respect to Overall Quality, Spectral Col-
oration and Localization for three nominal source positions (0◦, 90◦, 220◦). Re-
sults were averaged over three repetitions of 11 subjects for Overall Quality and
Coloration and 10 subjects for Localization. HRTF sets with signi�cant di�er-
ences are indicated with horizontal lines (p<0.05).

3.6.3 Discussion

Since the median ratings given to A-100% were consistently higher than the ratings
given to A-100%*, the advantage of the proposed method with constraints on the
spectral distortion could be con�rmed perceptually. This is in accordance with the
objective results in Figures 3.5 and 3.6, where it was shown that not only the spatial
resolution of the synthesis could be improved but also the synthesis error could be
reduced for a larger frequency range compared to the method of Rasumow et al. [15].
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Among the arrays for which the method with SD constraints was applied, better
Localization ratings were obtained at θ = 90◦ and θ = 220◦ for A-100%, A-Mix
and A-Sphereβ−10 compared to A-42% and A-Sphereβ0. This is in accordance with
the objective results in Figure 3.5, where the resulting TD was larger for A-42%
and A-Sphereβ0.

For A-Mix, the Localization and Coloration ratings were almost everywhere
higher than the ratings for A-100% and A-42%. As discussed in section 3.5, the
combination of a large array extension and small inter-microphone distances
yielded an improved synthesis accuracy at higher frequencies while maintaining
a low TD at lower frequencies for A-Mix. The perceptual evaluation results
con�rmed this advantage. This is also visible in the comparison between A-Mix
and A-Sphereβ0: the higher TD associated with A-Sphereβ0 compared to that of A-
Mix led to better Localization ratings for A-Mix (albeit not statistically signi�cant).

In general, for all HRTFs, the Overall Quality ratings showed higher similarity
to Coloration than to Localization ratings. It seemed that subjects paid more
attention to spectral coloration than to localization to give their ratings for the
Overall Quality.

The relatively low ratings for A-100%* in this study were not in accordance with
the perceptual results of Rasumow et al. [15], where the signals generated with the
VAH were rated signi�cantly higher than the signals generated with non-individual
HRTFs of the KEMAR arti�cial head. Although the spectral weights for A-100%*
in this study and in [15] were calculated with the same method (using Eq. (3.4))
and for the same microphone array topology, in this study P=72 calibration
directions were used instead of P=24 calibration directions in [15]. However, the
results in Figure 3.2b for P=24 and in Figure 3.2c for P=72 showed that the
resulting SD and TD are very similar. Instead, the presence of the other VAH
versions with better performance was suspected to be responsible for the low
ratings of A-100%* in the current study, as subjects were instructed to compare
each VAH signal to the reference signal as well as to other VAH signals. As a result,
the perceived di�erence between A-100%* and Anchor was reduced.

As already mentioned, the robustness of the VAHs due to the resulting WNGm was
not assessed in this study. E�ects such as microphone self-noise or deviations in
microphone positions can be considered either in real recordings or via simulations
as in [17]. Perceptual results would then be expected to show a trade-o� between
self-noise ampli�cation and synthesis accuracy.

The spectral weights in this study were calculated for each listener for a �xed
head orientation to the frontal direction. The calculation of the spectral weights
can be repeated for di�erent orientations of the listener's head. This constitutes an
important feature of the VAH approach, which enables to include head tracking
into the playback.
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3.7 The effect of constraint relaxation

Finally, it should be mentioned that besides the microphone array topology, the
feasibility of satisfying the SD and WNGm constraints depends also on the con-
straints themselves. Relaxing the values given to LUp, LLow and β can make the
constraints easier to satisfy. In addition, the e�ect of constraint relaxation can be
di�erent for di�erent microphone array topologies. The impact of constraint relax-
ation was studied using two di�erent simulated microphone arrays. Three di�erent
cases of constraint relaxation were compared to the constraints in Eq. (3.11) with
β=0 dB, either by relaxing the lower boundary of SD (LLow) at contralateral direc-
tions, or by relaxing the minimum desired value of WNGm (β), or a combination
of relaxing β and reducing the number P of directions considered in the calculation
of the spectral weights. It was shown that constraint relaxation can increase the
chance of satisfying the constraints and that this increase is di�erently e�ective
when applied to di�erent microphone array topologies. Perceptual evaluations with
respect to Localization, Spectral Coloration, and Overall Quality showed that with
a proper constraint relaxation and a properly chosen microphone array topology,
more constraints can be satis�ed without degrading the synthesis accuracy. The
VAH syntheses with di�erent constraint relaxations also outperformed the binaural
signals generated with non-individual HRTFs measured for a conventional arti�cial
head. A thorough description of the study of constraint relaxation and the results
of objective and subjective evaluations is provided in Appendix B.

3.8 Summary

In this chapter, a method for high spatial resolution HRTF synthesis with a Virtual
Arti�cial Head (VAH) was presented and evaluated. In order to maintain the
synthesis accuracy at a high number of synthesis directions without increasing the
number of microphones, a method based on constrained optimization was proposed.
In addition to the constraint on the mean WNG (WNGm), an upper and a lower
boundary of 0.5 dB and −1.5 dB, respectively, were set as constraints for the Spec-
tral Distortion (SD) between desired and synthesized HRTF directivity patterns.
Objective and perceptual results showed that by imposing the SD constraints, the
performance of the VAH (planar microphone array with 24 microphones) could be
improved compared to the original method of Rasumow et al. [15] by maintaining
the synthesis accuracy at an increased number of horizontal synthesis directions
(5◦ azimuthal resolution) for frequencies up to 5 kHz.

Simulation results with di�erent microphone array topologies indicated that smaller
inter-microphone distances were advantageous for satisfying the SD constraints at
higher frequencies. On the other hand, array topologies with a smaller extension
failed to satisfy the WNGm constraint in the mid-frequency range. In particular,
if a higher robustness was intended by increasing the minimum desired value of
WNGm, the resulting temporal distortion at f < 2 kHz increased, which was shown
to impact the Localization ratings negatively. With an array topology combining
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sparse and dense inter-microphone distances, the SD constraints were satis�ed up
to higher frequencies. At the same time, the WNGm constraint was satis�ed at the
low and mid-frequency range while avoiding an increased temporal distortion at
lower frequencies. The advantage of this array topology over the other considered
array topologies was furthermore con�rmed by perceptual evaluations.

Further investigations are required to investigate the potential e�ect of head tracking
on the quality of auralizations with respect to plausibility or localization accuracy.
Moreover, besides evaluating the VAH approach at non-horizontal directions, other
investigations are required to examine applications in a reverberant environment
with realistic test signals such as speech and music.



4
DYNAMIC AURALIZATION WITH A VAH -
GENERAL METHODOLOGY

4.1 Introduction

In static auralizations, i.e. without considering the listener's head movements, the
source signal is convolved with HRIRs or BRIRs of the direction at which the sound
source is located. Moving the head during listening does not cause any changes in
the presented virtual scene. This is contrary to real listening situations and against
the expectation of the listener. The compensation of head movements during
signal playback has been shown to decrease front-back reversals and improve the
localization accuracy and externalization when listening to virtual sound sources
presented over headphones [12�14].

In order to compensate for the head movements of the listener, auralizations should
be dynamic, meaning that the presentation of the virtual source should be updated
in real-time and in response to the listener's head movements. This can be done
by tracking the head movements to assess the new position of the sound sources
relative to the head. The HRIRs or BRIRs of the direction corresponding to this
new source position are then convolved with the signal. Such a dynamic auralization
necessitates access to HRIRs or BRIRs for di�erent head orientations. Especially
in case of measurement-based room auralizations, the acquisition of BRIRs for
di�erent head orientations can get very tedious. In contrast to time-consuming
BRIR measurements for di�erent head orientations, individualized BRIRs for
di�erent head orientations can be synthesized using Room Impulse Responses
(RIRs) measured with a Virtual Arti�cial Head (VAH).

In this chapter, the general methodology for dynamic auralizations with the VAH
approach in this thesis is presented. The chapter starts in section 4.2 with the vir-
tual rotation of the VAH for the calculation of the spectral weights for a given
head orientation. In section 4.3, it is explained how the calculated spectral weights
and the measured RIRs are used to synthesize the individual BRIRs for a given
head orientation. In section 4.4, the technical implementations for presenting the
binaural signals dynamically are reviewed, including the head tracker device and
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the employed algorithms for the rea-time head-tracked signal playback. These algo-
rithms and implementations are used for dynamic auralizations in chapters 5 and
6.

4.2 VAH spectral weights for different head orientations

An important feature of a VAH is the possibility of calculating the spectral
weights for di�erent head orientations without requiring individual HRTFs for
these head orientations. This enables head rotations to be easily taken into
account via head tracking during signal playback. For a given head orientation
Θh = (θh, φh), with θh and φh denoting the horizontal and vertical angles of the
head orientation, respectively, spectral weights can be calculated by considering
the desired directivity pattern D(f,Θk), k = 1, 2, ..., P , together with spatially
shifted steering vector d(f,Θs) with Θs = (θs = θk + θh, φs = φk + φh) into
the calculation of the spectral weights using the methods described in chapter 3.
This can be interpreted as a virtual rotation of the VAH to the head orientation Θh.

For the dynamic auralizations in this thesis, individual spectral weights were cal-
culated for 37×5=185 head orientations (37 horizontal directions −90◦ ≤ θh ≤ 90◦

in 5◦ steps and 5 vertical directions −15◦ ≤ φh ≤ 15◦ in 7.5◦ steps), with positive
horizontal head orientations corresponding to the head rotated to the left and
positive vertical head orientations corresponding to the head rotated upwards.
The spatial resolution of 5◦ for the horizontal head orientations was chosen based
on the measurement setup described in Appendix A and in accordance with the
resolution reported to be su�cient for non-critical signals such as music [99]. It
should be mentioned that the measured steering vectors were not available for
all shifted vertical directions φs. For such cases, the steering vectors were shifted
to the nearest available vertical direction. For example, consider the case that
φk = 30◦ (elevation of the kth calibration direction) and the spectral weights were
supposed to be calculated for the vertical head orientation φh = 7.5◦, such that
φs = 30◦+7.5◦ = 37.5◦. Since the measurement setup described in Appendix A did
not include the vertical direction at 37.5◦, steering vectors measured at elevation 45◦

were used instead to calculate the spectral weights for this vertical head orientation.

4.3 Synthesizing individual BRIRs for different head orientation with a
VAH

For dynamic auralizations with a VAH in this thesis, individual BRIRs for di�erent
head orientations were synthesized as follows (see also Figure 4.1). For the source
at a given synthesis direction Θ

′
, RIRs were measured between the source and

the N microphones of the VAH placed at a de�ned position in the room. The N
individually calculated left and right spectral weights for a given head orientation
Θh were transformed to �lter coe�cients of FIR �lters using the inverse Fourier
transform. The RIRs measured with each of the N microphones were convolved
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Fig. 4.1: Synthesizing individual BRIRs for direction Θ
′
and head orientation Θh from

Room Impulse Responses (RIRs) measured with a VAH.

with the associated FIR �lter. The sum of the �ltered RIRs over the N channels
resulted in synthesized left and right BRIRs for the source at direction Θ

′
and

head orientation Θh.

The orientation of the VAH during the acquisition of RIRs remained to the same
�xed frontal direction θh = 0◦ and φh = 0◦ as during the measurement of steering
vectors as described in Appendix A.

4.4 Technical implementations

For capturing head movements during signal playback, a custom-made head tracker
was used which was developed at the Institut für Hörtechnik und Audiologie at
the Jade University of Applied Sciences. The head tracker consisted of a Bosch
Sensortec Lagesensor (BNO055 9-Axis Absolute Orientation Sensor) in combination
with a Teensyduino microcontroller, which could be connected to the PC or laptop
via USB cable. The tracker data was updated each 10 ms. The head tracker was
mounted on the top of the used headphones (Sennheiser HD800) as shown in
Figure 4.2. In addition, a push button was mounted on the upper right corner
of the headphones which was used during perceptual evaluations in chapter 5 to
enable the listener to switch back and forth between headphone and loudspeaker
presentations (as also implemented in [92]).

The real-time head-tracked binaural signal playback was performed using an
algorithm written in C++ [179,180]. Upon starting the program, the BRIRs for all
considered head orientations were loaded, partitioned in blocks of 256 samples, and
prepared as Fourier-transformed �lters. The test signal was similarly partitioned in
50% overlapping blocks of 256 samples using a Hann window. According to the data
supplied by the head tracker, a search algorithm chose the Fourier-transformed
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Push button

Head tracker

Fig. 4.2: Custom-made head tracker mounted on the headphones (Sennheiser HD800), used
for perceptual evaluations in chapters 5 and 6. The push button installed on the
upper right corner of the headphones enabled the listener to switch between
headphone and loudspeaker presentations (see section 5.3.3).

BRIR of the head orientation with the smallest Euclidean distance to the listener's
current head orientation. Associated partitions of the Fourier-transformed test
signal and the chosen �lters were multiplied and transformed into time domain
via inverse Fourier transform. The latency caused by this algorithm was equal
to one block, i.e. 5.8 ms at fs=44100 Hz, and therefore small enough compared
to reported latency thresholds [100, 101, 181] to consider the real-time dynamic
presentation artifact-free.

The BRIRs were convolved with individual inverse Headphone Impulse Responses
(HPIRs) and saved in the SOFA format (Spatially Oriented Format for Acous-
tics) [182], prior to being loaded for the real-time dynamic presentation.

4.5 Summary

In this chapter, the general methodology employed for dynamic auralizations in this
thesis were presented. The calculation of the Virtual Arti�cial Head (VAH) spectral
weights for a given head orientation and the BRIR synthesis using these spectral
weights and RIRs measured with a VAH were explained. Finally, the technical
implementations used for real-time dynamic auralizations were reviewed. In the next
two chapters, the VAH approach is investigated in dynamic auralizations using the
described algorithms and implementations in this chapter.



5
DYNAMIC AURALIZATION OF ANECHOIC
AND REVERBERANT ENVIRONMENTS
USING A VAH

5.1 Introduction

An important application of binaural technology is auralization of acoustical
environments, where the source signal is convolved with BRIRs and presented over
headphones [77]. For simulation-based auralizations, the room can be simulated
via geometrical acoustical models representing the direct and re�ected sound
propagation from the source to the listener [78, 80], whereas for measurement-
based auralizations, the BRIRs are measured, either with individual listeners or
more commonly with arti�cial heads. Dynamic head-tracked presentation of the
auralized environment can greatly enhance the realism of the playback by reducing
localization ambiguities and improving the externalization [12�14]. To enable a
dynamic measurement-based auralization, the BRIRs need to be measured for
di�erent head orientations [93, 94]. However, this is a very time-consuming task,
especially if BRIRs for di�erent head orientations need to be measured individually
and in di�erent environments.

This chapter is based on:
[151] M. Fallahi, M. Hansen, S. Doclo, S. van de Par, D. Püschel, and M. Blau, �Evaluation of
head-tracked binaural auralizations of speech signals generated with a virtual arti�cial head in
anechoic and classroom environments�, Acta Acustica, vol. 5, no. 30, 2021.

[152] M. Fallahi, M. Hansen, S. Doclo, S. van de Par, D. Püschel, and M. Blau, �Binaural
Reproduction of Signals captured in a reverberant Room with a Virtual Arti�cial Head�, Proc. of
Fortschritte der Akustik - DAGA, Rostock, Germany, pp. 619-622, 2019.

[153] M. Fallahi, M. Hansen, S. Doclo, S. van de Par, D. Püschel, and M. Blau, �Individualized
dynamic binaural auralization of classroom acoustics using a virtual arti�cial head�, Proc. 23rd
International Congress on Acoustics - ICA, Aachen, Germany, pp. 731-738, 2019.
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As an alternative, and as discussed in chapter 4, individual BRIRs for di�erent head
orientations can be synthesized with a Virtual Arti�cial Head (VAH) by applying
the spectral weights, calculated for di�erent head orientations, to Room Impulse
Responses (RIRs) measured with a single orientation of the VAH. The present
chapter deals with the VAH approach in measurement-based auralizations, with
spectral weights calculated using the constrained optimization method proposed in
chapter 3. The proposed constrained optimization method was evaluated previously
in a simulation-based dynamic auralization and with the VAH as a simulated array
with 32 microphones [92]. The synthesized HRTFs with the VAH were used to
simulate BRIRs in a lecture room for di�erent head orientations. The room was
simulated based on recorded reverberation times and coarse geometries using the
RAZR room simulation package [80]. The synthesized BRIRs with the VAH were
rated slightly, but not signi�cantly, lower than original BRIRs. The study o�ered
a starting point for evaluating the VAH approach in dynamic auralizations. With
simulations done in [92], however, optimized solutions for the VAH could not be
evaluated with respect to robustness. In practice, the robustness of the microphone
array is important, because certain solutions will be highly sensitive to small er-
rors in microphone positions and characteristics, as well as to microphone self-noise.

In this chapter, instead of simulations, real measurements are performed with
the VAH of Rasumow et al. [15] (planar microphone array with 24 microphones)
using the constrained optimization method proposed in chapter 3. Individual
BRIRs are synthesized with the VAH, each for 185 head orientations, as described
in chapter 4. Di�erent constraint parameters are considered when using the
constrained optimization method, namely the discrete source directions included in
the calculation of the spectral weights and the minimum desired value of WNGm

(i.e. β). The individually synthesized BRIRs as well as measured non-individual
BRIRs of a conventional arti�cial head and a rigid sphere are used for dynamic
auralizations of an anechoic and a reverberant environment, followed by perceptual
evaluations with direct comparison to real loudspeaker signals. The speci�c research
questions to be addressed are: (1) How well does the VAH perform in head-tracked
auralizations? (2) Which constraint parameters lead to the best performance of the
VAH for auralizing the considered environments? (3) What is the in�uence of a
reverberant environment compared to an anechoic environment on the performance
of the VAH? and (4) How well do individually synthesized BRIRs with the VAH
perform compared to non-individual BRIRs of an arti�cial head?

The chapter continues with a review of the methods and parameters, which were
used to calculate the individual spectral weights in section 5.2. Section 5.3 describes
the methods used for signal preparation as well as for the perceptual evaluations.
Perceptual results for the experiment in the reverberant and anechoic environments
are presented in sections 5.4 and 5.5, respectively, and the results are discussed in
section 5.6.
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5.2 VAH methods and parameters

In this section, �rst, a short review of the VAH as a �lter-and-sum beamformer
and the optimization methods for the calculation of the spectral weights is given.
Detailed information can be found in chapter 3. Then, the VAH and the parameters
used to calculate the spectral weights are introduced.

5.2.1 Calculation of spectral weights

Virtual Arti�cial Head (VAH) as a �lter-and-sum beamformer consists ofN spatially
distributed microphones. The directivity pattern of the VAH at frequency f and
direction Θ = (θ, φ), with θ the azimuth angle and φ the elevation angle, is given
by

H(f,Θ) = wH(f)d(f,Θ), (5.1)

with (.)H denoting the Hermitian transpose. The N × 1 steering vector d(f,Θ)
describes the free-�eld acoustical transfer function at frequency f between a source
at direction Θ and the N microphones, and the N × 1 vector w(f) contains the
complex-valued spectral weights for each of the N microphones. Here, the aim was
to synthesize the desired directivity pattern Dζ(f,Θk), ζ ∈{L,R}, of the left or right
HRTFs at P discrete directions Θk, k = 1, 2, ..., P . The spectral weights wL(f) and
wR(f) were calculated by minimizing a narrow-band least-squares cost function,
which is de�ned as the sum of the squared absolute di�erences between desired and
synthesized directivity patterns over P discrete directions, i.e.

JLS(wζ(f)) =

P∑
k=1

|Hζ(f,Θk)−Dζ(f,Θk)|2, (5.2)

where Hζ(f,Θk) indicates the synthesized HRTFs for the left and right ears as
de�ned in Eq. (5.1). The cost function JLS was minimized separately for the left
and the right ears. Aiming at achieving a small synthesis error at all P directions, as
proposed in chapter 3, constraints were imposed onto the Spectral Distortion (SD),
de�ned as

SDζ(f,Θk) = 10 log10

|wH
ζ (f)d(f,Θk)|2

|Dζ(f,Θk)|2
dB. (5.3)

Constraints were imposed on the SD such that at each direction Θk

LLow ≤ SDζ(f,Θk) ≤ LUp, k = 1, 2, ..., P, (5.4)

where LUp and LLow denote the upper and lower boundary, respectively. An addi-
tional constraint was imposed onto the mean white Noise Gain (WNGm) in dB [17]
(see Eq. (3.3)), in order to increase the robustness of the VAH against small devi-
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ations in microphone positions and characteristics and limit microphone self-noise
ampli�cation

10 log10(
1

P

P∑
k=1

|wH
ζ (f)d(f,Θk)|2

wH
ζ (f)wζ(f)

)dB ≥ β. (5.5)

To solve the constrained optimization problem of minimizing JLS in Eq. (5.2) sub-
ject to P+1 constraints de�ned in Eqs. (5.4) and (5.5), an iterative Interior-Point
algorithm, as implemented in function fmincon in the MATLAB optimization
toolbox (ver. R2018b) was used.

5.2.2 Microphone array and constraint parameters

In this chapter, the planar microphone array with 24 microphones of Rasumow
et al. [15] shown in Figure 1.4 was used. This microphone array was previously
evaluated perceptually in [15] for a static scenario (i.e. without head tracking).

The upper and lower boundaries LUp and LLow for the SD constraints were chosen
as 0.5 dB and −1.5 dB, respectively. As discussed in chapter 3, satisfying the SD
constraints with these values of LUp and LLow results in a maximum deviation of
2 dB in the resulting Interaural Level Di�erences (ILDs) at all P directions. A
deviation of 2 dB was considered reasonable based on the reported Just Noticeable
Di�erences in ILD deviations [5]. For the minimum desired value of WNGm, i.e. β
in Eq. (5.5), two values of 0 dB and −10 dB were considered, labeled as β0 and
β−10 in the remaining discussion. The choice of β=0 dB was based on the results
in [142], while β=−10 dB was chosen to investigate the e�ect of a lower resulting
WNGm and reduced robustness.

It should be noted that the P directions considered in the calculation of the
spectral weights, i.e. both in the cost function in Eq. (5.2) as well as in the SD
constraints in Eq. (5.4), have a major in�uence on the resulting synthesized HRTFs,
spectral distortion and WNGm. It is therefore interesting to investigate the extent
to which it is necessary to include directions other than horizontal directions into
the calculation of the spectral weights, in order to account for non-horizontal
source positions as well as room re�ections. Three cases for P were considered
in this chapter: (1) P=72 horizontal directions (5◦ azimuthal resolution), (2)
P=3×72=216 directions from elevations −15◦, 0◦ and +15◦ and (3) P=3×72=216
directions from elevations −30◦, 0◦ and +30◦, labeled as V0, V0±15 and V0±30,
respectively, in the remaining discussion. Table 5.1 summarizes the constraint
parameters P and β used for the calculation of the spectral weights in this chapter.

As an example, spectral weights were calculated with a set of measured steering
vectors and the individual HRTFs of one of the subjects in this chapter (subject 1)
for di�erent values of P and β. The calculated spectral weights were then applied
to the same measured steering vectors using Eq. (5.1) to result in the synthesized
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Table 5.1: Overview of values chosen for the parameters P and β, resulting in six sets
of spectral weights. Each set of spectral weights was calculated for 185 head
orientations.

Label Constraint parameter P and β

V0/β0 P=72 (Elevation: 0◦), β=0 dB

V0±15/β0 P=3×72=216 (Elevations: −15◦, 0◦, 15◦), β=0 dB

V0±30/β0 P=3×72=216 (Elevations: −30◦, 0◦, 30◦), β=0 dB

V0/β−10 P=72 (Elevation: 0◦), β=−10 dB

V0±15/β−10 P=3×72=216 (Elevations: −15◦, 0◦, 15◦), β=−10 dB

V0±30/β−10 P=3×72=216 (Elevations: −30◦, 0◦, 30◦), β=−10 dB

HRTFs for subject 1 for the frontal head orientation. Figures 5.1a and 5.1b
show the resulting SD for the synthesized left HRTFs at elevations 0◦, 15◦, and
22.5◦, as well as the resulting WNGm for V0/β0 and V0/β−10, respectively. At
elevation 0◦, it can be observed that up to about 5 kHz, the SD, as well as
WNGm constraints could be satis�ed. However, at frequencies above 5 kHz, the
SD constraints could not always be satis�ed. At elevations 15◦ and 22.5◦, the
resulting SD clearly increased compared to the resulting SD at elevation 0◦,
since these non-horizontal directions were not included in the calculation of the
spectral weights. Also, the resulting Temporal Distortion (TD, see Eq. (3.7)) at ele-
vations 15◦ and 22.5◦ clearly increased compared to the resulting TD at elevation 0◦.

Figures 5.2a and 5.2b show the results for V0±15/β0 and V0±15/β−10, respectively.
Compared to the results shown in Figures 5.1a and 5.1b, for frequencies up to
about 4 kHz, the resulting SD at elevation 15◦ clearly improved. The inclusion
of non-horizontal directions also slightly improved the resulting SD at elevation
22.5◦, although directions from this elevation were not included in the constrained
optimization. At the same time, the resulting SD at elevation 0◦ deteriorated. In
addition, the WNGm constraint could, with a few exceptions, not be satis�ed
for frequencies below 4 kHz. Moreover, the resulting TD at all three elevations
should be noted, which degraded extremely for the synthesis with horizontal and
non-horizontal directions included. With β=−10 dB, the resulting TD was slightly
better than with β=0 dB, however much worse than the TD shown in Figure 5.1
for the cases with only horizontal directions included.

5.2.3 Spectral weights for the dynamic auralization

To enable the head-tracked dynamic binaural signal playback with the VAH in this
chapter, spectral weights were a priori calculated for each of the six parameters
listed in Table 5.1 for 37×5=185 head orientations, corresponding to 37 azimuth
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Fig. 5.1: The resulting SD and TD at elevations 0◦, 15◦ and 22.5◦ and the resulting WNGm.
The spectral weights were calculated with (a): V0/β0 and (b): V0/β−10, using the
steering vectors measured with the planar microphone array with 24 microphones
shown in Figure 1.4. Results are shown for the left ear of subject 1 in this chapter.

angles θh of −90◦ to +90◦ in 5◦ steps and 5 elevation angles φh of −15◦ to +15◦ in
7.5◦ steps (c.f. section 4.2).

5.3 Methods

The study in this chapter consisted of two experiments with measurements and
perceptual evaluations in two di�erent acoustical environments: a reverberant lec-
ture room (Experiment 1) and an anechoic room (Experiment 2). Experiment 2
was performed after completing Experiment 1 and was motivated by questions aris-
ing from the results of Experiment 1. The methods and technical implementations
were to a large extent the same for both experiments. The information provided in
this section applies to both experiments. Speci�c information on each experiment
(room characteristics, source and listener positions) is provided in more detail in
sections 5.4 and 5.5 as well as in Figure 5.3. The description of the applied methods
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Fig. 5.2: The resulting SD and TD at elevations 0◦, 15◦ and 22.5◦ and the resulting WNGm.
The spectral weights were calculated with (a): V0±15/β0 and (b): V0±15/β−10,
using the steering vectors measured with the planar microphone array with 24
microphones shown in Figure 1.4. Results are shown for the left ear of subject 1
in this chapter.

starts with introducing the preparatory measurements in section 5.3.1, followed by
the methods applied for the acquisition of BRIRs in section 5.3.2. Technical imple-
mentation for listening tests and the criterion to exclude non-consistent ratings are
discussed in sections 5.3.3 and 5.3.4, respectively.

5.3.1 Preparatory measurements

Individual Head Related Impulse Responses (HRIRs) and VAH steering vectors at
864 directions, including the ones listed in Table 5.1, as well as individual Headphone
Impulse Responses (HPIRs) for Sennheiser HD800 headphones were measured with
the measurement setup and methods described in Appendix A. After transferring
the measured HRIRs into the frequency domain, the HRTFs were spectro-spatially
smoothed according to [16]. The smoothed desired directivity patterns D and the
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measured, Fourier-transformed steering vectors were used to calculate the individual
spectral weights with LUp=0.5 dB, LLow=−1.5 dB, and the listed values for the
parameters P and β in Table 5.1. The individual spectral weights were calculated
for 185 head orientations, as described in section 5.2.3 as well as in section 4.2.

5.3.2 BRIR acquisition in the two auralized environments

Source1
Az: 0°
El : 0°
R: 1.21m

Source2
Az: 90°
El : 0°
R: 1.21m

Source3
Az: 315°
El : 18°
R: 1.25m

Listener Position

(a) (b)

(c)

Source2
Az: 90°
El : 0°
R: 3.7m

Source1
Az: 0°
El : 4°
R: 4.36m

Source 3
Az: 248°
El : 0°
R: 1.8 m

Source 4
Az: 340°
El : 20°
R: 6.7m

Listener Position

Source 3Source 1Source 1

Fig. 5.3: Listener and source positions (Az: azimuth, El: elevation, R: distance to listener)
in (a): lecture room (Experiment 1) and (b): anechoic room (Experiment 2).
(c): (from left to right) VAH, KEMAR arti�cial head and the rigid sphere in the
lecture room.

In both environments, one listener position and di�erent source positions were
de�ned, which are shown in Figures 5.3a and 5.3b. The VAH was placed at the
listener position and RIRs were measured between the di�erent source positions
and the 24 microphones of the VAH. These RIRs were �ltered with the FIR �lters
corresponding to the individually calculated left and right spectral weights (for
each of the 185 head orientations) and added up over the N channels into the
left and right BRIRs (see also section 4.3). These BRIRs are referred to as VAH
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BRIRs.

In both environments, BRIRs were also measured with a commercial arti�cial
head (KEMAR type 45BB, GRAS Sound & Vibration A/S, Holte, Denmark) as
well as with a head-sized rigid sphere (radius = 8.5 cm) with two MEMS Knowles
PSV0840LR5H microphones positioned at ±100◦ on the equator (see Figure 5.3c).
In order to enable a head-tracked signal presentation with the BRIRs captured
with the KEMAR arti�cial head or the rigid sphere at least for horizontal head
orientations, the BRIR measurement was repeated 37 times for 37 horizontal
orientations of the arti�cial head and rigid sphere (−90◦ to 90◦ in 5◦ steps). Note
that this scenario of a moving arti�cial head is obviously non-realistic and cannot
be employed in standard applications. It was considered in this study nonetheless
since the usual static scenario for the KEMAR arti�cial head and the rigid sphere
would have been too easy to discriminate from the head-tracked VAH BRIRs in
listening tests. The BRIRs measured for di�erent orientations of the KEMAR
arti�cial head or the rigid sphere are referred to as HTK BRIRs (Head-Tracked
KEMAR) and HTS BRIRs (Head-Tacked Sphere), respectively.

All BRIRs were measured at fs=44100 Hz, using the Multiple Exponential Sweep
Method (MESM) [66], with modi�cation as proposed in [183], with sweeps of 20 s
duration, from 20 Hz to fs/2 with 4 s shift between subsequent excitations. In the
lecture room, the measured impulse responses were truncated to a length of 18000
samples using a 50-point half-Hann window. After convolution with the individual
inverse HPIRs, the VAH, HTK, and HTS BRIRs were truncated again to a �nal
length of 18000 samples, corresponding to 408 ms at fs=44100 Hz and a decay of
over 40 dB, which enabled to cover the usable dynamic range in the room (see
section 5.4). In the anechoic room, the measured impulse responses were truncated
to a length of 1024 samples using a 50-point half-Hann window. After convolution
with the individual inverse HPIRs, the VAH, HTK, and HTS BRIRs had a �nal
length of 3071 samples.

It should be noted that although the anechoic room could be considered as a free-
�eld environment, the measured or synthesized binaural impulse responses in Ex-
periment 2 are denoted as BRIRs (instead of HRIRs) to re�ect the in�uence of the
experimental apparatus in the room.

5.3.3 Listening test - Technical implementation

To evaluate the quality of the (individually synthesized) VAH BRIRs as well as
the (non-individual) HTK and HTS BRIRs, two listening tests (Experiment 1
and Experiment 2) were performed. In both tests, head tracking was employed.
During the listening tests, subjects sat at the same listener position as de�ned
for the BRIR measurements. They were asked to rate di�erent auralizations,
generated either with VAH BRIRs for di�erent parameter sets or with HTK and
HTS BRIRs, in comparison to a reference signal (real loudspeaker playback in the
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room). Subjects could decide by themselves when to listen to headphone or the
reference signal and were asked to take o� the headphones when listening to the
loudspeaker. Playback was conveniently switched between the loudspeaker and
headphone presentation via a push button on the headphones, as implemented
in [92] (see also Figure 4.2 and section 4.4). Subjects had no information about
the BRIR condition which was presented at any time. Loudspeakers and their
positions, as well as all other features such as visual cues or the arrangement of the
objects in the room, remained the same as during the BRIR measurements.

A custom-made head tracker (see section 4.4) was mounted on the top of the
Sennheiser HD800 headphones (the same headphones as used for measuring the
individual HPIRs) and methods described in section 4.4 were used for the real-time
head-tracked binaural playback. In both experiments, the signals were played back
over an external audio interface (RME Fireface UC). For the headphone signals,
a headphone ampli�er (Lake People Phone-Amp G103) was used. The loudness
of the real sources was adjusted manually by the experimenters to have the same
loudness impression as the headphone signals.

The di�erent BRIRs were compared with the reference signal in terms of perceptual
attributes (the same as used in [92]) �Halligkeit� (Reverberance), �Quellbreite�
(Source Width), �Quelldistanz� (Source Distance), �Schallquellenrichtung� (Source
Direction) and �Gesamtqualität� (Overall Quality). The perceptual attributes were
presented always in the same order as given above, i.e. Experiment 1 started for all
subjects with evaluating the attribute Reverberance, continuing to Source Width
and so forth. The attribute Reverberance was not evaluated in Experiment 2. There-
fore, Experiment 2 started with the attribute Source Width and so forth. In order
to limit the number of evaluations, the perceptual attribute Spectral Coloration
was not explicitly evaluated but was assumed to be included in the perceptual
attribute Overall Quality. To give their ratings with respect to the perceptual
attribute Overall Quality, subjects were instructed to exclude all aspects related to
the previous attributes and to focus on everything not included yet. Subjects rated
the attributes on a 9-point scale with �ve German labels �schlecht� (bad), �dürftig�
(poor), �ordentlich� (fair), �gut� (good) and �ausgezeichnet� (excellent) and four
unlabeled intermediate points (the scale point names and their English translations
were taken from [175]). To obtain the ratings, a Graphical User Interface (GUI)
was presented to the subjects, with sliders which could be moved with a mouse.
Before starting the experiment, subjects could get familiar with the environment,
with the GUI as well as with the equipment. The main experiment began after this
familiarization by explaining the �rst perceptual attribute. After completing the
ratings for one perceptual attribute and before continuing to the next one, subjects
were provided with the explanation of the next perceptual attribute. Perceptual
attributes were explained with a short description in German language.

Each of the source positions shown in Figure 5.3 appeared three times during the
evaluation in a randomized order. Subjects were allowed to switch freely between
di�erent headphone signals and between headphone and loudspeaker presentations.
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Fig. 5.4: Violin plots showing subjects' horizonztal head orientations when listening to
headphone presentations of Source 2 and evaluating the perceptual attribute Over-
all Quality in Expriment 1.

They were informed that head rotations were permitted in the horizontal and
vertical range of ±90◦ and ±15◦, respectively. However, no explicit instruction
was given to the subjects to rotate their heads while listening to the signals.
Subjects were asked to reset the head tracker by keeping the head to the front and
clicking a �Reset� button on the GUI, before evaluating a given source position and
perceptual attribute.

The stimulus was a dry recorded speech utterance of 15 s duration (�Nordwind
und Sonne�, text version from the IPA Handbook [184], �rst sentence), spoken by
a female speaker in German. This audio sample was repeated to a total length of
about three minutes to provide the subjects with enough time to compare and
rate the di�erent presentations. In case that subjects were not �nished by the
end of the 3-minute long signal playback, they could easily repeat the playback
from the beginning. For a given source position and perceptual attribute, it took
the subjects on average 2.5 minutes to complete the comparison between di�erent
headphone presentations and the reference signal.

Ten normal-hearing subjects (six male, four female, aged 20 to 52 years old, all
having a hearing threshold of 15 dB HL or better veri�ed by a pure tone audiom-
etry between 125 Hz and 8 kHz) participated in the experiments. Eight subjects
reported to have extensive experience with perceptual listening tests, while two
subjects reported to not have much prior experience. For all subjects, individually
measured HRIRs and HPIRs as well as individually calculated spectral weights for
parameter sets listed in Table 5.1 for 185 head orientations were prepared.

It should be mentioned that although no explicit head movement instructions were
given, all subjects moved the head during headphone signal presentation. The ampli-
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tude and trajectory of head movements varied among the subjects. The intra-subject
amplitude of head movements, on the other hand, remained stable across the per-
ceptual attributes. Figure 5.4 shows exemplary horizontal head orientations of the
subjects, collected by the tracker device when listening to headphone presentations
of Source 2 and evaluating the perceptual attribute Overall Quality in Expriment 1.

2 4 6 8 10
0

0.2

0.4

0.6

0.8

1

M
ea

n
 P

ea
rs

o
n

 C
o

rr
el

at
io

n
 C

o
ef

f. Reverberance

2 4 6 8 10

Source Width

2 4 6 8 10

Subject

Source Distance

(Experiment 1 - lecture room)

2 4 6 8 10

Source Direction

2 4 6 8 10

Overall Quality

2 4 6 8 10
0

0.2

0.4

0.6

0.8

1
Source Width

2 4 6 8 10

Subject

Source Distance

(Experiment 2 - anechoic room)

2 4 6 8 10

Source Direction

2 4 6 8 10

Overall Quality
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5.3.4 Exclusion of non-consistent ratings

As already mentioned in section 5.3.3, for each perceptual attribute each source
position in the room was presented and evaluated three times. To assess the con-
sistency of the ratings over the three repetitions, the similar method as applied in
section 3.6.2 and as in [92] was used: the Pearson correlation coe�cients between
the three presentation pairs (1-2, 1-3, 2-3) were calculated separately for each at-
tribute and each subject. As a measure of repeatability, the mean correlation coef-
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�cient r was evaluated in relation to Cronbach's standardized coe�cient [177] as in
Eq. (3.15). With three repetitions and with α > 0.8 as good, ratings with r >0.57
were considered as consistent and repeatable. If not, the ratings of this subject for
the investigated perceptual attribute were excluded. The mean Pearson coe�cients
r for all subjects and for all perceptual attributes in both experiments are shown
in Figure 5.5. For subjects ful�lling the repeatability criterion, the averaged ratings
over three repetitions were considered for further analysis.

5.4 Experiment 1 - Auralization of the reverberant environment

The �rst experiment was performed in a lecture room (7.12 m × 11.94 m × 2.98 m)
with an average reverberation time of 0.58 s and with six rows of tables and chairs
(see Figure 5.3a). The listener position was chosen in the third row in the middle
slightly shifted to the right, at 1.30 m height, which was assumed to be the height
of the ear axis for subjects sitting at the listener position. Four sources were
considered in the room: Source 1 (Genelec type 8030c) was located ahead of the
listener at a slightly higher position than the ears. Two other sources, Source 2 and
Source 3 (Genelec type 8030b), were located at the left and behind the listener at
the right side, both at the same height as the ears. Source 4 (Event active studio
monitor 20/20 bas V3), was located at the frontal upper right corner of the room
at an elevation of about 20◦. The sound pressure level at listener position was
60 dBA with signals played back from Source 1 and the background noise in the
room was measured at around 20 to 25 dBA, depending on outdoor conditions.

For each source position, the six individually calculated VAH BRIRs, synthesized
using the parameter sets listed in Table 5.1, as well as the non-individual HTK
and HTS BRIRs, measured for the KEMAR arti�cial head and the rigid sphere,
respectively, were evaluated.

5.4.1 Experiment 1: results

By excluding the non-consistent ratings as described in section 5.3.4, the number
of subjects was reduced to eight for the perceptual attributes Source Width, Source
Distance, Source Direction and, Overall Quality (Figure 5.5). For the perceptual
attribute Reverberance, one subject was excluded. It should be noted that seven
of the nine exclusions pertained to the two subjects with less experience (subject 9
and subject 10).

Figure 5.6 shows the histogram of rating di�erences between the three presentation
pairs after excluding the non-consistent ratings. Between 35% and 48% of the
ratings were identical (i.e. the di�erence was zero), and between 74% and 85% were
within ±1 scale units. The symmetrical distribution of di�erences with respect to
zero di�erence, similarly for all presentation pairs and attributes, indicates that
there were no substantial learning e�ects over time.
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Figure 5.7 shows the perceptual evaluations for the �ve perceptual attributes, four
source positions, and eight di�erent BRIR sets. For almost all perceptual attributes
and source positions, the VAH BRIRs with V0/β0 and the HTK and HTS BRIRs
were rated similarly high, with median values between good and excellent. In
comparison, the VAH BRIRs including non-horizontal directions (V0±15 and
V0±30) were rated lower, regardless of the parameter β. Even for Source 4, which
was located markedly out of the horizontal plane, the VAH BRIRs with V0±15 and
V0±30 were rated lower than the VAH BRIRs optimized using only horizontal direc-
tions (V0/β0 and V0/β−10). For all source positions and perceptual attributes, the
VAH BRIRs with V0/β−10 were rated lower than the VAH BRIRs with V0/β0, but
higher than the VAH BRIRs with V0±15 and V0±30, regardless of the parameter β.

Table 5.2: p-values (Friedman test) for investigating the e�ect of source position on the rat-
ings given to di�erent BRIR sets for each perceptual attribute in Experiment 1
(Exp.1) and Experiment 2 (Exp.2). p-values indicating signi�cant di�erent rat-
ings (p<0.05) are depicted as bold numbers.

BRIR set Reverberance Source Width Source Distance Source Direction Overall Quality

Exp.1 Exp.2 Exp.1 Exp.2 Exp.1 Exp.2 Exp.1 Exp.2 Exp.1 Exp.2

V0/β0 0.058 − 0.034 0.015 0.526 0.748 0.666 0.145 0.231 0.581

V0±15/β0 0.228 − 0.001 0.670 0.010 0.020 0.015 0.011 0.637 0.575

V0±30/β0 0.032 − 0.286 − 0.017 − 0.409 − 0.050 −
V0/β−10 0.004 − 0.073 0.428 0.365 0.176 0.436 0.067 0.057 0.478

V0±15/β−10 0.022 − 0.190 0.023 0.038 0.648 0.075 0.115 0.078 0.011

V0±30/β−10 0.006 − 0.013 − 0.034 − 0.830 − 0.011 −
HTK 0.012 − 0.000 0.434 0.021 0.314 0.625 0.050 0.138 0.335

HTS 0.002 − 0.002 0.393 0.003 0.661 0.060 0.184 0.020 0.823

According to the Shapiro-Wilk test of normality, applied to the ratings for each
combination of source position, BRIR set, and perceptual attribute, ratings could
not be assumed to be normally distributed for all cases (p<0.05). Therefore, a
non-parametric method (Friedman test) was used to statistically analyze the
ratings. According to the Friedman test, for 20 out of 40 combinations of BRIR
sets and perceptual attributes, a signi�cant e�ect of the source position could be
observed. p-values are shown in Table 5.2, with bold cases indicating p<0.05. The
e�ect of source position was often signi�cant for the three perceptual attributes
Reverberance, Source Width and Source Distance. However, since for each of the
evaluated source positions the experiment design focused on the comparison of
di�erent BRIR sets, the ratings were averaged over the four source positions in
order to statistically analyze the e�ect of the BRIR sets. The averaged ratings are
shown in Figure 5.8. According to the Shapiro-Wilk test of normality, also the
ratings averaged over the source positions could not be assumed for all BRIRs to
be normally distributed. Therefore, the Friedman test was applied which revealed
for all attributes a signi�cant e�ect of BRIR set (p<10−4). As indicated by
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multiple comparisons after Friedman test (function friedmanmc in the statistical
software R [178]), signi�cantly lower ratings were given to VAH BRIRs with
V0±15/β0,−10 and V0±30/β0,−10. For all perceptual attributes, there were no
signi�cant di�erences between the VAH BRIRs with V0/β0,−10 and the HTK or
HTS BRIRs. There were also no signi�cant di�erences between V0/β0 and V0/β−10.

5.5 Experiment 2 - Auralization of the anechoic environment

The results in Experiment 1 revealed a perceptually successful performance of the
VAH BRIRs as well as HTK and HTS BRIRs. The extent to which the room
e�ects might have had an impact on the perception of di�erent BRIRs was however
not clear. Reverberation is expected to reduce source localization accuracy by
itself, which may interact with the ratings of the subjects. It was interesting to
see whether a similar performance with the tested BRIRs can also be achieved in
the absence of room e�ects. Therefore, a similar experiment (Experiment 2) was
performed in an anechoic environment. Since in Experiment 1, the ratings for the
VAH BRIRs including non-horizontal directions (V0±15/β0,−10 and V0±30/β0,−10)
were similarly low, the VAH BRIRs with V0±30/β0 and V0±30/β−10 were excluded
in Experiment 2.

Experiment 2 was performed in the anechoic room at the Jade University of
Applied Sciences in Oldenburg (3.1m × 3.4m × 2m, cuto� frequency 200 Hz). The
listener position was chosen in the middle of the room (see Figure 5.3b). Three
sources (Fostex 6301B) were positioned in the room. Source 1 and Source 2 were
located in front and at the left of the listener, respectively, both at the same
height as the ears. Source 3 was located at 45◦ at the right side at an elevation
of about 18◦. Source 1 and Source 2 in Experiment 2 were considered equivalent
to Source 1 and Source 2 in Experiment 1. However, due to practical reasons,
Source 3 in Experiment 2, which was chosen to represent the sound source outside
the horizontal plane, had a di�erent position than its equivalent (Source 4) in
Experiment 1. Nevertheless, the two non-horizontal sources had similar elevations
(20◦ in Experiment 1 and 18◦ in Experiment 2). In addition, the azimuthal
position of the non-horizontal sources, both in front of the listener on the right
side, coincided with one of the azimuthal directions included in the calculation of
the spectral weights (5◦ azimuthal resolution). Consequently, the impact of the
constraint parameters chosen for the calculation of the VAH spectral weights on
the perceived quality of the non-horizontal sources was considered comparable in
both experiments.

For each source position, the four individually synthesized VAH BRIRs (with V0/β0,
V0/β−10, V0±15/β0 and V0±15/β−10) as well as the (non-individual) HTK and
HTS BRIRs were evaluated for four perceptual attributes Source Width, Source
Distance, Source Direction, and Overall Quality. The perceptual attribute Rever-
berance was not considered due to the absence of this attribute for this environment.
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Fig. 5.9: (Experiment 2) Perceptual ratings averaged over three repetitions, for four per-
ceptual attributes, three source positions, and six di�erent BRIR sets.
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Fig. 5.10: (Experiment 2) Averaged ratings over three source positions for di�erent BRIR
sets and perceptual attributes. Signi�cant di�erent ratings are marked with hor-
izontal lines (p<0.05).
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5.5.1 Experiment 2: results

The consistency test described in section 5.3.4 was also used in the present
experiment and led to the exclusion of one subject for the perceptual attributes
Source Width and Source Distance and two subjects for the perceptual attribute
Source Direction. For the perceptual attribute Overall Quality, no subjects were
excluded (Figure 5.5). It should be noted that three of the four exclusions pertained
to one of the subjects with less experience. Figure 5.6 shows the histograms of
di�erences between the three repetitions. Between 32% and 45% of ratings were
identical and between 71% and 84% were within ±1 scale units. A symmetrical
distribution of di�erences with respect to zero di�erence can be observed for all
presentation pairs and attributes.

Figure 5.9 shows the perceptual evaluations for the four perceptual attributes,
three source positions, and six BRIR sets. Compared to Experiment 1, the VAH
BRIRs with V0/β0 were rated slightly lower, but still comparable with the HTK
and HTS BRIRs, with median values between good and excellent in most cases.
Similar to Experiment 1, the VAH BRIRs including non-horizontal directions
(V0±15/β0, V0±15/β−10) were rated lower than the VAH BRIRs calculated with
only horizontal directions (V0/β0, V0/β−10) and the HTK and HTS BRIRs. The
median values dropped however from between fair and poor in Experiment 1
to around poor and bad. Also, similar to Experiment 1, the VAH BRIRs with
V0/β−10 were rated slightly lower than the VAH BRIRs with V0/β0.

According to the Shapiro-Wilk test of normality, ratings in Experiment 2 could
not be assumed to be normally distributed for all cases. Therefore, the same non-
parametric methods as used in Experiment 1 were applied to the ratings in Experi-
ment 2. A signi�cant e�ect of the source position was indicated by the Friedman test
only for �ve out of 24 combinations of BRIR sets and perceptual attributes (p-values
are shown in Table 5.2). Therefore, the ratings were again averaged over the three
source positions. The averaged ratings are shown in Figure 5.10. The Friedman test
revealed for all attributes a signi�cant e�ect of the BRIR set (p<10−4). Signi�cantly
di�erent BRIR sets (according to the multiple comparisons after Friedman test) are
indicated with horizontal lines in Figure 5.10. Signi�cantly lower ratings were given
only to VAH BRIRs with V0±15/β0 and V0±15/β−10. Similar as in Experiment 1,
there were no signi�cant di�erences between the VAH BRIRs with V0/β0,−10 and
HTK or HTS BRIRs. Also, there were no signi�cant di�erences between V0/β0 and
V0/β−10.

5.6 Discussion

5.6.1 Comparison between auralization and reality

For all attributes and for both environments, there were BRIRs for which the median
values of the ratings were between good and excellent, i.e. at least 7 and more on
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the 9-point scale used. As also discussed in [92], if the reference signal is known,
subjects tend to avoid the highest point of the scale. Therefore, ratings between
good and excellent were considered perceptually close to reality. The results suggest
that it is possible to have dynamic auralizations which are perceived nearly the
same as the original auditory scene, con�rming the results that were obtained with
simulated BRIRs in [92].

5.6.2 Low ratings for VAH BRIRs with V0±15 and V0±30

In both experiments, the ratings for VAH BRIRs calculated with horizontal and
non-horizontal directions (V0±15/β0, V0±30/β0, V0±15/β−10 and V0±30/β−10)
were lower than the ratings for VAH BRIRs with V0/β0 or V0/β−10. This applied
to all source positions. For sources in the horizontal plane (e.g., Source 2 in both
experiments), one could explain this by the higher resulting SDs at horizontal
directions for the case where horizontal and non-horizontal directions were included
(compare the lower row in Figures 5.1a and 5.1b to the lower row in Figures 5.2a
and 5.2b). However, the lower ratings of VAH BRIRs with V0±15 or V0±30
applied also to sources out of the horizontal plane (Source 4 in Experiment 1
or Source 3 in Experiment 2). These ratings cannot be explained by the SDs at
non-horizontal directions, which would predict a better performance of the VAH
BRIRs with V0±15 or V0±30. Instead, the ratings seem to be related to the
resulting Temporal Distortion (TD). The higher TDs are suspected to have led to
the lower ratings of the case with horizontal and non-horizontal directions included
(see the higher resulting TDs in Figure 5.2 compared to those in Figure 5.1).
Apparently, the constrained optimization algorithm sacri�ced the phase accuracy
to serve the large amount of constraints (216 + 1 in case of V0±15 and V0±30)
which were applied to the spectral distortion (magnitude error) and mean WNG.
Errors in the resulting phase (or TD) will then lead to deviations in the ITDs,
which will have impeded the Source Direction ratings. In addition, the ITDs were
only implicitly controlled for in the minimization of the cost function while the
ILDs were explicitly controlled for as a direct consequence of constraints applied to
the spectral distortion. As a result, non-matching ITDs and ILDs might have led
to a spatial split or a di�useness of the auditory event [185] or insu�cient exter-
nalization, which will have impacted the Source Width and Source Distance ratings.

In case of the reverberant environment in Experiment 1, it is also of interest
to consider the modi�ed RL

′

E (Room Level (Early)), which has been shown to
correlate with the perceived Apparent Source Width (ASW) for music [186].
According to this measure, a higher RL

′

E corresponds to a larger perceived ASW.
Figure 5.11 shows the RL

′

E, calculated for the VAH BRIRs of subject 1 and the
HTK and HTS using the method described in [186]. The RL

′

Es in Figure 5.11
were calculated for the frontal sound source in the lecture room and for horizontal
head orientations θh between −90◦ and +90◦. The results show higher RL

′

E of
VAH BRIRs with V0±15/β0,−10 and V0±30/β0,−10 compared to VAH BRIRs
with V0/β0,−10 or HTK and HTS BRIRs, which implies that the virtual sources
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generated with VAH BRIRs with V0±15 or V0±30 were di�cult to be perceived
at a focused position.

In general, the similarity of the results across perceptual attributes indicated that
the synthesis artifacts in VAH BRIRs with V0±15 or V0±30 impacted similarly
the quality of the headphone signals with respect to all of the evaluated perceptual
attributes.
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Fig. 5.11: RL
′
E calculated for VAH BRIRs of subject 1 and the HTK and HTS BRIRs.

RL
′
E was calculated for the frontal source in the lecture room.

5.6.3 The choice of the P discrete source directions depending on the application
case

In both environments investigated in this study, the VAH BRIRs with V0/β0

resulted in median ratings between good and excellent for most of the tested source
positions and perceptual attributes. Although the resulting SDs at non-horizontal
source positions were higher for these VAH BRIRs than with V0±15/β0,−10 or
V0±30/β0,−10, it seemed that the increasing SDs towards higher frequencies for
the BRIRs with V0/β0 were not very crucial. In addition, the low-frequency TDs
were lower with VAH BRIRs with only horizontal directions included. The results
imply that it is advantageous to apply the constraints to horizontal directions only.

It must be noted that the advantage of calculating the spectral weights with
horizontal source directions is valid for speech signals only, because the SDs of
VAH BRIRs with V0 at non-horizontal directions only stay within an acceptable
range in the frequency range important for speech. In case of applications using
signals with a more pronounced high-frequency spectral content, additional audible
artifacts are expected to occur at non-horizontal directions.
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5.6.4 The e�ect of the minimum desired WNGm

In both experiments, for all source positions and perceptual attributes, the VAH
BRIRs with V0/β−10 were rated slightly lower than the VAH BRIRs with V0/β0.
Although the e�ect of microphone self-noise was not evaluated in the same manner
using the synthesized or measured BRIRs as it would be using real recordings, a
possible mismatch between the measured steering vectors (see section 5.3.1) and
the measured impulse responses (see section 5.3.2) was present. Since at least four
months passed between measuring the steering vectors and measuring the impulse
responses in the lecture room and in the anechoic room, it is possible that small
deviations in microphone characteristics or positions occurred during this time
period. With a lower value of parameter β, the susceptibility of the VAH synthesis
to deviations in microphone characteristics increases, which possibly explains the
lower ratings given to VAH BRIRs with V0/β−10 compared to V0/β0. The case
of β=0 dB was perceptually evaluated previously to be a proper choice for the
used microphone array in this study [142] and the results in the present study
con�rmed it. The e�ect of the parameter β could also be observed for the VAH
BRIRs including non-horizontal directions (V0±15/β0,−10 and V0±30/β0,−10),
although the lower ratings for these VAH BRIRs were dominated by other factors,
as discussed in section 5.6.2.

5.6.5 The positive e�ect of reverberation

The inclusion of reverberation in the binaural signals, when congruent with the
reverberation of the real room (see section 5.6.6), can contribute to a better
externalization even for the case that non-individual HRTFs of arti�cial heads are
used [92, 187, 188] and help smooth out the deviations to individual HRTFs [94].
The generally higher ratings for VAH BRIRs in Experiment 1 compared to
Experiment 2 implied that the synthesis errors of the VAH BRIRs were less audible
in the reverberant environment.

The increase of apparent source width in the reverberant environment of Experi-
ment 1 seems to have been particularly in favor of the ratings for Source 3. This
source was located at the azimuthal position 248◦, which did not match any of
the azimuthal directions considered, regarding the 5◦ azimuthal resolution of the
measured HRTFs and steering vectors. The synthesis at directions other than the
ones included in the calculation of the spectral weights can be subject to audible
artifacts. Although with the relatively close distance of Source 3 to the listener
the direct part of the RIR had more energy than the reverberant part, the small
ratio of the reverberation included in the measured RIR for Source 3 was enough
to cover up the potential audible artifacts. Such artifacts would probably have
been audible in the anechoic environment if sources at positions not matching the
considered directions had been evaluated in Experiment 2.
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The presence of reverberation and re�ections were also helpful against the
non-individual cues of KEMAR arti�cial head or the rigid sphere. However, the
comparably high ratings given to HTK and HTS BRIRs in the anechoic environ-
ment suggested that also other factors promoted the high ratings for non-individual
BRIRs, which are discussed in section 5.6.6.

5.6.6 The positive e�ect of head tracking, the compatibility of the auralized and
listening rooms, and the presence of visual cues

The similarly high ratings given to HTK and HTS BRIRs and VAH BRIR with
V0/β0 in Experiment 2 are not in accordance with the results of Rasumow et al. [15],
where individual binaural presentations generated with the VAH (the same micro-
phone array as used in the present study) in the anechoic environment outperformed
the presentations generated with a conventional arti�cial head. The major di�er-
ences between the study in [15] and the study here were the stimulus and the
presentation method. Rasumow et al. evaluated the VAH and arti�cial head signals
with noise bursts in a static scenario, i.e. without head tracking. Broadband test
signals appeal a di�erent challenge on the spectral accuracy compared to speech
signals. Furthermore, although the advantages of using individual HRTFs are
known in a static signal presentation without head tracking (lack of externalization
or localization ambiguities [7,98]), it has been shown that the incorporation of head
tracking can signi�cantly reduce the localization ambiguities such as front-back
reversals [12] and that the e�ect of head-tracking is larger than the e�ect of using
individual HRTFs [98,119].

In addition, other features promoted the quality of the signals generated with
VAH, HTK, and HTS BRIRs in this chapter. For both experiments, the listening
test was performed in the same environment that was also auralized, with all
perceptual cues preserved as they were during the impulse response measurements.
A discrepancy between the auralized room and the listening room can impact the
externalization or the perceived distance of the sound source negatively [89,90].

Another relevant feature was the visual information about the sources and their
positions in the room. The knowledge of the source position can help suppress
front-back reversals and improve the externalization. In addition, the presence of
visual information can draw the acoustically perceived source position to the visual
one [58].

At any time in everyday life, the surrounding environment is being perceived and
evaluated based on the information available from di�erent modalities in accordance
with each other. The present study also o�ered a high consistency between the
acoustical and visual features. Regarding the high perceptual ratings given to non-
individual BRIRs of HTK or HTS, one can question the need for individualizing the
binaural signals, if the head-tracked binaural presentation, applied to less critical
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signals such as speech, can maintain such a consistency, especially for cases where
no external reference is provided.

5.6.7 VAH vs. conventional arti�cial head

As discussed in section 5.6.6, the possibility of applying head-tracking to the
non-individual binaural signals of the conventional arti�cial head can be expected
to improve the perceptual quality. Regarding the fact that the conventional
arti�cial heads do not normally o�er the possibility of dynamic presentation in
their standard applications, the incorporation of head tracking constitutes the
great advantage of the VAH approach against these conventional arti�cial heads.
Although preparing the spectral weights for a large number of head orientations
requires a large number of calculations, these spectral weights are calculated only
once and can then be applied to any recording. The comparable perceptual ratings
given to VAH BRIRs with V0/β0 and HTK or HTS together with the provided
ability of the VAH to allow dynamic auralizations con�rmed that the VAH is the
more promising alternative for head-tracked auralizations of di�erent environments
with a realistic signal such as speech.

5.7 Summary

In this chapter, the Virtual Arti�cial Head (VAH) of Rasumow et al. [15] (planar
microphone array with 24 microphones) was used to synthesize individual Binaural
Room Impulse Responses (BRIRs) in two acoustically di�erent environments
(lecture room and anechoic room). VAH spectral weights were calculated for 185
head orientations (37 horizontal × 5 vertical), individually for each listener, using
di�erent sets of parameters. Individual BRIRs were synthesized by �ltering the
room impulse responses measured with the VAH with the FIR �lters corresponding
to the inverse Fourier transform of the spectral weights.

The results of the perceptual evaluations suggest that realistically (i.e. perceptually
close to the original scenario) sounding head-tracked auralizations of speech can
be realized using the VAH approach. This was shown for two di�erent acoustical
environments and for sources in and out of the horizontal plane. The choice of
the discrete source directions included in the calculation of the spectral weights
is critical for the quality of the synthesis. According to the perceptual results, it
was advantageous to include directions from the horizontal plane only. A total of
72 horizontal directions together with the 5◦ resolution for the horizontal head
orientations was su�cient to achieve good perceptual results with the VAH. The
slightly higher perceptual results for the reverberant environment indicate the
positive e�ect of reverberation in masking the synthesis errors and thus improving
the perceptual quality of the synthesis with the VAH.
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The results also showed that the resulting mean White Noise Gain (WNGm), as
a measure for robustness can as well impact the quality of the binaural signals
generated with the VAH. In general, it is advisable to avoid low resulting WNGm

in order to increase the robustness of the microphone array against e.g. changes in
microphone positions or microphone self-noise.

Non-individual BRIRs measured with a conventional arti�cial head or a simple
rigid sphere can also result in highly realistic auralizations of speech, provided that
head tracking with su�ciently many head orientations is employed. This means
that di�erent head orientations have to be accounted for by repeating the BRIR
measurements. This will only rarely be an option in BRIR measurements and not
be possible in live recordings. It is still interesting to note that individual BRIRs
are not necessarily required for the case that the binaural signals can be presented
dynamically.

The success of the VAH by including only horizontal source directions, as reported
in this chapter, applies to the tested speech signal or signals with comparable
spectral content only. When listening to broadband signals, the inclusion of
non-horizontal source directions is expected to be more critical for preserving the
synthesis accuracy at positions outside the horizontal plane. In addition, when
using other test signals, the appropriateness of the spatial resolution for di�erent
head orientations in this study (5◦) should be veri�ed as well. More accurate
statements with this regard require further perceptual evaluations.

It would also be interesting to investigate the extent to which the e�ect of the head
tracking and visual cues contributed to the results, as will be thoroughly discussed
in the next chapter.



6
LOCALIZATION PERFORMANCE WITH
DYNAMIC BINAURAL SIGNALS GENERATED
WITH TWO VARIANTS OF THE VAH

6.1 Introduction

The aim of binaural technology is to provide the listeners with the same spatial
impression of a sound �eld as they would have experienced if they were present in
the actual sound �eld. To preserve spatial information, binaural signals are often
recorded with arti�cial heads or are pre-processed with Head Related Transfer
Functions (HRTFs), and then presented over headphones.

Previous studies have shown the advantage of using individual over non-individual
HRTFs in reducing localization ambiguities and improving externalization [7,95,98].
However, Oberem et al. [98] showed that when incorporating head tracking during
signal playback, individualization is not very important. Dynamic binaural pre-
sentation, i.e. with head tracking, was shown to greatly enhance the quality with
respect to externalization and reduction of front-back reversals, regardless of using
individual or non-individual HRTFs [12,13]. If su�cient care is taken regarding the
system latency for head tracking, the spatial resolution of head orientations, and

This chapter is based on:
[154] M. Fallahi, M. Hansen, S. Doclo, S. van de Par, D. Püschel, and M. Blau, �Dynamic Binaural
Rendering: The Advantage of Virtual Arti�cial Heads Over Conventional Ones For Localization
With Speech Signals�, Applied Sciences, vol. 11, pp. 6793, 2021.

[155] M. Fallahi, M. Hansen, S. van de Par, S. Doclo, D. Püschel, and M. Blau, �Localization
Performance in the Absence of Visual Cues for Binaural Renderings generated with a Virtual
Arti�cial Head�, Proc. Fortschritte der Akustik - DAGA, Hanover, Germany, pp. 106-109, 2020.

[156] M. Fallahi, M. Hansen, S. van de Par, S. Doclo, D. Püschel, and M. Blau, �Localization
Performance For Binaural Signals Generated with a Virtual Arti�cial Head in the Absence of
Visual Cues�, Proc. e-Forum Acusticum, Lyon, France, pp. 1937-1944, 2020.
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the correct compensation of headphone transfer functions, it is essentially possible
to achieve a similar localization performance with dynamically presented virtual
sources as with real sources [96,189,190].

Compared to conventional arti�cial heads, a VAH not only o�ers the possibility to
adjust to individual HRTFs by using individually optimized spectral weights, but
also to adjust to di�erent head orientations during playback. This can be achieved
by calculating spectral weights for di�erent head orientations, such that the same
recording, captured for a single orientation of the VAH during the recording, can
be presented dynamically during playback, i.e. with head tracking. For a binaural
recording with a conventional arti�cial head on the other hand, the recording can
be presented only for a �xed head orientation of the listener, namely the orientation
of the arti�cial head during the recording.

The evaluations in chapter 5 showed a good performance of the VAH of
Rasumow et al. [15] (planar microphone array with 24 microphones) in dynamic
auralizations with speech signals with respect to di�erent perceptual attributes,
including the perceived source position. Non-individual binaural signals generated
with Binaural Room Impulse Responses (BRIRs) of a conventional arti�cial head
and a rigid sphere were evaluated as well. Dynamic presentation was arti�cially
enabled by BRIRs measured for di�erent head-above-torso orientations of these
arti�cial heads, which is quite unrealistic and di�erent from the typical application
of an arti�cial head in practice. The signals generated with such non-individual
BRIRs showed also a good perceptual performance. Since in experiments in
chapter 5 subjects could see the real sources in the room, the �rst open question
was to which extent the visual information about the sound sources contributed
to the successful performance of the VAH and the non-individual binaural signals,
especially with respect to the perceived source position. The second open question
concerned the possibly positive impact of head tracking on the perceptual results.
This chapter aims at answering both questions.

This chapter consists of two parts. In part I, the performance of localizing virtual
sources is assessed in the absence of visual cues. A localization experiment is
performed with dynamically presented virtual sources generated with two VAHs
(the same planar microphone array with 24 microphones as used in chapter 5 and
a three-dimensional array with 31 microphones) as well as with a conventional
arti�cial head (the same arti�cial head as evaluated in chapter 5). Subjects are
asked to localize the virtual sources, while listening to dynamic headphone signals
in darkness, i.e. without being supplied with any visual information about the
sources. Subjects map the perceived source position on a Graphical User Interface
(GUI). The same localization test is also performed with hidden real sound sources
in order to verify the employed GUI. In part II, the impact of dynamic presentations
on the localization performance with virtual sources generated with the VAHs and
the conventional arti�cial head is assessed by two separate localization experiments,
one with and one without head tracking.
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The chapter continues in section 6.2 with a review of the methods and parameters
used to calculate the individual spectral weights. Sections 6.3 and 6.4 present the
methods, the results, and the discussion of the results for both localization experi-
ments. Finally, some general discussion is o�ered in section 6.5.

VAH1 VAH2

Fig. 6.1: VAHs used in this chapter. VAH1: planar microphone array with 24 microphones
(20 cm×20 cm) [15]. VAH2: three-dimensional microphone array with 31 micro-
phones (11 cm (Width)× 11 cm (Length)× 6 cm (Height))1.

6.2 Microphone arrays and constraint parameters

For assessing the localization performance in this chapter, two di�erent micro-
phone arrays, referred to as VAH1 and VAH2, as shown in Figure 6.1 were
used. VAH1 was the planar microphone array with 24 microphones, developed by
Rasumow et al. [15], which was also used in dynamic auralizations in chapter 5
(also shown in Figure 1.4). VAH2 was a three-dimensional microphone array, 11 cm
(Width)× 11 cm (Length)× 6 cm (Height), consisting of 31 microphones (TDK
InvenSense ICS-40730). In both VAHs, the microphones were spatially distributed
such that the inter-microphone distances were as di�erent as possible in all possible
directions. This was achieved by placing the microphones based on the Golomb
ruler [144]. Individual spectral weights were calculated for both microphone arrays
with measured steering vectors as described in Appendix A and by imposing
constraints on Spectral Distortion (SD) and mean White Noise Gain (WNGm), as
described in chapter 3. The SD constraint parameters LUp and LLow were chosen
as 0.5 dB and −1.5 dB, respectively, as in chapter 5. The minimum desired WNGm

was chosen as β=0 dB. Although this chosen value for β was evaluated only for
VAH1 in [142] as well as in chapter 5, the same value was also used for VAH 2. Two
sets of directions were considered in the optimization: P=72 directions, equally
spaced in the horizontal plane (i.e. 5◦ resolution), and P=3×72=216 directions, i.e.
the 72 directions from the horizontal plane as well as the same 72 azimuths at two
elevations ±15◦. A summary of the constraint parameter P and the VAHs used
in this chapter is given in Table 6.1. For both VAHs in this chapter, individual

1 Photos taken by Dr. rer. nat. Ralph Nolte-Holube.
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Fig. 6.2: The resulting SD and TD at elevations 0◦, 15◦ and 22.5◦ and the resulting WNGm.
The spectral weights were calculated with (a): P=72 horizontal directions and
(b): P=3×72=216 directions from elevations −15◦, 0◦ and +15◦, both with
β=0 dB and using the steering vectors measured with VAH2 (microphone ar-
ray with 31 microphones shown in Figure 6.1). Results are shown for the left ear
of subject 1 in chapter 5.

spectral weights labeled V11, V13, V21 and V23 (see Table 6.1) were each
calculated for 37×5=185 head orientations, corresponding to 37 azimuth angles θh
of −90◦ to +90◦ in 5◦ steps and 5 elevation angles φh of −15◦ to +15◦ in 7.5◦

steps (c.f. section 4.2). The chosen spatial resolutions for head orientations were
assumed to be su�cient for speech signals, motivated by �ndings in chapter 5.

As already discussed in chapter 5, the directions included in the calculation of the
spectral weights in�uence the synthesis performance at these and other directions.
On the one hand, the spectral distortion is typically lower at the directions included
in the calculation of the spectral weights than at other directions. On the other
hand, the more directions are included, the more di�cult it becomes to satisfy the
increased number of SD constraints and the WNGm constraint. It was shown in
chapter 5 that this leads to a deterioration of the phase accuracy, referred to as
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Temporal Distortion (TD). For VAH1, exemplary resulting SD, TD and WNGm

when synthesizing HRTFs at elevations 0◦, 15◦ and 22.5◦ with VAH1 with P=72
horizontal directions (V11) and P=216 directions, i.e. the 72 directions from the
horizontal plane as well as the same 72 azimuths at two elevations ±15◦ (V13) are
shown in Figures 5.1a and 5.2a in chapter 5. For VAH2, exemplary resulting SD,
TD and WNGm when synthesizing HRTFs at elevations 0◦, 15◦ and 22.5◦ with
P=72 horizontal directions (V21) and P=216 directions (the 72 directions from
the horizontal plane as well as the same 72 azimuths at two elevations ±15◦) (V23)
are shown in Figures 6.2a and 6.2b, respectively.

For the parameter sets considered in this chapter, this means that V11 and V21 pro-
vide a more accurate synthesis (smaller SD and TD) at horizontal directions and
a less accurate synthesis (higher SD and TD) at non-horizontal directions, because
the non-horizontal directions were not included in the calculation of the spectral
weights. In contrast, when including both horizontal as well as non-horizontal di-
rections in V13 and V23, the overall accuracy is distributed over a large number of
directions. As a result, the spectral synthesis accuracy improves at non-horizontal
directions compared to V11 and V21, while it degrades at horizontal directions.
However, the large number of directions in V13 and V23 leads to higher TDs at
all directions compared to V11 and V21. The localization performance is therefore
expected to be less accurate with V13 and V23 compared to V11 and V21, at least
with respect to azimuth accuracy and externalization. In perceptual evaluations in
chapter 5, for sound sources in and outside the horizontal plane, speech signals syn-
thesized with spectral weights including only 72 horizontal directions perceptually
outperformed the signals synthesized with spectral weights including 216 directions
from horizontal and non-horizontal directions.

Table 6.1: Overview of parameter P and the VAHs used to calculate the spectral weights.

Label Constraint parameter P and the used VAH

V11 VAH1 - P=72 (Elevation: 0◦)

V13 VAH1 - P=3×72=216 (Elevations: −15◦, 0◦, 15◦)
V21 VAH2 - P=72 (Elevation: 0◦)

V23 VAH2 - P=3×72=216 (Elevations: −15◦, 0◦, 15◦)

6.3 Part I: Localization of real and virtual sources in the absence of
visual cues

The localization study in part I consisted of two listening tests. The �rst listening
test, referred to as TestVR, was performed to assess the localization performance
when listening to individual binaural signals generated with both VAHs as well as
with non-individual binaural signals of a conventional arti�cial head, for which the
BRIRs were measured for di�erent head orientations. During TestVR, the virtual
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sound source was presented at di�erent target source positions dynamically, i.e.
with head tracking, over headphones. Subjects sat in a darkened room with very
limited visual information about the surroundings and were asked to indicate the
perceived source position using a Graphical User Interface (GUI). In a second
listening test, referred to as TestReal, subjects listened to signals played back
in the same darkened room from real (hidden) sound sources and were asked to
indicate the perceived source position using the same GUI as in TestVR. Both
listening tests, as well as the measurements which were done to prepare the binaural
signals with the VAHs (Room Impulse Response (RIR) measurements with both
VAHs as well as the BRIR measurements for the conventional arti�cial head), were
performed in the anechoic room (3.1m×3.4m×2m, cuto� frequency=200 Hz) at the
Jade University of Applied Sciences in Oldenburg. For each test, a di�erent set of
15 target positions, as shown in Figure 6.3a and Figure 6.3b was considered. The
azimuthal target positions were chosen randomly at multiples of 5◦ between 0◦

and 355◦. Six di�erent elevations (0◦, ±10◦, ±20◦ and +25◦) were assigned to the
15 target positions such that a balance between the number of positive, negative
and zero elevations in front and in back could be maintained. Target positions
were distributed non-uniformly across both listening tests to prevent subjects
from guessing the presentation grid. Individual Head Related Impulse Responses
(HRIRs) and steering vectors for both VAHs, as well as individual Headphone
Impulse Responses (HPIRs) for Sennheiser HD800 headphones were measured with
the measurement setup and methods described in Appendix A. All procedures
were approved by the ethics committee of the Carl von Ossietzky University of
Oldenburg.
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Fig. 6.3: Target positions when localizing with (a): real sources in TestReal, (b): virtual
sources in TestVR, and (c): virtual sources in TestDyamic and TestStatic. Num-
bers outside and inside the circle indicate the azimuth and the elevation of the
target sources, respectively.

6.3.1 Experiment design

6.3.1.1 Target source positions in the room

A loudspeaker arc of 1.2 m radius, hanging vertically from a turntable installed in
the ceiling of the anechoic room was used to represent the target source positions
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in TestReal as well as to prepare the virtual sources in TestVR, as described later
in section 6.3.1.3 (RIR measurements with both VAHs as well as the BRIR mea-
surements for the conventional arti�cial head). The center of the loudspeaker arc at
1.24 m height was de�ned as the listener position. Six loudspeakers (SPEEDLINK
XILU SL-8900-GY) were mounted in the arc at elevations 0◦, ±10◦, ±20◦ and +25◦.
The loudspeaker arc could be rotated by the turntable to any azimuth. Signals were
played back through loudspeakers over an ADI-8DS RME audio interface. Loud-
speakers were individually equalized (in amplitude and phase) using 256-tap FIR
�lters, calculated as the regularized inverse [191] of transfer functions measured
with a calibration microphone (GRAS 40AF), using a regularization parameter of
βinversion=0.3 times the square value of the average of the impulse responses mea-
sured with the calibration microphone.

6.3.1.2 Localization of real sound sources (TestReal)

During TestReal, subjects sat with their interaural center at the listener position in
the anechoic room. In order to eliminate any visual information about the source
positions, subjects sat inside an acoustically transparent tent (see Figures 6.4a and
6.4b) and the room was darkened. The only source of light was a tablet monitor,
installed in front of the subjects and used by them to conduct the experiment
and to give their responses. The loudspeaker arc was rotated to one of the 15
azimuthal target positions shown in Figure 6.3a. The test signal was played back
from the loudspeaker channel corresponding to the target elevation. Subjects were
encouraged to rotate their heads when listening to the signals within an allowable
range of ±90◦ in horizontal and ±15◦ in vertical directions and not to exceed this
range even if they perceived the sound source behind them. Each of the 15 target
source positions was presented once and the presentation order was randomized.
Five target positions were chosen randomly to be presented at the beginning for
familiarization. Responses given to these �ve target positions were discarded from
the evaluations. No feedback was given to the subjects during the familiarization
as well as during the listening test.

6.3.1.3 Localization of virtual sources (TestVR)

To generate the binaural signals for TestVR, both VAHs were positioned at the
listener position in the anechoic room. The same loudspeaker arc in combination
with the turntable as used in section 6.3.1.2 was used to measure the RIRs
between the microphones of VAH1 and VAH2 and each of the target positions
shown in Figure 6.3b. In order to keep the acoustical conditions comparable to
TestReal, the VAHs were placed inside the acoustically transparent tent during
the measurement of RIRs (see Figure 6.4c). These RIRs were �ltered with the FIR
�lters corresponding to the individually calculated left and right spectral weights
(for each of the 37×5=185 head orientations and with the parameters listed in
Table 6.1) and added up over the N channels into the left and right BRIRs (see
also section 4.3). This resulted in four sets of individually synthesized VAH BRIRs,
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Fig. 6.4: (a): Acoustically transparent tent and the loudspeaker arc in the anechoic room.
(b): Experiment setup during TestReal and TestVR (During TestReal, the loud-
speaker arc was used to represent the target sources. During TestVR, virtual
target sources were presented over headphones). (c): Setup for room impulse re-
sponse measurements with the VAHs or BRIR measurements for the KEMAR
arti�cial head inside the acoustically transparent tent.

synthesized with V11, V13, V21 and V23, each for 185 head orientations.

In addition, for each of the target source positions shown in Figure 6.3b, BRIRs
were acquired with the two ears of a KEMAR arti�cial head (KEMAR type
45BB, GRAS Sound & Vibration A/S, Holte, Denmark) placed at the listener
position inside the acoustically transparent tent. In order to enable a dynamic
presentation with these BRIRs and similar to chapter 5, for each of the 15 target
source positions shown in Figure 6.3b, the BRIR measurement was repeated for
37 head-above-torso orientations of the KEMAR arti�cial (−90◦ to +90◦ in 5◦

steps), resulting in 37×15=555 measurements. It should be mentioned again that
for signals recorded with conventional arti�cial heads, dynamic presentation of
the recordings is not possible in practice. The additional e�ort to measure BRIRs
for di�erent head-above-torso orientations of the KEMAR arti�cial head was only
accepted in the present study because otherwise, signals generated with KEMAR
BRIRs would clearly lose out against signals generated with the VAH BRIRs
during the localization experiments. The BRIRs measured for 37 head-above-torso
orientations of the KEMAR arti�cial head are referred to as HTK (Head-Tracked
KEMAR).

It should be noted that although the anechoic room can be considered as a free-�eld
environment, the synthesized or measured binaural impulse responses were denoted
as BRIRs rather than HRIRs to re�ect the in�uence of measurement equipment in
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the room.

During TestVR, subjects sat with their interaural center at the listener position
inside the acoustically transparent tent and the room was darkened. Subjects wore
the headphones (the same as used to measure the individual HPIRs) with a custom-
made head tracker mounted on top (see Figure 4.2. The push button was not used for
the localization experiments in this chapter). The real-time head-tracked binaural
playback was generated with the methods described in section 4.4. Audio signals
were presented over an RME Fireface UC sound card and a Lake People Phone-Amp
G103 headphone ampli�er. Subjects were instructed to reset the head tracker before
listening to the virtual source by keeping their head oriented to the frontal direction,
indicated with a mark on the top of the tablet monitor in front of them, and press the
�Reset� button on the GUI. Subjects were encouraged to make use of the possibility
to rotate their heads within an allowable range of ±90◦ in horizontal and ±15◦ in
vertical directions. Each of the 15 target source positions was presented �ve times, i.e.
once with each of the �ve BRIRs (V11, V13, V21, V23, and HTK), which resulted
in 75 virtual sources, presented in a randomized order. Five of these 75 virtual
sources were chosen randomly to be presented at the beginning for familiarization.
Responses given to these �ve target positions were discarded from the evaluations.
No feedback was given to the subjects during the familiarization as well as during
the listening test.

6.3.1.4 Response method

The localization task in this chapter consisted of providing information about the
perceived azimuth, elevation and distance of the real or virtual sources. The GUI
shown in Figure 6.5 was used to collect the responses. This GUI was presented on
the tablet monitor positioned in front of the subject. For collecting the azimuth
responses, the GUI showed the head as seen from above, with a circle around it.
To enter the perceived source azimuth, subjects could click on any point on this
circle. For collecting the elevation responses, the GUI showed an equivalent depic-
tion of the head as seen from the side. The frontal direction of azimuth=0◦ and
elevation=0◦, corresponding to the frontal head orientation, was marked with a col-
ored point on the GUI. To give the perceived source distance, subjects were supplied
with a real reference sound source (the same loudspeaker type as mounted in the
loudspeaker arc), which was positioned at a �xed position in front of the subject
outside the acoustically transparent tent. By clicking the �Play� and �Reference�
buttons, subjects could switch between the (real or virtual) target source and the
reference source, respectively. In TestVR, subjects were asked to take o� the head-
phones while listening to the reference source. Subjects had to judge the perceived
distance either with respect to their own body or compared to the reference source
using an ordinal scale from 0 to 4, corresponding to perception (0) in the head,
(1) outside but near the head, (2) outside the head and closer than the reference,
(3) outside the head and at the reference distance, or (4) outside the head and
at a further distance than the reference. This scale was inspired by similar scales
commonly used in studies investigating externalization of virtual sources [14, 83].
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The reference source was �rst positioned at the same distance as the target sources
and the target and reference sources were adjusted to have the same level (55 dB
SPL) at the listener position. For both tests (TestReal and TestVR), the reference
source was then displaced back by 50 cm in order not to interrupt the target source
presentation during TestReal using the rotating loudspeaker arc (see Figure 6.4b).
Subjects had no information about the exact position of the reference source and
were instructed not to consider this source as a reference for azimuth and elevation,
but only for the perceived distance. The �Reset� button was used during TestVR to
reset the head tracker. For TestReal, this button was omitted from the GUI.

Fig. 6.5: GUI for collecting the responses on source azimuth, elevation and distance. By
clicking the �Reference� button, subjects could switch to the signal coming from
the reference source in the room, to give the perceived source distance between
0 (inside the head) and 4 (outside the head and at a further distance than the
reference). The �Reset� button was active only during TestVR and was used to
reset the head tracker.

6.3.1.5 Subjects and test signal

A total of 14 (self-reported) normal-hearing subjects took part in TestReal and
TestVR. For all of them, individual HRTFs and HPIRs were measured, and the
VAH BRIRs V11, V13, V21, and V23, each for 185 head orientations, were prepared
as described in section 6.3.1.3. Seven subjects started with TestReal whereas the
other seven subjects started with TestVR. For each subject, there was at least a
pause of one day between the two tests.
The test signal was a dry recorded speech utterance of 15 s duration, spoken by a
female speaker (the same signal as used in chapter 5). This utterance was repeated
to a total length of about three minutes to provide the subjects with enough time
to give their responses. For TestReal, the test signal was played back from real
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sound sources. For TestVR, the test signal was convolved with di�erent BRIRs and
presented dynamically over headphones.

6.3.2 Results

Figure 6.6 shows response vs. target azimuths and elevations in TestReal (Real
Source) and TestVR (V11, V13, V21, V23, HTK). Each circle represents an
individual response of a subject. If a pair of target and response azimuths were at
the two di�erence sides of the interaural axis, a front-back reversal was suspected.
Responses classi�ed as front-back reversals are indicated with a × in the upper row
of Figure 6.6, where target and response pairs within ±7.5◦ o� the interaural axis
were not checked for reversals. For one subject, some target and response azimuths
were swapped in the front-back as well as in the left-right directions. These cases,
indicated with a ♦ in Figure 6.6, were suspected to be caused either by wearing
the headphones inversely (left and right ears switched) or not resetting the tracker,
and were therefore classi�ed as invalid and discarded from further analysis.
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Fig. 6.6: Top: Response azimuth (ordinate) vs. target azimuth (abscissa), Bottom: Re-
sponse elevation (ordinate) vs. target elevation (abscissa), when listening to real
sources in TestReal (Real Source) as well as to virtual sources in TestVR (gener-
ated with V11, V13, V21, V23 and HTK). The circles represent the responses of
each of the 14 subjects. Responses marked with a ♦ indicate invalid localizations.
Responses classi�ed as front-back reversals are marked with a × in the top row.
Dashed lines represent possible subject responses in case of a perfect front-back
confusion.

Azimuth: The azimuth error was calculated as the absolute di�erence between
target and response azimuths. Front-back reversals were excluded from the error
calculation. Figure 6.7a shows the azimuth error averaged over 14 subjects and
15 target positions, for di�erent conditions of listening to real and virtual sources.
With real sources in TestReal, the average absolute error was 8◦. In TestVR, a
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comparable average azimuth error as with real sources was achieved with V11
(8.3◦), while larger average azimuth errors occurred with HTK (9.9◦) and with
V21 (10.1◦), followed by V23 (11.7◦) and V13 (13.3◦). VAH syntheses including
horizontal and non-horizontal directions in the calculation of the spectral weights
(V13 and V23) led to larger average azimuth errors compared to real sources and
VAH syntheses including only horizontal directions (V11 and V21). According
to the Shapiro-Wilk test of normality, the azimuth error could be assumed to
be normally distributed. Accordingly, a one-way repeated-measures ANOVA was
performed, which revealed a signi�cant di�erence in the azimuth error when
localizing real or di�erent virtual sources (F(5,65)=10.1, p<0.001). The post-hoc
multiple comparisons with Bonferroni correction (p<0.05) indicated signi�cantly
higher average azimuth errors for V13 compared to V11 and real sources.
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Fig. 6.7: (a): Azimuth error, averaged over 14 subjects and all target sources, when local-
izing real sources in TestReal (Real Source) and virtual sources in TestVR (gen-
erated with V11, V13, V21, V23 and HTK). Horizontal bars indicate signi�cant
di�erences (post-hoc multiple comparisons with Bonferroni correction, p<0.05).
(b): Azimuth error, averaged over 14 subjects for target sources grouped into
front and back. All error bars indicate 95% con�dence intervals.

In Figure 6.7b, the average azimuth error over 14 subjects is shown separately
for target positions grouped into front and back. Remember that virtual sources
in TestVR were rendered for horizontal head orientations restricted to the frontal
range (−90◦ ≤ θh ≤ +90◦) and in TestReal, subjects were asked not to move their
heads beyond this range. With the exception of V23, azimuth errors were lower for
sources in front than in back. For target sources in the frontal hemisphere, subjects
could rotate their heads towards the target source to a region, where the interaural
di�erences and the minimum audible angle were the smallest. When facing the
sound source directly, subjects could give a more accurate azimuth response than
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target sources in the back.

Elevation: The elevation error was calculated as the absolute di�erence between
target and response elevations, separately for negative (<0◦, N), zero (=0◦, Z)
and positive (>0◦, P) target elevations. The lower part of Figure 6.8 shows the
elevation error averaged over 14 subjects for di�erent conditions of listening to real
and virtual sources. According to the Shapiro-Wilk test of normality, the calculated
elevation errors could not be assumed to be normally distributed. Therefore, the
Friedman test was applied, separately to each of the negative, zero and positive
target elevations. According to the Friedman test, there were signi�cant di�erences
in the average elevation error when localizing real or di�erent virtual sources for
negative (p<10−4) and zero (p=0.01) target elevations. The multiple comparisons
after Friedman test (function friedmanmc in the statistical software R [178])
revealed signi�cantly di�erent average elevation errors between Real Source and
V11 as well as between Real Source and V21 (for negative target elevations), and
between Real Source and V23 (for zero target elevations). For positive target
elevations, the di�erence between di�erent conditions (real source or di�erent
virtual sources) was not signi�cant.
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Fig. 6.8: Average elevation error, when localizing real sources in TestReal (Real Source)
and virtual sources in TestVR (generated with V11,V13, V21, V23 and HTK).
Bottom: Absolute error, averaged over 14 subjects for negative (N), zero (Z) and
positive (P) target elevations. Error bars indicate 95% con�dence intervals. Top:
Percentage of response elevations, which were perceived negative (below −5◦),
zero (between −5◦ and +5◦) or positive (above +5◦).

To o�er some information about the sign of the response elevations, the upper
part of Figure 6.8 shows, for each average elevation error split in N, Z and P, the
percentage of response elevations which were positive, zero or negative. To calculate
these percentages, response elevations were classi�ed as positive or negative, if they
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were above +5◦ or below −5◦, respectively, and they were classi�ed as zero, if they
were between −5◦ and +5◦.

With real sources, the sign of response elevations was in good agreement with
the sign of target elevations, i.e. the majority of negative, zero and positive real
target sources were perceived correctly as negative, zero and positive, respectively.
Nevertheless, it should be noted that, as shown in the lower part of Figure 6.6, the
response elevations for TestReal extended from below −50◦ to above +70◦, although
the target elevations varied between −20◦ and +25◦ only. Indeed, subjects tended
to underestimate negative elevations and overestimate positive elevations. This was
presumably caused by response mapping to the GUI, which included an additional
step of translating the perceived elevation into the vertical angle di�erence to the
horizontal plane, which apparently could not be performed correctly by the subjects.

With virtual sources on the other hand, the accordance of the signs between
target and response elevations could be observed only in a weak form for V23
and HTK; for V11, V13 and V21, target elevations were perceived as zero or
positive most of the time, regardless of the sign of the target elevation. With V11
and V21, (i.e. when only horizontal directions were included in the calculation of
the spectral weights), one could expect at least the zero target elevations to be
perceived correctly. However, even with V11 and V21, the zero target elevations
were perceived positive as often as zero. Also with HTK, a large percentage of zero
target elevations were perceived positive.

Externalization rate: The responses given for the source distance were divided
into two groups: �not externalized� (scores 0 and 1) and �externalized� (scores 2,
3, and 4). Figure 6.9 shows the externalization rate, de�ned as the percentage of
responses classi�ed as externalized, over target azimuths.
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Fig. 6.9: Externalization rate, de�ned as the percentage of responses classi�ed as external-
ized, when localizing real sources in TestReal (Real Source) and virtual sources
in TestVR (V11, V13, V21, V23 and HTK).
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As the polar diagrams in Figure 6.9 show, real sources were almost always
externalized, which is an expected result. Only one subject perceived the real target
sources at 70◦, 120◦, 205◦ and 335◦ azimuth outside but near the head, i.e. not
enough externalized, which could be due to the extraordinary listening situation
(darkened room and missing visual information). Externalization rates for virtual
sources generated with V11, V21 and HTK were comparable to externalization
rates for real sources, whereas for virtual sources generated with V13 and V23,
externalization rates were markedly lower. Figure 6.10 shows the externalization
rates averaged over target positions. According to the Shapiro-Wilk test of
normality, the average externalization rates could not be assumed to be normally
distributed. Therefore, the Friedman test was applied, which revealed signi�cant
di�erences in the average externalization rates when listening to real sources or
di�erent virtual sources (p<10−4). According to the multiple comparisons after
Friedman test, virtual sources generated with V13 and V23 were signi�cantly less
externalized than other sources. There were no signi�cant di�erences between
externalization rates of virtual sources generated with V11, V21, HTK and the real
source.
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Fig. 6.10: Externalization rate averaged over target positions, when listening to real sources
in TestReal (Real Source) and to virtual sources in TestVR (generated with V11,
V13, V21, V23 and HTK). Horizontal bars indicate signi�cant di�erences (multi-
ple comparison after Friedman test, p<0.05). Error bars indicate 95% con�dence
intervals

Reversal rates: Table 6.2 shows the reversal rates, de�ned as the percentage of re-
sponses classi�ed as front-back reversals, for di�erent conditions of listening to real
and virtual sources. With real sources, this rate was equal to 1.4%. With virtual
sources generated with V11, V21 and HTK, reversal rates were smaller or compa-
rable to real sources (between 0.47% and 1.4%), while reversal rates were slightly
higher with V23 (1.9%) and much higher with V13 (4.2%). Reversals are known
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to occur very often when listening to virtual sources which are presented statically,
i.e. without head tracking [96, 192]. However, when dynamically presenting signals
as in TestVR, head movements lead to changes in the interaural di�erences, which
provide important cues to distinguish between sources in front and back. Especially,
the low-frequency ITDs provide important dynamic cues when listening to speech
signals [9, 193].

Table 6.2: Reversal rate when localizing real sources in TestReal (Real Source) and virtual
sources in TestVR (generated with V11, V13, V21, V23 and HTK).

Presented source (real or virtual) Real Source V11 V13 V21 V23 HTK

Reversal rate 1.4% 1.4% 4.2% 0.47% 1.9% 0.95%

6.3.3 Discussion

According to the results, average azimuth errors and externalization rates were
similar with real sources and with virtual sources generated with V11 and V21. In
chapter 5 as well as in [92], where a good perceptual performance of the VAH could
be observed, not only could subjects see the sound source, but also the experiment
task was di�erent. In chapter 5 and in [92], a subjective rating was given for the
match between the position of real and virtual sources rather than giving direct
judgements about the perceived azimuth and elevation. Nevertheless, the results
in this chapter showed that also in the absence of visual cues and for a more chal-
lenging localization task, it is possible to generate virtual sources with a VAH with
comparable externalization and azimuth localization performance as real sound
sources. In line with the results in chapter 5, VAH BRIRs synthesized with spectral
weights with only horizontal directions included (V11 and V21) performed better
than the syntheses with horizontal and non-horizontal directions included (V13
and V23). As already discussed in section 6.2, the inclusion of horizontal and non-
horizontal directions introduced increased spectral and temporal distortions, which
impacted the localization performance negatively. In addition, according to [83],
both spectral as well as binaural cues should be preserved in the binaural synthesis
in order to externalize the headphone signals. The degradation in binaural cues, due
to temporal and spectral distortions, led to the lack of externalization with V13 and
V23. In addition, the deteriorated low-frequency ITDs could also explain the higher
reversal rates with V13 and V23, despite a dynamic presentation with head tracking.

According to the results, azimuth accuracy, externalization and reversal rates
were very convincing for virtual sources generated with BRIRs of the KEMAR
arti�cial head (HTK), despite the non-individuality of these BRIRs. Listening
to non-individual recordings can degrade the externalization in static scenarios
without head tracking [7, 98], whereas it has been shown in previous studies that
when head movements are enabled, externalization is improved when listening to
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non-individual binaural signals [98, 119]. Similarly, front-back reversals have been
observed to occur more frequently with non-individual binaural signals, however in
static scenarios [7, 95, 98]. In contrast, it has been shown that with dynamic signal
presentations, reversal rates can be reduced, regardless of listening to individual
or non-individual binaural signals [12, 98]. The fact that the non-individual
signals of HTK could be presented dynamically was advantageous in improving
externalization and reducing the reversals. In general, the results con�rm the
results in chapter 5 as well as the results in [92], indicating that for speech signals
and with head tracking, individual binaural signals do not constitute a major
advantage over non-individual signals of a conventional arti�cial head. However,
the e�ort to acquire the non-individual BRIRs of the arti�cial head for di�erent
head orientations should not be neglected.

Elevation perception with virtual sources was in general not very convincing in
comparison to real sources. When listening to virtual sources, subjects seemed
to have had di�culty to deal with the task of vertical localization. This will be
discussed more thoroughly in section 6.5.

6.4 Part II: The impact of head tracking on the localization perfor-
mance

Although in the �rst part head tracking was included, in the second part we wanted
to explicitly assess the impact of head tracking by comparing the localization
performance of virtual sources with two listening tests, either with head tracking
(referred to as TestDynamic) or without head tracking (referred to as Test-
Static). The same VAHs as in part I (shown in Figure 6.1) were used to synthesize
individual BRIRs with spectral weights calculated with the parameters listed in
Table 6.1. The same 14 subjects, who participated in TestReal and TestVR in
part I, took part in the new listening tests. Therefore, the individually calculated
spectral weights for 185 head orientations of all subjects were already available.
Since the BRIRs synthesized with V13 in part I performed worse than other VAH
BRIRs with respect to azimuth accuracy and externalization rates, V13 was not
considered in the experiments in part II.

For both listening tests, individually synthesized BRIRs with V11, V21 and V23,
each for 185 head orientations, as well as KEMAR BRIRs acquired for 37 horizon-
tal head orientations, were considered. Measurements were performed inside the
acoustically transparent tent in the anechoic room, in the same way as for TestVR
described in section 6.3.1.3, however, for another set of 15 target source positions
(see Figure 6.3c). The BRIRs were the same in TestDynamic and TestStatic; the
di�erence between both tests concerned solely the presentation method, i.e. with or
without head tracking. In TestDynamic, the virtual sources were presented accord-
ing to the listener's head movements using the BRIRs corresponding to di�erent
head orientations, whereas in TestStatic, the virtual sources were presented only
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using the BRIRs corresponding to the frontal head orientation, regardless of head
movements. In order to distinguish between the BRIRs in both tests, for TestStatic,
BRIRs were assigned with the subscript {}s (V11s, V21s, V23s, HTKs).

6.4.1 Experiment design

6.4.1.1 Response method: GUI

The localization task in TestDynamic and TestStatic consisted of reporting the
perceived azimuth, elevation and distance of the virtual sources. The GUI used in
Part I, shown in Figure 6.5, was used with a few modi�cations. Since the listen-
ing tests were designed to have only virtual presentations, no reference signal was
provided for the perceived source distance. Therefore, the button �Reference� was
omitted from the GUI. Subjects had to judge the perceived distance solely with
respect to their own body as a reference, using an ordinal scale ranging from 0 to 3,
corresponding to (0) in the head, (1) outside but near the head, (2) outside the head
and within reach, or (3) outside the head and further away. The frontal direction of
azimuth=0◦ and elevation=0◦, corresponding to the frontal head orientation, was
marked in front of the subjects in the room. In TestDynamic, subjects were asked to
orient their head towards this point in the room and click the �Reset� button on the
GUI to reset the head tracker before listening to the virtual sources. In TestStatic,
the �Reset� button was omitted from the GUI.

6.4.1.2 Experiment setup, subjects and test signal

Both listening tests, TestDynamic and TestStatic, were performed in the con-
trol room of the recording studio at the Jade University of Applied Sciences
(4.7m×5.1m×3m, average reverberation time: 0.35s). The choice of di�erent
recording and listening environments was in line with practical applications, since
in general it is not always straightforward to listen to binaural signals in the same
environment as where they were captured, e.g., signals recorded in a moving vehicle
or during a concert. During TestDynamic and TestStatic, the room was normally
illuminated and subjects could see the room and the objects in it (desk, mixing
console, loudspeakers, etc.). Subjects were informed that there was no association
between the virtual target sources and any objects in the room. Subjects were in
addition informed that the signals had been captured in an anechoic environment,
and that they should imagine themselves in an anechoic room to judge the distance
of the presented sources. The GUI was presented to the subjects via a laptop,
connected to the audio interface and headphone ampli�er. In each test, each of the
15 target positions was presented four times, i.e. once with each of the four BRIRs
(V11, V21, V23 and HTK in TestDynamic and V11s, V21s, V23s and HTKs in
TestStatic). This resulted in a total of 60 virtual sources for each test, presented
in a randomized order. Prior to each test, �ve of these 60 virtual sources were
chosen randomly to be presented for familiarization and were discarded from the
evaluations. No feedback was given to the subjects during the familiarization as
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well as during the listening test.

The same 14 subjects, who participated in TestReal and TestVR, took part. Seven
subjects started with TestDynamic whereas the other seven subjects started with
TestStatic. For each subject, there was a pause of at least one day between both
tests. During TestDynamic, subjects were encouraged to move their heads within
the allowable range of ±90◦ in horizontal and ±15◦ in vertical directions. During
TestStatic, subjects were made aware that head tracking was switched o�. The test
signal was the same speech signal spoken by a female speaker as in TestReal and
TestVR in part I.
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Fig. 6.11: Top: Response azimuth (ordinate) vs. target azimuth (abscissa), Bottom: Re-
sponse elevation (ordinate) vs. target elevation (abscissa) when listening to vir-
tual sources generated with V11, V21, V23 and HTK in TestDynamic. Responses
marked with a × indicate front-back reversals and the response marked with a
♦ indicates an invalid localization. Dashed lines represent possible subject re-
sponses in case of a perfect front-back confusion.

6.4.2 Results

Figures 6.11 and 6.12 show response vs. target azimuths and elevations of 14
subjects in TestDynamic and Teststatic, respectively. Responses marked with a ×
indicate front-back reversals and the response marked with a ♦ for HTK indicates
an invalid localization (for the same subject as in part I) and was excluded from
further analysis.

Azimuth: Figure 6.13a shows the azimuth error averaged over 14 subjects and
15 target source positions for di�erent BRIRs in TestDynamic and TestStatic.
Front-back reversals were excluded from the error calculation. According to
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Fig. 6.12: Top: Response azimuth (ordinate) vs. target azimuth (abscissa), Bottom: Re-
sponse elevation (ordinate) vs. target elevation (abscissa) when listening to vir-
tual sources generated with V11s, V21s, V23s and HTKs in TestStatic. Responses
marked with a × indicate front-back reversals. Dashed lines represent possible
subject responses in case of a perfect front-back confusion.

the Shapiro-Wilk test of normality, the azimuth error could be assumed to be
normally distributed. Therefore, a paired t-test was applied, which revealed that
for all BRIRs, the average azimuth error was signi�cantly higher in TestStatic
compared to TestDynamic (t-values shown in Figure 6.13a). In Figure 6.13b, the
average azimuth error is shown over 14 subjects separately for target positions
grouped into front and back. For target sources both in front and in back,
the average azimuth error was higher in TestStatic compared to TestDynamic.
Although in TestDynamic head movements were limited only to orientations
within the frontal hemisphere, head movements in this limited range were ad-
vantageous for localization accuracy of virtual sources both in front and in back.
Since front-back reversals were excluded from the azimuth error calculation,
the results indicate that also for cases where no front-back reversals occurred,
the azimuth error was smaller with head movements than without head movements.

A signi�cant e�ect of BRIRs on the average azimuth error was observed only
in TestStatic (F(3,39)=9.5, p<0.001), with signi�cantly higher azimuth errors
for V23s compared to V11s, V21s and HTKs (p<0.05, Bonferroni correction). In
TestDynamic, there were no signi�cant di�erences between average azimuth errors
of VAH or HTK BRIRs. While the syntheses with V23 and V23s were both subject
to large spectral and temporal distortions due to the inclusion of horizontal and
non-horizontal directions in the calculation of the spectral weights, these distortions
seem to be less critical in TestDynamic compared to TestStatic.
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Fig. 6.13: (a): Azimuth error, averaged over 14 subjects and all target sources when local-
izing virtual sources generated with V11, V21, V23 and HTK in TestDynamic
and with V11s, V21s, V23s and HTKs in TestStatic. Horizontal bars indicate
signi�cant di�erences (according to paired t-test). (b): Azimuth error in Test-
Dynamic and TestStatic, averaged over 14 subjects for target sources grouped
into front and back. All error bars indicate 95% con�dence intervals.

Elevation: The lower part of Figure 6.14 shows the elevation error averaged
over 14 subjects in both tests, separately for negative, zero and positive target
elevations. The upper part of Figure 6.14 shows the percentage of response
elevations, which were positive, zero or negative, calculated in a similar way as
in section 6.3.2. According to the Shapiro-Wilk test of normality, the average
elevation errors could not be assumed to be normally distributed. Therefore,
the Wilcoxon signed-rank test was applied separately to the negative, zero and
positive target elevations, which revealed no signi�cant di�erences in the average
elevation error in TestDynamic compared to TestStatic for any groups of positive,
zero and negative target elevations and for any of the BRIRs. This means that
there was apparently no e�ect of head movements on the vertical localization
accuracy. The accordance of the signs between target and response elevations
could be observed, though in a weak form, only for HTK and HTKs and for V23
and V23s. To compare the average elevation error within TestDynamic and Test-
Static, the Friedman test was applied, which revealed no signi�cant e�ect of BRIRs.

Externalization rate: Responses given for the source distance were divided into
two groups: �not externalized� (scores 0 and 1) and �externalized� (scores 2 and 3).
Figure 6.15 shows the externalization rate over the target azimuths.

The polar diagrams in Figure 6.15 show that externalization rates were in general
lower in TestStatic than in TestDynamic. Externalization rates in TestStatic were
considerably lower for sources close to the median plane than for lateral sources,
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Fig. 6.14: Average elevation error, when localizing virtual sources generated with V11,
V21, V23 and HTK in TestDynamic and with V11s, V21s, V23s and HTKs in
TestStatic. Bottom: Absolute error, averaged over 14 subjects for negative (N),
zero (Z) and positive (P) target elevations. Error bars indicate 95% con�dence
intervals. Top: The percentage of response elevations, which were perceived
negative (below −5◦), zero (between −5◦ and +5◦) or positive (above +5◦).

which is a known phenomenon also reported in previous studies [13,87]. Figure 6.16
shows the externalization rates averaged over the target positions. According to
the Shapiro-Wilk test of normality, the average externalization rates could not
be assumed to be normally distributed. Therefore, the Wilcoxon signed-rank test
was applied, which revealed that for all BRIRs, average externalization rates were
higher in TestDynamic than in TestStatic (p-values shown in Figure 6.16). The
results con�rm the positive impact of head tracking on the externalization of
virtual sources presented over headphones [13, 14, 98]. To compare the average
externalization rates within TestDynamic and TestStatic, the Friedman test was
applied. In TestStatic, there was no signi�cant e�ect of the BRIRs. In TestDy-
namic, there was a signi�cant e�ect of the BRIRs (p=0.001), with a signi�cant
di�erence between the externalization rates of VAH BRIRs V11 and V23 (multiple
comparisons after Friedman test, p<0.05).

Reversal rates: Table 6.3 shows the reversal rates in both tests. When localizing
virtual sources generated with V11s, V21s, V23s and HTKs in TestStatic, reversal
rates were considerably larger compared to localizing virtual sources generated with
V11, V21, V23 and HTK in TestDynamic. This result clearly con�rmed the positive
impact of head movements on the reduction of front-back reversals [12,98,194].
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Fig. 6.15: Externalization rate shown over target azimuths, when localizing virtual sources
generated with V11, V21, V23 and HTK in TestDynamic (left) and with V11s,
V21s, V23s and HTKs in TestStatic (right).

Table 6.3: Reversal rate when localizing virtual sources generated with V11, V21, V23 and
HTK in TestDynamic and with V11s, V21s, V23s and HTKs in TestStatic.

Presented virtual source V11 V21 V23 HTK V11s V21s V23s HTKs

Reversal rate 0.47% 1.90% 1.42% 0.47% 15.24% 23.33% 30% 20%

6.4.3 Discussion

In line with previous studies [12�14, 98, 194], the dynamic presentation in Test-
Dynamic improved the localization performance of virtual sources with respect
to azimuth, externalization and the reduction of front-back reversals compared
to TestStatic. Horizontal head movements limited to the frontal hemisphere were
advantageous also for the localization accuracy of virtual sources located in the
back. Dynamic presentation was also advantageous for VAH BRIRs with relatively
large synthesis errors; while in TestStatic the average azimuth error with V23s
was signi�cantly higher than with other BRIRs, in TestDynamic (and similarly
in TestVR in Part I) the di�erence between V23 and other VAH BRIRs was not
signi�cant.

No e�ect of head movements on the vertical localization accuracy could be observed.
Some previous studies reported the positive impact of horizontal head movements
on vertical localization. Such an advantage, however, was only found for sources
limited to the median plane or the left lateral plane [9,11] or only for low-frequency
noise signals [10]. In the current study, target sources were distributed all around
the listener and a more broadband signal (speech) was used. Therefore, the results
were more in line with localization studies using speech signals [12] or a wider range
of source positions [194], which also reported no speci�c e�ect of head movements



106 localization performance with two variants of the vah

p=0.007 p=0.01 p=0.019 p=0.011

V11
V11 s V21

V21 s V23
V23 s

HTK
HTK s

BRIRs

50

100

 E
xt

er
n

al
iz

at
io

n
 R

at
e 

(%
)

Fig. 6.16: Externalization rate, averaged over target positions, when listening to virtual
sources generated with V11, V21, V23 and HTK in TestDynamic and with V11s,
V21s, V23s and HTKs in TestStatic. Horizontal bars indicate signi�cant di�er-
ences (according to the Wilcoxon signed-rank test). Error bars indicate 95%
con�dence intervals.

on the elevation error. The unconvincing performance in vertical localization in
TestDynamic and TestStatic was similar to TestVR in part I and suggested that
independent of the presentation method, subjects had di�culty to deal with the
task of vertical localization.

Apart from generally poor elevation results, the localization performance of virtual
sources generated with the non-individual BRIRs (HTK or HTKs) was comparable
to the localization performance of virtual sources generated with the individually
synthesized VAH BRIRs (V11 and V21 or V11s and V21s). Analyzing the results of
TestDynamic and TestStatic separately, the individually synthesized VAH BRIRs
o�ered no special advantage over the non-individual KEMAR BRIRs. It should
however be kept in mind that the dynamic presentation of KEMAR BRIRs was
arti�cially enabled in this study. In standard applications of conventional arti�cial
heads, dynamic presentation of binaural recordings is not possible; in contrast, a
VAH straightforwardly allows to dynamically present recordings. Therefore, from
a practical point of view, one should compare the localization performance of
VAH BRIRs in TestDynamic with KEMAR BRIRs in TestStatic. Not only the
reversal rate was higher for HTKs in TestStatic (20%) compared to VAH BRIRs
in TestDynamic (below 2%), but also the average azimuth error for HTKs was
signi�cantly higher than for V11 (t(13)=3.21, p=0.006) and V21 (t(13)=2.94,
p=0.014). Furthermore, according to the Wilcoxon signed-rank test, the average
externalization rate for HTKs was signi�cantly lower compared to V11 (p=0.002)
and V21 (p=0.034). This analysis indicated that besides individualization, an
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important advantage of the VAH approach over conventional arti�cial heads is the
dynamic presentation of recorded signals; a feature shown in this study to largely
improve the localization performance of virtual sources.

6.5 Discussions concerning part I and part II

This section provides some general discussion which applies to both parts of the
study.

It has been shown in [195] that the response method used for localization experi-
ments can impact the accuracy of the results. In this chapter, using the same GUI
for both listening tests was a suitable method to verify the used response method,
which provided a means to identify di�erences between real and virtual sources or
between di�erent presentation methods of virtual sources.

In both tests in which head tracking was applied, i.e. TestVR and TestDynamic,
the average azimuth and elevation errors and the reversal rates were in general in
a comparable range. However, average externalization rates dropped consistently
for all BRIRs in TestDynamic compared to TestVR, with mean values changing
from 96.6% to 84.7% (V11), from 89% to 80.9% (V21), from 74.3% to 67.1%
(V23) and from 95.7% to 78.5% (HTK). In both tests, the sound source was
classi�ed as not externalized, if it was perceived in the head or outside but near
the head, independent of the reference source which was absent in TestDynamic.
The di�erence in the externalization rates of both tests was therefore suspected
to be due to the presentation rooms. For both tests, BRIRs were acquired in the
anechoic room, however, the presentation rooms were di�erent (anechoic room in
TestVR vs. control room in TestDynamic). The reduction of externalization rates
in TestDynamic was suspected to be due to the acoustical incongruency between
recording and presentation rooms, which is known to reduce the externalization of
virtual sources [89,90].

With respect to the correct perception of the target elevation sign, the performance
for virtual sources was poorer than for real sources. On average, virtual target
sources both in and outside the horizontal plane were often perceived higher than
they were. The tendency to perceive virtual sources with a positive bias was re-
ported in some previous studies, however using non-individual HRTFs [97,196,197].
The missing individual features in BRIRs could not have been the only reason for
the elevation bias in the present study, since otherwise this phenomenon should
not have occurred for horizontal virtual sources generated with the VAHs including
only horizontal directions in the calculation of the spectral weights (V11 and V21),
because the monaural spectral and temporal features of individual horizontal
BRIRs could be preserved well with these syntheses.
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However, the elevation bias observed in the present study was an average tendency
and did not apply to all subjects. One subject for instance perceived over 60% of all
virtual target elevations negative, whereas two other subjects mostly gave elevation
responses zero, independent of target elevation or the BRIR. The pattern of eleva-
tion perception was not consistent among all subjects. The clear trend is that the
vertical localization was more di�cult with virtual than with real sources. One can
argue that when listening to speech signals, the main elevation cues related to the
pinna re�ections (above about 5 kHz [24, 72]) cannot be presented well. However,
the vertical localization performed quite convincingly with the same speech signal
when listening to real sources. It is not clear whether the poor vertical localization
with virtual sources was solely related to the synthesis inaccuracy of VAH BRIRs
and the non-individuality of KEMAR BRIRs, or whether also factors related to the
rendering process played a role. The localization experiment should be repeated
with individually measured BRIRs in order to provide more details with this respect.

Despite the generally non-convincing elevation perception with the VAH BRIRs,
the target elevation sign could be better perceived with VAH2 with horizontal
and non-horizontal directions included (V23 in TestVR) compared to other VAH
BRIRs. This was however not the case for VAH1 with horizontal and non-horizontal
directions included (V13 in TestVR). The three-dimensional topology of VAH2
was suspected to have contributed to the better elevation perception compared
to VAH1. It seemed that the sound incidence from di�erent elevations could be
better recognized with microphones having di�erent positions along the z-axis
than with microphones distributed at the same height. The additional seven
microphones of VAH2 compared to VAH1 could also have been advantageous.
Further investigations with VAH1 and VAH2 or other array topologies are required
to con�rm this statement.

An important point to be mentioned is that the results achieved in both parts of the
study in this chapter were obtained using speech signals. In general, the synthesis
accuracy of the VAHs decreases towards higher frequencies (see section 5.2.2 for
VAH1 and section 6.2 for VAH2). In addition, in case of measured BRIRs of a
conventional arti�cial head, the non-individuality gets more prominent at higher
frequencies. In applications with signals with a more pronounced high-frequency
spectral content, the localization performance with synthesized VAH BRIRs or
non-individual BRIRs of a conventional arti�cial head could be di�erent from the
current study.

6.6 Summary

In this chapter, the localization performance when dynamically presenting virtual
sources generated with a Virtual Arti�cial Head (VAH) was evaluated, where both
the di�erence with real sources and the impact of head tracking were investigated.
Two di�erent VAHs were used to capture the room impulse responses for di�erent
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three-dimensional source positions in an anechoic room. Spectral weights calculated
for 185 head orientations of individual listeners were applied to the measured
room impulse responses to result in individually synthesized BRIRs, which were
convolved with the test signal (speech) and presented over headphones.

In comparison to the localization performance of real sound sources, similar
localization accuracies could be achieved with the VAHs in azimuth, externaliza-
tion and number of front-back reversals. The vertical localization performance
of virtual sources generated with the VAHs was not as convincing as the verti-
cal localization performance of real sources. The localization experiments with
and without head tracking con�rmed the importance of dynamic presentation for
the localization accuracy when listening to virtual sources generated with the VAHs.

In both parts of the study in this chapter, signals generated with non-individual
BRIRs measured for a conventional arti�cial head were also evaluated, for which
the dynamic presentation was arti�cially enabled by laborious measurement
of BRIRs for di�erent head orientations. When dynamically presented, similar
localization performances could be achieved with the non-individual BRIRs of the
arti�cial head as with individually synthesized VAH BRIRs. However, in practical
applications, binaural recordings with conventional arti�cial heads cannot be
presented dynamically. Hence, it can be concluded that the possibility of presenting
binaural signals recorded with a VAH dynamically is the major advantage of
virtual over the conventional arti�cial heads.





7
SUMMARY, CONCLUSION AND FURTHER
RESEARCH

This chapter provides a summary of the main contributions of the thesis and dis-
cusses possible directions for further research.

7.1 Summary and conclusion

The main objective of this thesis was to improve and further investigate the Virtual
Arti�cial Head (VAH) approach as developed by Rasumow et al. [15�17]. A VAH
is a microphone array which employs �lter-and-sum beamforming to synthesize
individual HRTF directivity patterns. This is done by applying complex-valued
spectral weights to the microphone signals and adding them. In comparison to
conventional arti�cial heads, the VAH approach not only o�ers the possibility
to adjust to individual HRTFs by using individually calculated spectral weights,
but also to adjust to di�erent head orientations during playback. For binaural
recordings with conventional arti�cial heads on the other hand, the recording
can be presented only for a �xed head orientation of the listener. The general
concept is based on calculating individual spectral weights by minimizing a
least-squares cost function subject to a constraint on the mean White Noise Gain
(WNG), which is applied to increase the robustness and to limit ampli�cation
of microphones self-noise. The least-squares cost function is de�ned as the sum
over calibration directions of the squared absolute deviations between the desired
and synthesized HRTF directivity patterns and is minimized independently for
each frequency bin. The desired directivity pattern to be synthesized is de�ned
for speci�c discrete directions. Although the synthesized directivity pattern of a
VAH implicitly interpolates between these directions, the spatial resolution, i.e.
the resolution of directions for which the synthesis can be considered acceptable
depends on these discrete directions. Considering a larger number of directions
for the calculation of the spectral weights improves the spatial resolution only if
the number of microphones is increased as well. This thesis aimed at improving
the horizontal spatial resolution of a VAH without increasing the number of
microphones. In addition, the impact of array topology on the VAH performance
was investigated. Moreover, the VAH approach was evaluated in acoustical
scenarios which were not considered before, namely for dynamic auralizations by
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including head tracking during listening, considering horizontal and non-horizontal
directions and assessing the performance in anechoic and reverberant environments.

In chapter 3 we proposed to improve the spatial resolution of the VAH by
including more directions in the calculation of the spectral weights and imposing
additional constraints on the monaural spectral error at these directions. The
monaural spectral error, referred to as Spectral Distortion (SD) in this thesis, was
de�ned as the spectral di�erence in dB between the desired and the synthesized
HRTFs. As upper and lower boundaries for the SD, we used 0.5 dB and −1.5 dB,
respectively, in order to keep the deviation between the Interaural Level Di�erences
(ILDs) of the synthesized and desired HRTFs below 2 dB for all considered discrete
directions. With the proposed additional SD constraints and for a simulated planar
microphone array with 24 microphones, it was shown that the SD could be kept
between the chosen upper and lower boundaries for 72 horizontal directions (i.e. 5◦

resolution) up to around 5 kHz at contralateral directions and higher than 5 kHz
at ipsilateral directions. This frequency range was higher than the range for which
an acceptable synthesis could be achieved without applying the SD constraints.
In addition, synthesized HRTFs applying the SD constraints outperformed the
synthesized HRTFs without applying SD constraints in perceptual evaluations with
respect to coloration, localization and overall quality. The method proposed in
chapter 3 was used to calculate individual spectral weights for dynamic auraliza-
tions in chapter 5 and chapter 6.

As a next step, the impact of array topology on the VAH performance using
the proposed optimization method was investigated. In general, smaller inter-
microphone distances help satisfy the SD constraints for an extended frequency
range by shifting the spatial aliasing e�ects to higher frequencies. However, with
smaller inter-microphone distances the minimization of the cost function becomes
more ill-conditioned, especially at low frequencies. This may make satisfying the
mean WNG constraint more di�cult. When aiming at higher robustness by setting
the minimum desired mean WNG to a higher value, the results showed that the
phase accuracy, referred to as Temporal Distortion (TD) in this thesis, increased
drastically for arrays with small inter-microphone distances. In order to maintain
a good synthesis accuracy at higher frequencies and a good phase accuracy at
lower frequencies, it was suggested to use a combination of dense and sparse
inter-microphone distances. Objective results based on simulations con�rmed that
such an array topology enabled to preserve the synthesis accuracy at high and
low frequencies while at the same time achieving an appropriate robustness. In
addition, perceptual evaluations indicated that the binaural signals generated
using the proposed mixed array topology resulted in the best perceptual ratings
compared to the other tested microphone arrays, which resulted in either more
high-frequency SD or more low-frequency TD.

The next chapters of the thesis dealt with the evaluation of dynamic auralizations
using the VAH approach. Spectral weights for di�erent head orientations of
the listener were calculated by virtually rotating the VAH prior to calculating
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the spectral weights. In chapter 4, the overall methods applied for dynamic
auralizations including the head tracker device and the employed algorithms for the
real-time head-tracked signal playback were presented. In this thesis, we considered
37×5=185 head orientations in the frontal hemisphere corresponding to 37 azimuth
angles of −90◦ to +90◦ in 5◦ steps and 5 elevation angles of −15◦ to +15◦ in 7.5◦

steps. Individual BRIRs for these 185 head orientations were synthesized with two
VAHs, namely a planar array with 24 microphones and a three-dimensional array
with 31 microphones.

In chapter 5, the VAH consisting of 24 microphones with a planar array topology
as developed by Rasumow et al. [15] was used to auralize a reverberant and
an anechoic room, with sound sources both in and outside the horizontal plane.
Whereas the upper and lower boundaries for the SD were the same as in chapter 3,
two di�erent values for the minimum desired mean WNG were investigated. In
addition, the directions included in the calculation of the spectral weights varied,
either including 72 horizontal directions as in chapter 3 or 3×72=216 directions
from horizontal as well as two non-horizontal planes. Dynamic auralizations with
the synthesized BRIRs were evaluated in comparison to real (visible) sound source
presentations. Perceptual evaluations with speech signals indicated close-to-reality
auralizations with the VAH in both environments. Despite the fact that the virtual
sources could be both inside and outside the horizontal plane in the auralizations,
using spectral weights including 72 directions from the horizontal plane resulted in
better perceptual results than including horizontal and non-horizontal directions.
This could be mainly explained by the increased TDs in the synthesis including
horizontal and non-horizontal directions, which were more important than the
reduced SDs at non-horizontal directions. In addition, by decreasing the minimum
desired mean WNG, perceptual ratings degraded, indicating that it is advisable to
avoid low resulting mean WNG values. Moreover, comparing the perceptual eval-
uations in reverberant and anechoic environments showed that the VAH synthesis
error was less audible in the presence of reverberation. Interestingly, non-individual
dynamic auralizations realized with a conventional arti�cial head and a simple
rigid sphere with two microphones led to a realistic impression of the sources in
the auralized environments as well. Dynamic auralization was arti�cially enabled
by BRIRs measured for di�erent head-above-torso orientations of the conventional
arti�cial head and the rigid sphere, which was quite unrealistic and di�erent
from the typical applications of an arti�cial head. The results indicated that if
dynamic auralizations are enabled, they do not need to be individualized to be
perceptually convincing. The 5◦ × 7.5◦ resolution for head orientations was evalu-
ated as su�cient for speech signals and was therefore used in the next chapter again.

In chapter 6, the VAH approach was evaluated in localization experiments for
dynamic auralizations in an anechoic environment. The two main motivations for
this study were to investigate whether the successful performance of the VAH
assessed in auralizations in chapter 5 was enhanced by the presence of visual cues
during the evaluations and whether head tracking had a possibly positive impact
on the perceptual results. Two VAHs, namely the planar array with 24 microphones
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of Rasumow et al. [15] and a three-dimensional array with 31 microphones, were
used to auralize a virtual source at di�erent positions. In the �rst part of the study,
localization performance when listening to virtual sources generated with the VAHs
was compared to localization performance when listening to real sound sources in
the same anechoic environment. The localization experiments in the �rst part of
the study in chapter 6 took place in a darkened room, where no visual information
was o�ered to the subjects. Localization experiments with 14 subjects indicated
that even in the absence of visual cues, virtual sources generated with the VAHs
were localized with a similar accuracy with respect to azimuth, externalization
and the occurrence of front-back reversals as real sources. In line with the results
of chapter 5, including only horizontal directions in the calculation of the spectral
weights led to a better localization performance compared to including horizontal
and non-horizontal directions in the calculation of the spectral weights. In the
second part of the study, the localization performance when listening to virtual
sources was assessed in two separate listening tests, one with and one without head
tracking. The results con�rmed the importance of dynamic auralizations for the
localization accuracy of virtual sources with respect to azimuth, externalization and
the occurrence of front-back reversals. This applied to virtual sources generated
both with the BRIRs synthesized with the VAHs as well as with BRIRs measured
with a conventional arti�cial head, for which BRIRs had to be measured repeatedly
for di�erent head orientations.

The studies in chapters 5 and 6 focused on auralizations with synthesized or
measured BRIRs. It should be noted again that spectral weights for di�erent head
orientations can be applied to any signal recorded with a VAH. A �ne grid of head
orientations requires steering vectors measured at a high number of directions
and the calculation of the spectral weights for many di�erent head orientations,
which is associated with a high number of calculations. However, these spectral
weights are calculated only once and can then be applied to any recording. In
contrast, in practical applications of conventional arti�cial heads outside the
laboratory, it is almost impossible to present the recordings dynamically. Although
individualization is an important capability of the VAH approach, the studies in
chapters 5 and 6 showed that the possibility of presenting the recorded signals
dynamically is the main advantage of the VAH approach over conventional arti�cial
heads.

Without increasing the number of microphones, it is hardly possible to achieve
a good synthesis accuracy at a �ne grid of both horizontal and non-horizontal
directions. The results in chapters 5 and 6 indicated that when listening to
speech signals, and especially if visual cues are present, the synthesis error at
non-horizontal directions caused by including only horizontal directions in the
calculation of the spectral weights is imperceptible. In line with the fact that
in many applications the sound sources are in or close to the horizontal plane,
it is practically relevant to focus on achieving synthesis accuracy at horizontal
directions with a high spatial resolution. In conclusion, the thesis showed that for
practical applications using speech signals and with the supportive role of visual
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cues, the VAH consisting of 24 or 31 microphones can be used as a suitable system
for spatial sound reproduction.

7.2 Suggestions for further research

The perceptual evaluation of dynamic auralizations in this thesis was performed
only with speech signals. In general, the dynamic auralization with the VAHs
should be perceptually veri�ed with other signals, especially signals containing
more high-frequency energy. Using such signals, it should be investigated, whether
the 5◦ × 7.5◦ resolution of head orientations should be increased to avoid audible
artifacts during head movements [99]. Furthermore, with signals containing more
high-frequency energy, it should be assessed to what extent the synthesis error
at non-horizontal directions would be audible, in case that they are not included
in the calculation of the spectral weights. If this error is audible, one possible
solution towards a better synthesis accuracy at non-horizontal directions is to
include them in the optimization process, and in parallel consider a modi�cation
of the constraint parameters. Whereas throughout this thesis the boundaries
for spectral distortion were direction-independent, these constraint parameters
could be modi�ed to assign more importance to certain directions and allow more
synthesis error at perceptually less relevant, e.g. contralateral elevated directions
o� the median plane (see Appendix B for preliminary results). Another suggestion
is to further improve the array topology. In this thesis, the impact of array
topology on the VAH performance was studied only for synthesizing horizontal
HRTF directivity patterns. Similar investigations can be performed with simulated
microphone arrays, preferably with three-dimensional topologies, by testing the
impact of array extension also in the third dimension (along the z-axis) and the
distribution of the microphones. Furthermore, it would be interesting to investigate
whether non-horizontal HRTF directivity patterns could be even more smoothed
in the spatial domain than done in this thesis since this would further facilitate
the synthesis with the VAH, when including both horizontal and non-horizontal
HRTFs in the optimization.

An important issue that should be considered is the impact of microphone self-noise.
In real-world applications, the recorded signals with a VAH contain some noise
induced by the microphones. With synthesized BRIRs it could not be assessed to
what extent microphone self-noise is perceived for di�erent resulting mean WNG
values over frequencies. In real recordings with the VAHs, microphone self-noise
ampli�cation can be audible depending on the resulting mean WNG. Particularly
the di�erent levels of self-noise among the microphones (mismatch between the
microphones) could lead to audible changes in the perceived microphone self-noise
depending on the orientation of the head (see e.g. [198]). The extent of such e�ects
and their audibility for di�erent resulting mean WNG should ideally be assessed in
recordings with the VAHs in future investigations.
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In addition, whereas the sound sources in this thesis were all stationary (i.e. at
a �xed position), in further studies the spatial resolution of the VAH synthesis
could be assessed for moving sources as well. The required spatial resolution is
predicted to depend on signal bandwidth, the position of the source and trajectory
and velocity of its movement [199], as well as on head movements [200], and the
recording environment [201].

Another case of investigation concerns the challenging situation of nearby sound
sources. In violation of the far-�eld assumption, the steering vectors and the HRTFs
do not only depend on direction, but also on distance [31, 138, 202]. For near-�eld
HRTFs, pinna cues are observed to vary depending on the distance especially for
the sources near the interaural axis [202], while ILDs increase with decreasing
distance [31]. In this case, distance should also be considered in the calculation of
the spectral weights. Firstly, it should be clari�ed how many and which directions
and distances should be included and how to handle the synthesis accuracy at all
of them. Secondly, in addition to new steering vector measurements, individual
distance- and direction-dependent near-�eld HRTFs should be acquired e.g. by
measurements [203], directional equalization of far-�eld HRTFs [204] or numerical
calculations [205]. Thirdly, the acoustical parallax e�ect (substantial di�erence
between the source angle relative to the head and to the ears) [206] imposes a
challenge to dynamic presentations as well as synthesizing moving sources, which
does not concern only the VAH but applies to other headphone-based approaches
in binaural technology as well. With decreasing distance to the head, however,
the increased shadowing e�ects of the head introduces a low-pass �ltering e�ect
into the HRTFs [31], such that the directivity patterns could probably be further
simpli�ed at contralateral directions and higher frequencies, thus promoting the
VAH synthesis. Despite the challenges involved, studying the VAH approach for
nearby sources would be very worthwhile for small enclosures such as inside a
vehicle.

Finally, it would be interesting to perceptually evaluate the VAH in comparison to
other microphone array-based approaches [104�114]. Whereas separately performed
studies enable only indirect comparisons, evaluating the VAH with other approaches
within one study o�ers new insights, both for limitations and potentials, as well as
new directions to further improve the VAH performance.



A
MEASUREMENT SETUP FOR ACQUIRING
INDIVIDUAL HRIRS AND ARRAY STEERING
VECTORS

The measurement setup for acquiring individual HRIRs and steering vectors con-
sisted of a vertical circular loudspeaker arc of 1.25 m radius, with 24 small active
Speedlink SL-8902-GY Xilu loudspeakers. The loudspeakers were distributed sym-
metrically on the two halves of the vertical arc, covering 12 elevations −30◦, −22.5◦,
−15◦, −7.5◦, 0◦, 7.5◦, 15◦, 22.5◦, 30◦, 45◦, 60◦, and 75◦. The batteries of the small
active loudspeakers were removed and the loudspeakers were powered by a power
supply. The loudspeaker arc hang from a turntable (Outline ET250-3D), installed
in the ceiling, in the middle of an acoustical laboratory (10m×7.75m×3m, rever-
beration time: 0.46s). For measuring individual HRIRs, subjects were seated with
their interaural center positioned in the center of the arc (Figure A.1a). Similarly,
for measuring steering vectors, the center of the Virtual Arti�cial Head (VAH) was
positioned in the center of the arc (Figure A.1b). The loudspeaker arc was rotated
by the turntable around the subject or the VAH in 5◦ steps. At each azimuthal
position of the loudspeaker arc, impulse responses were measured at fs=44100 Hz
sampling frequency using the Multiple Exponential Sweep Method (MESM) [66]
with modi�cation as proposed in [183] over a 32-channel audio interface (Antelope
Orion). The excitation was done with exponential sweeps of 17 s duration between
100 Hz and fs/2 with 0.35 s shift between subsequent excitations. In order to elim-
inate the room re�ections, the �oor and the ceiling were covered with absorbent
foams and the measured impulse responses were truncated to 256 samples using a
50-point half-Hann window [64].

The symmetrical distribution of loudspeakers in the left and right halves of the
loudspeaker arc enabled to measure the impulse responses for the current azimuthal
position and its mirrored position across the interaural axis simultaneously, such
that the complete azimuthal range 0◦ to 360◦ could be covered within only 180◦

rotation of the arc. Thus, the impulse responses for 72 azimuthal (5◦ resolution)
and 12 vertical directions (in total 864 directions) could be captured in less than
40 minutes.
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(a) (b) (c) (d)

Fig. A.1: Measurement setup in the acoustic laboratory: loudspeaker arc hanging from the
turntable installed in the ceiling with (a): subject or (b): virtual arti�cial head,
positioned at the center. (c): Exact positioning of the subject's interaural center
using the laser pointers and the microphone positioning at the blocked ear canal.
(d): Adjustable chair for measuring individual HRIRs1.

During the HRIR measurement, subjects sat on a chair at the center of the loud-
speaker arc. The exact position of the head could be controlled with two laser
pointers attached to the two halves of the loudspeaker arc at 0◦ elevation (Fig-
ure A.1c). The chair was adjustable in the height and could be moved slightly
back- and forward, while the position of the chair in the other degree of freedom
to the left or right was already adjusted to a �xed point (Figure A.1d). To help
the subjects maintain the correct head position during the measurement, a head
rest was used. The HRIRs were measured with two MEMS microphones (Knowles
SPV0840LR5H), each attached to a small holder and then mounted into foam ear
plugs (see also [207]). The ear plugs were placed inside subject's ear canals such that
the microphones were positioned at the entrance of the blocked ears (Figure A.1c).

To equalize the frequency response of the loudspeakers as well as the e�ect of the
measurement system, the two MEMS microphones used for the HRIR measurement
were positioned close together (separated by a few millimeters) at the center of the
loudspeaker arc and the impulse responses were measured for all 24 loudspeakers.
The measured transfer functions were inverted using the regularized inversion
method described in [191] with a regularization parameter of βinversion=0.3 times
the mean square value of the average of the impulse responses measured with
the two MEMS microphones. The Loudspeaker Equalization (LSEQ) �lters were
calculated and saved prior to each HRIR measurement. The exponential sweep
was �ltered with the LSEQ �lters before being emitted to the loudspeakers for
the HRIR measurement. The delay for sound propagation between loudspeaker
and the head was removed such that the obtained impulse responses had minimal
initial delays. Subsequent to HRIR measurements, individual Headphone Impulse
Responses (HPIRs) were measured with the microphones still left in the ear canals.
The method as also described in [15] was applied. The HPIR measurement was

1 Pictures (a), (c) and (d) taken by Armin Budnik [208].
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repeated up to nine times, each after repositioning the headphones. HPIRs resulting
in the smallest dips in the frequency domain between 8 kHz and 12 kHz were
chosen for the calculation of the individual inverse HPIRs using the regularized
inversion method [191] with a regularization parameter of βinversion=10 times
the mean square value of the headphone impulse response. Measured HRIRs and
inverse HPIRs were �nally saved in the SOFA format (Spatially Oriented Format
for Acoustics) [182].

For the measured steering vectors, the calculated LSEQ �lters were applied after
the impulse response measurement, prior to calculating the individual spectral
weights, by using the LSEQs from the measurement of the individual HRIR.
Figure A.2 shows the measured steering vectors with the two VAHs in this thesis
(VAH1 and VAH2, as shown in Figure 6.1), exemplary for three microphones and
for the source at (θ = 90◦, φ = 0◦).
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Fig. A.2: Measured steering vectors (magnitude and phase) with the two VAHs used in
this thesis (VAH1 and VAH2), for the source at azimuth θ = 90◦ and elevation
φ = 0◦ and three exemplary microphones.





B
THE IMPACT OF CONSTRAINT
RELAXATION ON THE VAH PERFORMANCE

The study of constraint relaxation in this Appendix was partly published
in [209,210].

In order to evaluate the impact of constraint relaxation on the performance of a
VAH, four constraint cases were considered as follows:

� Fixed values LUp=0.5 dB, LLow = −1.5 dB and β=0 dB were considered,
referred to as Fixed.

� In the second case, referred to as Relaxed LLow, the lower boundary LLow
for the allowable SD at contralateral directions was relaxed. This was moti-
vated by the fact that the auditory system does not seem to need all spec-
tral information from the contralateral directions. Di�erent previous studies
have discussed and utilized the decreasing importance of the contralateral ear
with increasing lateralization [16,26,211�213]. The contralateral directions θcl
were de�ned as 20◦ o� the mid-line, i.e. 200◦ ≤ θcl ≤340◦ for the left and
20◦ ≤ θcl ≤160◦ for the right ear. At each contralateral direction θcl, LLow
was decreased as a function of the di�erence between the amplitude of the
desired directivity pattern D at that direction and the maximum amplitude
of the desired directivity pattern (|D|max), i.e.

LLow(θcl) = −1.5dB− αR{20 log10(|D|max)− 20 log10(|D(θcl)|)}. (B.1)

The factor αR determined individually for each frequency, how much LLow was
reduced. The optimization started with αR=0 (i.e. LLow = −1.5 dB). If the
WNGm constraint or the SD constraints could not be satis�ed for all direc-
tions, then αR was increased in steps of 0.1 and the constrained optimization
was repeated. An upper limit of 0.6 was chosen for αR to limit the compu-
tation time. The two other constraint parameters remained unchanged, i.e.
LUp = 0.5 dB and β=0 dB.

� In the third constraint case, referred to as Relaxed WNG, the minimum
desired value for WNGm was relaxed. The optimization started with β=0 dB.
If not all constraints could be satis�ed, β was decreased in 1 dB steps until
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all constraints could be satis�ed or until β reached −13 dB as stop crite-
rion. The two other parameters remained unchanged, i.e. LUp = 0.5 dB and
LLow = −1.5 dB.

� In the fourth constraint case, the relaxation of β as described above was com-
bined with a reduction of the number P of the calibration directions to P/2, by
excluding every second directions from the calculation of the spectral weights.
This case was referred to as Relaxed WNG+Res. This last case was obvi-
ously contrary to the objective of increasing the spatial resolution. However,
it was considered to investigate the e�ect of the number of constraints on the
ability to satisfy them.

To evaluate the impact of constraint relaxation on the success of constrained
optimization, a success rate was computed, which was de�ned as the percentage
of the frequencies in the range 170 Hz≤ f ≤16 kHz for which all of the de�ned
constraints could be satis�ed.

The four constraint cases were applied to A-100% (see Figure 3.4) as well as the
two simulated microphone arrays, A-37.5% and A-Rand32, shown in Figure B.1.
A-37.5% was the 37.5% down-scaled copy of A-100%. A-Rand32 was an array of
almost the same extensions of A-100%, with 32 microphones, consisting of 24 outer
microphones and 8 microphones close to the center of the array. To depict the
impact of constraint relaxation, spectral weights were calculated for synthesizing
P=72 horizontal HRTFs with 5◦ resolution of one exemplary subject.
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Fig. B.1: Microphone positions for the two simulated microphone arrays. Left: A-37.5%,
down-scaled version of A-100% shown in Figure 3.4 to 37.5% of the original size.
Right: A-Rand32, array consisting of 32 microphones, with 24 outer microphones
and 8 microphones close to the center of the array.

Figure B.2a shows the resulting SD, TD and WNGm, for the left ear and for the
synthesis with A-100%. Also, the desired minimum value for WNGm (i.e. β) is
shown as a grey curve. Frequencies, for which the resulting WNGm was less than
β, indicate a failure of satisfying the WNGm constraint. This was the case for
frequencies above about 5 kHz for the Fixed and Relaxed LLow cases. The resulting
LLow and the corresponding factor αR for the Relaxed LLow case, as well as the
success rate for the four constraint cases are shown in Figure B.2b and Figure B.2c,
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respectively. While for frequencies up to about 5 kHz, there was no need to reduce
the LLow (αR=0), for frequencies above this range, the reduction of LLow even to
the maximum allowable limit (i.e. αR=0.6) could not help satisfy the constraints.
In other words, neither the resulting SD and WNGm nor the success rate showed
any remarkable improvement for the Relaxed LLow case compared to the Fixed case.
The reduction of β for Relaxed WNG case was helpful in satisfying the constraints
only for frequencies between approx. 5 kHz and 6 kHz. For frequencies above
that, although a maximum relaxation of β down to −13 dB was not necessary to
satisfy the WNGm constraint, it was no help against the positive contralateral SDs.
Compared to the Fixed case, there was only a slight increase in success rate for the
Relaxed WNG case. A prominent increase in success rate compared to the Fixed
case could be observed for the Relaxed WNG+Res. case. At the directions which
were included in the calibration, for most frequencies, the resulting SD could be
kept in the desired range and the WNGm constraint could be satis�ed. At the same
time, the resulting SD was too high at the excluded directions, as can be seen in
the lower row of Figure B.2a. For the three new constraint cases (Relaxed LLow,
Relaxed WNG and Relaxed WNG+Res.), the e�ect of the constraint relaxation
appeared at frequencies above about 2 kHz. As a result, the resulting TD was
almost the same for the di�erent constraint relaxation cases.

Figure B.3 shows the resulting SD, TD and WNGm for the left ear and for
the synthesis with A-37.5%. For this array, the success rate for the Fixed case
was smaller than the Fixed case of A-100% (see Figure B.2c). Although the
small inter-microphone distances of A-37.5% were helpful for satisfying the SD
constraints at higher frequencies, the WNGm constraints could not be satis�ed at
above 2 kHz due to the smaller extension of A-37.5% compared to A-100%. As
expected, satisfying the SD and WNGm constraints at frequencies below 2 kHz
impacted the resulting TD negatively. In contrast to A-100%, for A-37.5% the
Relaxed LLow case led to an increased success rate compared to the Fixed case.
This constraint relaxation was e�ective at frequencies above about 1.5 kHz, where
the relaxation of LLow helped satisfy the SD and WNGm constraints. At the same
time, this improved success rate was subject to increased negative contralateral
SDs down to −15 dB or less. Constraint relaxations as in Relaxed WNG and
Relaxed WNG+Res. led as well to an increased success rate compared to the Fixed
case for A.37.5%. However, this improvement was at the cost of less resulting
WNGm or expanded positive and negative SDs at directions which were excluded
from the constrained optimization, as shown in Figure B.3a for the Relaxed
WNG+Res. case. Since the e�ect of di�erent constraint relaxations appeared at fre-
quencies above 1.5 KHz, the resulting TDs were similar for the four constraint cases.

Figure B.4 shows the results for the synthesis with A-Rand32. For this array, the
constraints could be better satis�ed compared to A-100% and A-37.5%, even for
the Fixed case. This can be explained by the advantageous topology of A-Rand32:
the combination of dense and sparse microphone distances helped satisfying the
SD constraint up to higher frequencies and the WNGm at low and mid-frequency
range. For A-Rand32, constraints could be satis�ed up to about 6 kHz without the
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Fig. B.2: Synthesizing 72 horizontal left-ear HRTFs with A-100%, when applying the four
di�erent constraint cases. (a): Resulting SD, TD, WNGm as well as the desired
value of β. (b): LLow at the contralateral directions (200◦ ≤ θcl ≤ 340◦ for
the left ear) for the Relaxed LLow case and the reduction factor αR as implied in
Eq. (B.1). (c) Success rate, de�ned as the percentage of narrow-band constrained
optimizations at 170 Hz≤ f ≤ 16 kHz, for which all constraints could be satis�ed.

need for relaxing LLow (see Figure B.4b). With the relaxation of LLow, the WNGm

constraint could be satis�ed up to about 7 kHz. At frequencies above this range, the
relaxation of LLow was no help for satisfying the constraints. The relaxation of β as
in the Relaxed WNG case, and especially in combination with a reduced number of
constraints as in Relaxed WNG+Res. case could improve the success rate, however
either at the cost of lower resulting WNGm for the Relaxed WNG case or degraded
SDs at the contralateral directions for the Relaxed WNG+Res. case.

B.1 Perceptual evaluation

The perceptual quality of the synthesis with A-37.5% and A-Rand32 and the four
constraint cases were investigated in a listening test. The simulated microphone
arrays were considered as perfectly robust, i.e. neither microphone self-noise nor
deviations in microphone characteristics and positions were considered. It should
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Fig. B.3: Synthesizing 72 horizontal left-ear HRTFs with A-37.5%, when applying the four
di�erent constraint cases. (a): Resulting SD, TD, WNGm as well as the desired
value of β. (b): LLow at the contralateral directions (200◦ ≤ θcl ≤ 340◦ for
the left ear) for the Relaxed LLow case and the reduction factor αR as implied in
Eq. (B.1). (c) Success rate, de�ned as the percentage of narrow-band constrained
optimizations at 170 Hz≤ f ≤ 16 kHz, for which all constraints could be satis�ed.

be mentioned that besides the improvement of the resulting spectral accuracy, the
relaxation of β can also lead to a loss of robustness. In the evaluations here however,
the robustness was not investigated for di�erent resulting WNGm values. As a
result, the e�ect of the relaxation of the WNGm constraint as well as other con-
straint relaxation cases was only evaluated based on the resulting spectral accuracy.

Individual horizontal HRTFs were measured with 7.5◦ azimuthal resolution, i.e.
for 48 source directions inside an anechoic room, as described in detail in [214].
A total of ten (self-reported) normal hearing subjects (�ve male, �ve female,
aged between 28 to 52 years) took part in the listening test. All subjects had
long-lasting experience with binaural psychoacoustic listening tests. All procedures
were approved by the ethics committee of the Carl von Ossietzky University of
Oldenburg.
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Fig. B.4: Synthesizing 72 horizontal left-ear HRTFs with A-Rand32, when applying the
four di�erent constraint cases. (a): Resulting SD, TD, WNGm as well as the
desired value of β. (b): LLow at the contralateral directions (200◦ ≤ θcl ≤ 340◦ for
the left ear) for the Relaxed LLow case and the reduction factor αR as implied in
Eq. (B.1). (c) Success rate, de�ned as the percentage of narrow-band constrained
optimizations at 170 Hz≤ f ≤ 16 kHz, for which all constraints could be satis�ed.

The measured HRTFs were synthesized with A-37% and A-Rand32 separately,
applying each of the four constraint cases Fixed, Relaxed LLow, Relaxed WNG and
Relaxed WNG+Res. The test signal was �ltered either with the individually mea-
sured original HRTFs or with individually synthesized HRTFs, and subsequently
with the inverse individual headphone transfer functions prior to headphone
presentation. Binaural signals generated with HRTFs measured for the KEMAR
arti�cial head were also presented as a hidden anchor signal. Subjects were asked
to rate the presentations generated with di�erent synthesized HRTFs as well as the
hidden anchor signal, compared to the reference signal (binaural signals generated
with the individually measured HRTFs). This resulted in nine test stimuli and
one reference stimulus. Three perceptual attributes were used for the ratings in
the listening test: Spectral Coloration, Localization and Overall Quality. The test
signal for perceptual attributes Coloration and Localization consisted of short
bursts of pink noise with a spectral content of 300 Hz≤ f ≤ 16 kHz. For evaluating
Spectral Coloration, three pink noise bursts were presented, each lasting 1

3 s with



B.2 results 127

1 ms onset-o�set ramps, followed by 1
6 s silence. The frontal direction θ = 0◦, as

shown in Figure B.5a, as well as two lateral directions θ = 60◦ and 247◦ were
considered as nominal azimuthal positions for the virtual source.

For ratings regarding Localization, the same three nominal positions were
considered. For each nominal position, a sound source moving over a course
of seven subsequent positions in 7.5◦ steps was presented, either from 22.5◦

to −22.5◦ (0◦±22.5◦), or from 37.5◦ to 82.5◦ (60◦±22.5◦), or from 217.5◦

to 262.5◦ (240◦±22.5◦). As an example, the positions of the moving virtual
source at 0◦±22.5◦ are shown in Figure B.5b. One single pink noise burst of 1

6 s
duration followed by 1

6 s silence was presented from each of the seven virtual sources.

For perceptual attribute Overall Quality, the test signal consisted of a piece
of music recorded separately for male voice and two guitars. A virtual musical
scene was created at θ = 0◦ by �ltering each recorded part with the (synthe-
sized, individually measured or KEMAR) HRTFs at the directions shown in
Figure B.5c, i.e. 15◦ and 337.5◦ for the �rst and second guitar, respectively,
and 352.5◦ for the vocal part. The musical scene was also generated for two
other directions by rotating the musical scene shown in Figure B.5c to θ = 60◦

and θ = 240◦. A segment of 30s of the test signal was presented in a continuous loop.

The listening test took place with subjects seated in an empty anechoic room,
wearing the headphones. Similar to perceptual evaluations in chapter 3.6, subjects
gave their evaluation on a 9-point scale between 1 and 5 in 0.5 steps, with the �ve
German labels �schlecht� (bad), �dürftig� (poor), �ordentlich� (fair), �gut� (good)
and �ausgezeichnet� (excellent) and four unlabeled intermediate points using a
Graphical User Interface (GUI). Subjects could listen to di�erent headphone
presentations or reference signals as often as they liked and could sort the test
stimuli according to their current rating by clicking a sort button on the GUI, in
order to ease the comparison.

For each perceptual attribute, each of the three source positions was presented three
times in a randomized order, resulting in nine rounds. The experiment started with
ratings on Spectral Coloration, followed by Localization and Overall Quality. Each
part lasted on average 30 minutes. Subjects were encouraged to take a break between
the parts.

B.2 Results

The mean success rates are shown in Figure B.6. The individual resulting left
and right SD and WNGm of the ten subjects, when applying the four constraint
cases for A-37.5% and A-Rand32 were in general similar to the results shown in
Figures B.3 and B.4 and are therefore not shown here.
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 θ = 0°± 22.5°
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Fig. B.5: Spatial setup for the subjective listening test. (a): Three noise pulses presented
from the source at θ = 0◦ for ratings on Spectral Coloration. (b): Moving virtual
sound source over seven source positions θ = 22.5◦ to θ = −22.5◦ for ratings on
Localization, each source presented with a single noise pulse. (c): Virtual musical
scene at θ = 0◦ for ratings on Overall Quality.
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Fig. B.6: Success rate, averaged over ten subjects when listening to 48 horizontal HRTFs
with A-37.5% and A-Rand32, applying di�erent constraint cases.

Since for each perceptual attribute, the three nominal source positions were
presented three times, the consistency of the ratings given to the three presen-
tations was assessed similar to the method in section 3.6.2, according to which,
Localization ratings of three subjects as well as Overall Quality ratings of one
subject were excluded. All other ratings were averaged over the three repetitions
and the results are shown in Figures B.7 - B.9. For statistical analysis, the Friedman
test was performed, since according to the Shapiro-Wilk test of normality, for
some HRTF sets, the ratings could not be assumed to be normally distributed.
The Friedman test con�rmed for all perceptual attributes and source positions a
signi�cant e�ect of HRTF set (p<10e-4). Signi�cantly di�erent cases were indicated
by multiple comparisons after Friedman test and are indicated with horizontal lines.

Coloration ratings: The Coloration ratings of ten subjects, averaged over three
repetitions are shown in Figure B.7. The median values for the Fixed case were
between fair and good for both arrays. Ratings appeared in general higher for
A-Rand32 than for A-37.5%. For almost all cases, ratings for both arrays were
noticeably higher than ratings for the anchor signal (measured KEMAR HRTFs).
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For the Relaxed LLow case, the excess negative contralateral SD of A-37.5% in the
frequency range between 1 kHz and 8 kHz (compare Figure B.3) led to slightly
lower ratings at the two lateral source positions compared to the Fixed case. For
A-Rand32, applying the Relaxed LLow case did not lead to prominent changes in
the Coloration ratings at the lateral positions in comparison to the Fixed case;
Coloration ratings improved slightly for the frontal source position. The Relaxed
WNG case did not noticeably change the Coloration ratings for A-37.5% compared
to the Fixed case. According to Figure B.6, the Relaxed WNG improved the
chance of satisfying the constraints for A-37.5% compared to the Fixed case. This
improvement was mainly with respect to the WNGm, the e�ect of which was
not evaluated perceptually here. For the Relaxed WNG+Res. case, there was a
pronounced degradation in the Coloration ratings at θ = 247.5◦ for A-Rand32,
with ratings comparable or even worse than the anchor signal. This was not an
unexpected result, since for the Relaxed WNG+Res. case the direction θ = 247.5◦

was excluded during the optimization. For A-37.5%, spectral errors at the excluded
directions began to appear at higher frequencies compared to A-Rand32, especially
at the contralateral directions. Coloration ratings for A-37.5% showed a smaller
deterioration for the Relaxed WNG+Res. case compared to A-Rand32. For all
cases of A-37.5% and A-Rand32, Coloration ratings were signi�cantly higher than
ratings for the anchor signal. The exception was the Relaxed WNG+Res. case of
A-Rand32 at θ = 247.5◦.
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Fig. B.7: Results of perceptual evaluation with respect to Spectral Coloration for ten sub-
jects, averaged over three repetitions, as a function of HRTF set. Cases with
signi�cant di�erences are marked with horizontal bars (p<0.05).

Localization ratings: Over three repetitions averaged perceptual results of
seven subjects are shown in Figure B.8. Again, ratings were generally higher
for A-Rand32 than for A.37.5%, and for both arrays higher than ratings for the
anchor signal. It is interesting that the increasing negative contralateral SD of
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A-37.5% for Relaxed LLow case did not lead to noticeably lower Localization
ratings compared to the Fixed case. The Relaxed LLow case also did not change the
Localization ratings for A-Rand32. An apparent degradation in the Localization
ratings compared to the Fixed case was observed for the Relaxed WNG+Res. at
all source positions for A-Rand32. This is explained by the fact that each second
direction was excluded from the optimization. Localization ratings for A-37.5%
su�ered less from the synthesis with reduced azimuthal resolution.

At all directions, Localization ratings for Relaxed WNG+Res. case of A-Rand32
were signi�cantly lower than ratings for other cases of this array and di�erent
cases of A-37.5%. In contrast, signi�cant di�erences to the anchor signal were not
observed, which con�rms that the Relaxed WNG+Res. of A-Rand32 performed
worse than the anchor signal.
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Fig. B.8: Results of perceptual evaluation with respect to Localization for seven subjects,
averaged over three repetitions, as a function of HRTF set. Cases with signi�cant
di�erences are marked with horizontal bars (p<0.05).

Overall Quality ratings: Ratings on Overall Quality, averaged over the three
repetitions of nine subjects are shown in Figure B.9. Ratings for A-Rand32 were
in general higher than for A-37.5%. Median ratings were between fair and good
for A-37.5% and between good and excellent for A-Rand32. One exception was
the Relaxed WNG+Res. case for A-Rand32, were the ratings showed a clear
degradation compared to the ratings for Fixed, Relaxed LLow and Relaxed WNG
cases, especially for the two lateral directions of the musical scene at θ = 60◦ and
240◦. This was due to the increased error in the synthesis of vocal and second guitar
parts of the stimuli, located at θ = 352.5◦ and 337.5◦, respectively, for the frontal
scene (see Figure B.5c). These two directions and equivalently the directions 52.5◦

and 37.5◦, and the directions 232.5◦ and 217.5◦ for the two other rotated musical
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scenes to 60◦ and 240◦, were excluded from the calibration. On the other hand,
the Relaxed WNG+Res. case did not show any deterioration for A-37.5%. This
was due to the smaller extension of A-37.5% compared to A-Rand32 and the fact
that the increasing SD at the excluded directions appear �rst at higher frequencies,
especially at ipsilateral directions. The increasing negative contralateral SD of
A-37.5% for Relaxed LLow case did not lead to a major deterioration of the
subjective ratings on Overall Quality.

At θ = 0◦, the ratings for both arrays were signi�cantly higher than the ratings
given to the anchor signal. For the two lateral directions at θ = 60◦ and 240◦,
the Fixed, Relaxed LLow and Relaxed WNG cases of A-Rand32 were signi�cantly
better evaluated than the anchor signal, and also partly better than di�erent cases
of A-37.5%.
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Fig. B.9: Results of perceptual evaluation with respect to Overall Quality for nine subjects,
averaged over three repetitions, as a function of HRTF set. Cases with signi�cant
di�erences are marked with horizontal bars (p<0.05).

B.3 Discussion

Relaxing the constraints improved the success of satisfying the constraints for
the two considered arrays. With the exception of the Relaxed WNG+Res. for
A-Rand32, the results showed higher perceptual ratings for the di�erent constraint
cases of both arrays in comparison to the anchor signal (KEMAR HRTFs), with
often signi�cantly higher ratings for A-Rand32. With the exception of the Relaxed
WNG+Res., with A-Rand32 more constraints could be satis�ed and at the same
time better perceptual ratings compared to A-37.5% could be achieved. The results
indicated that with properly chosen constraints, the VAH can be a perceptually
well-suited substitute for the individually measured HRTFs for a high spatial
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resolution grid of horizontal directions.

The lower success rate of A-37.5% compared to A-Rand32 for the Fixed case was
mostly due to the failure to satisfy the WNGm constraint, the e�ect of which was
not considered here. Whereas the Coloration ratings for the Fixed case were similar
for both arrays, the Localization ratings for A-37.5% were lower, which is explained
by the smaller extension of A-37.5% compared to A-Rand32 and the high TDs
caused by satisfying the SD and the more challenging WNGm constraints at lower
frequencies.

An interesting point to discuss is the Relaxed LLow case for A-37.5% at the two
lateral source positions for all three perceptual attributes (θ = 60◦ and 247.5◦ for
Coloration, θ = 60◦±22.5◦ and 240◦±22.5◦ for Localization and θ = 60◦ and 240◦

for Overall Quality). The increased negative contralateral SD at approximately
1 kHz≤ f ≤8 kHz did not lead to signi�cantly lower ratings. This is in accordance
with previous studies, con�rming the limited importance of the contralateral ear at
lateral directions [16,26,213].

The synthesis error with di�erent cases of the applied constraint increased generally
towards higher frequencies. Since noise and noise pulses, as used for the evaluation
of Coloration and Localization, exhibit more high-frequency content than music as
used for the evaluation of Overall Quality, the Overall Quality ratings were, on the
whole, higher than the Coloration and Localization ratings. It may be concluded
that the VAH approach will be suitable for more relevant practical cases using
speech or music than for critical signals such as noise and noise pulses.
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