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Abstract— This paper discusses the design and low-cost implementation
of a robust multi-microphone noise reduction scheme, called the Spatially
Pre-processed Speech Distortion Weighted Multi-channel Wiener Filter
(SP-SDW-MWF). This scheme consists of two parts: a robust fixed spatial
pre-processor and a robust adaptive Multi-channel Wiener Filter (MWF).
Robustness against signal model errors is achieved by incorporating
statistical information about the microphone characteristics into the
design procedure of the spatial pre-processor and by takingspeech
distortion explicitly into account in the optimisation cri terion of the MWF.
Experimental results using a hearing aid show that the proposed scheme
achieves a better noise reduction performance for a given maximum
speech distortion level, compared to the widely studied Generalised Side-
lobe Canceller (GSC) with Quadratic Inequality Constraint (QIC). For
implementing the adaptive SDW-MWF, an efficient stochasticgradient
algorithm in the frequency-domain can be derived, whose computational
complexity and memory usage is comparable to the NLMS-basedScaled
Projection Algorithm for implementing the QIC-GSC.

I. I NTRODUCTION

Noise reduction algorithms in hearing aids and cochlear implants
are crucial for hearing impaired persons in order to improvespeech
intelligibility in background noise. Multi-microphone systems exploit
spatial in addition to spectro-temporal information of thedesired
and the noise signals and are hence preferred to single-microphone
systems. For small-sized microphone arrays such as typically used
in hearing instruments, multi-microphone noise reductionhowever
goes together with an increased sensitivity to errors in theassumed
signal model such as microphone mismatch (gain, phase, position),
reverberation, speech detection errors, etc. [1]–[8].

In [9] a generalised multi-microphone noise reduction scheme,
called the Spatially Pre-processed Speech Distortion Weighted Multi-
channel Wiener Filter (SP-SDW-MWF), has been proposed (cf.
Section II), whose structure strongly resembles the widelyused
Generalised Sidelobe Canceller (GSC) [10]–[17]. It consists of a fixed
spatial pre-processor, generating speech and noise references, and an
adaptive stage, reducing the residual noise in the speech reference.
This generalised scheme encompasses both the GSC and the MWF
[18]–[20] as extreme cases and allows for in-between solutions such
as the Speech Distortion Regularised GSC (SDR-GSC).

Both the fixed spatial pre-processor and the adaptive stage strongly
rely on a-priori assumptions (e.g. about the microphone character-
istics). When these assumptions are not satisfied, both the fixed
and the adaptive stage give rise to undesired speech distortion and
to a reduced noise reduction performance. Hence, for both stages
the robustness against signal model errors needs to be improved.
The robustness of thefixed spatial pre-processorcan be improved
e.g. by limiting the white noise gain [1] or by calibrating the used
microphone array [3]. However, when statistical knowledgeabout the
microphone deviations (gain, phase, position) is available, we propose
to incorporate this knowledge directly into the design procedure [21],

[22] (cf. Section III). The robustness of theadaptive stagecan be
improved e.g. by using a Quadratic Inequality Constraint (QIC) [5]
or coefficient constraints [16] on the adaptive filter. However, these
are quite conservative approaches since the constraint is not related to
the amount of speech leakage actually present in the noise references.
Hence, we propose to take speech distortion explicitly intoaccount in
the design criterion of the adaptive stage, resulting in theSDW-MWF
and the SDR-GSC [9] (cf. Section IV). Experimental results using a
hearing aid show that, compared to the QIC-GSC, the SP-SDW-MWF
achieves a better noise reduction performance for a given maximum
speech distortion level (cf. Section V).

Different implementations exist for updating the adaptivefilter in
the SDW-MWF. In [19], [20] recursive matrix-based implementations
(using GSVD and QRD) have been proposed, while in [23], [24]
cheap stochastic gradient implementations in the time-domain and the
frequency-domain have been developed (cf. Section VI). Thecom-
putational complexity and memory usage of the frequency-domain
algorithm in [24] is comparable to the NLMS-based algorithmfor
implementing the QIC-GSC, while experimental results showthat it
preserves the robustness benefit of the SP-SDW-MWF.

II. GENERAL STRUCTURE AND NOTATIONAL CONVENTIONS

The Spatially Pre-processed Speech Distortion Weighted Multi-
channel Wiener Filter (SP-SDW-MWF) is depicted in Figure 1 and
consists of afixed spatial pre-processor, i.e. a fixed beamformer
A(z) and a blocking matrixB(z), and anadaptive Speech Distortion
Weighted Multi-channel Wiener Filter (SDW-MWF)[9]. Note that this
structure strongly resembles the GSC-structure [10]–[17], where the
standard adaptive filter has been replaced by an adaptive SDW-MWF.

The desired speaker is assumed to be in front of the microphone
array (havingM microphones), and an endfire array is used. The
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fixed beamformer creates a so-called speech referencey0[k] =
x0[k] + v0[k] (with x0[k] andv0[k] respectively the speech and the
noise component ofy0[k]) by steering a beam towards the front,
whereas the blocking matrix createsM−1 so-called noise references
yi[k] = xi[k]+vi[k], i = 1 . . . M−1, by steering zeroes towards the
front. Duringspeech-periodsthese reference signals consist of speech
and noise components, i.e.yi[k] = xi[k] + vi[k], whereas during
noise-only-periodsonly the noise componentsvi[k] are observed. We
assume that the second-order statistics of the noise are sufficiently
stationary such that they can be estimated during noise-only-periods
and used during subsequent speech-periods. This requires the use
of a voice activity detection (VAD) mechanism [25]–[27], which
determines whether speech is present or not.

Let N be the number of input channels to the multi-channel
Wiener filter in Figure 1 (N = M if w0 is present,N = M − 1
otherwise). Let the FIR filterswi[k] have lengthL, and consider the
L-dimensional data vectorsyi[k], theNL-dimensional stacked filter
w[k] and theNL-dimensional stacked data vectory[k], defined as

yi[k] =
ˆ

yi[k] yi[k − 1] . . . yi[k − L + 1]
˜T

, (1)

w[k] =
ˆ

wT
M−N [k] wT

M−N+1[k] . . . wT
M−1[k]

˜T
, (2)

y[k] =
ˆ

yT
M−N [k] yT

M−N+1[k] . . . yT
M−1[k]

˜T
, (3)

with T denoting transpose. The data vectory[k] can be decomposed
into a speech and a noise component, i.e.y[k] = x[k] + v[k], with
x[k] andv[k] defined similarly as in (3). The goal of the filterw[k]
is to estimate the delayed noise componentv0[k − ∆] in the speech
reference (cf. Section IV). As can be seen from Figure 1, the output
signalz[k] is then computed by subtracting the filtered (speech and
noise) reference signals from the delayed speech reference, i.e.

z[k] = y0[k − ∆] − w
T [k]y[k] . (4)

Hence, the speech component of the output signalzx[k] is equal to

zx[k] = x0[k − ∆] − w
T [k]x[k] . (5)

This equation shows thatspeech distortionin the output signal can
originate both from distortion of the speech component in the speech
referencex0[k] and from speech leakage into the noise references
(x[k] 6= 0), e.g. caused by microphone mismatch and reverbera-
tion. Section III describes a procedure for designing robust fixed
beamformers, hence limiting speech distortion in the speech reference
(and to some extent speech leakage into the noise references), while
Section IV describes a procedure for limiting speech distortion caused
by the termwT [k]x[k].

III. ROBUST FIXED SPATIAL PRE-PROCESSOR

This section describes a design procedure for making the fixed
beamformerA(z) and the blocking matrixB(z) more robust against
microphone mismatch (gain, phase, position) [21], [22], hence lim-
iting speech distortion in the speech reference and reducing to some
extent speech leakage into the noise references.

A. Broadband beamforming: configuration

Consider the linear microphone array depicted in Figure 2, with M
microphones,M K-taps FIR filtersfm (with real coefficients) and
dm the distance between themth microphone and the centre of the
microphone array. Assuming far-field conditions1, the spatial direc-
tivity patternH(ω, θ) for a sourceS(ω) with normalised frequency

1Although far-field conditions are usually valid for hearinginstruments
because of the small size of the used microphone array, the proposed methods
can easily be extended to near-field conditions [28], [29].
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Fig. 2. Microphone array configuration (far-field assumption)

ω at an angleθ from the microphone array is defined as

H(ω, θ) = f
T
g(ω, θ) , (6)

with f the MK-dimensional real-valued stacked filter vector,f =
ˆ
fT
0 . . . fT

M−1

˜T
, and the steering vectorg(ω, θ) equal to

g(ω, θ) =

2

6
4

e(ω)A0(ω, θ) e−jωτ0(θ)

...
e(ω)AM−1(ω, θ) e−jωτM−1(θ)

3

7
5 , (7)

with e(ω) =
ˆ

1 e−jω . . . e−j(K−1)ω
˜T

and

Am(ω, θ) = am(ω, θ) e−jψm(ω,θ), m = 0 . . . M − 1 , (8)

representing the frequency- and angle-dependent characteristics (gain,
phase) of themth microphone. The delayτm(θ) is equal to

τm(θ) =
dm cos θ

c
fs , (9)

with c the speed of sound (340m
s

) andfs the sampling frequency.
When a microphone position error occurs and the distance between

themth microphone and the centre of the array isdm + δm, this can
be seen as a frequency- and angle-dependent phase shiftω δm cos θ

c
fs

for themth microphone, which hence can be easily incorporated into
the microphone characteristics in (8) as

Am(ω, θ) = am(ω, θ)
| {z }

gain

e−jψm(ω,θ)

| {z }

phase

e−jω δm cos θ
c

fs

| {z }

position

. (10)

Using (7), (9) and (10), theith element ofg(ω, θ) is equal to

g
i(ω, θ)=e−jω

`
k+ dm cos θ

c
fs

´

am(ω, θ)e−jψm(ω,θ)e−jω δm cos θ
c

fs ,
(11)

with k = mod(i−1,K) andm = ⌊ i−1
K

⌋. The steering vectorg(ω, θ)
can be decomposed into a real and an imaginary part, i.e.g(ω, θ) =
gR(ω, θ) + jgI(ω, θ).

Using (6), the spatial directivity spectrum|H(ω, θ)|2 is equal to

|H(ω, θ)|2 = H(ω, θ)H∗(ω, θ) = f
T
G(ω, θ)f , (12)

with G(ω, θ) = g(ω, θ)gH(ω, θ). Using (11), the(i, j)-th element
of G(ω, θ) is equal to

G
ij(ω, θ) = e−jω

`
(k−l)+

(dm−dn) cos θ
c

fs

´

am(ω, θ) an(ω, θ) ·

e−j
`

ψm(ω,θ)−ψn(ω,θ)
´

e−jω
(δm−δn) cos θ

c
fs , (13)



with l = mod(j − 1, K) and n = ⌊ j−1
K

⌋. The matrix G(ω, θ)
can be decomposed into a real and an imaginary partGR(ω, θ) and
GI(ω, θ). SinceGI(ω, θ) is anti-symmetric,|H(ω, θ)|2 is equal to

|H(ω, θ)|2 = f
T
GR(ω, θ)f . (14)

B. Weighted least-squares cost function

The design of a broadband beamformer consists of calculating the
filter f , such thatH(ω, θ) optimally fits the desired spatial directivity
pattern D(ω, θ), where D(ω, θ) is allowed to be an arbitrary2-
dimensional function. Several design procedures exist, depending on
the specific cost function that is optimised. In this paper, we only
consider the weighted least-squares cost function. In [21], [28]–[32]
also eigenfilter-based and non-linear cost functions are discussed.

Considering the least-squares (LS) error|H(ω, θ)−D(ω, θ)|2, the
weighted LS cost function is defined as

JLS(w) =

Z

Θ

Z

Ω

F (ω, θ)|H(ω, θ) − D(ω, θ)|2dωdθ , (15)

whereF (ω, θ) is a positive real weighting function, assigning more or
less importance to certain frequencies and angles. This cost function
can be written as the quadratic function

JLS(f) = f
T
QLSf − 2fT

a + dLS , (16)

with (assumingD(ω, θ) to be real-valued)

QLS =

Z

Θ

Z

Ω

F (ω, θ)GR(ω, θ) dωdθ (17)

a =

Z

Θ

Z

Ω

F (ω, θ)D(ω, θ)gR(ω, θ) dωdθ (18)

dLS =

Z

Θ

Z

Ω

F (ω, θ)D2(ω, θ) dωdθ . (19)

The filter fLS , minimising the weighted LS cost function, is given
by

fLS = Q
−1
LS a . (20)

C. Robustness against microphone mismatch

Using the procedure described in Section III-B, it is possible
to design beamformers when the microphone characteristics(gain,
phase, position) are exactly known. However, small deviations from
the assumed characteristics can lead to large deviations from the
desired spatial directivity pattern [1]–[4]. Since in practice it is
difficult to manufacture microphones with the same nominal gain and
phase characteristics and microphone position errors frequently occur,
a measurement or calibration procedure is required in orderto obtain
the true microphone characteristics [3]. However, after calibration the
microphone characteristics can still drift over time [33].

When statistical knowledge, e.g. a probability density function
(pdf), is available for the gain, phase and position errors,this knowl-
edge can be incorporated into a robust design procedure. In [21], [22]
two robust design procedures have been presented. Considering all
feasible characteristics, the first design procedure optimises themean
performance, i.e. the weighted sum of the cost functions, using the
probability of the microphone characteristics as weights,whereas the
second design procedure optimises theworst-case performance, i.e.
the maximum cost function.

The same problem of gain and phase errors has been studied in [6],
where however only the narrowband case for a specific directivity pat-
tern and a uniform pdf has been considered. The approach presented
here is more general because we consider broadband beamformers
with an arbitrary spatial directivity pattern, arbitrary probability
density functions and we also take into account microphone position
errors.

D. Mean performance criterion

Applied to the weighted LS cost function of Section III-B, the
mean performance cost function can be written as

J t
LS(f) =

Z

A0

. . .

Z

AM−1

JLS(f ,A) fA(A0) . . . fA(AM−1)

dA0 . . . dAM−1 , (21)

with JLS(f ,A) the weighted LS cost function (16) for a specific
microphone characteristic{A0, . . . , AM−1} and fA(A) the joint
pdf of the stochastic variablesa (gain), ψ (phase) andδ (position
error). Without loss of generality, we assume that all microphone
characteristicsAm, m = 0 . . . M − 1, are described by the same pdf
and thata, ψ andδ are independent stochastic variables, such that the
joint pdf is separable, i.e.fA(A) = fα(a)fΨ(ψ)f∆(δ), with fα(a)
the gain pdf,fΨ(ψ) the phase pdf andf∆(δ) the position error pdf.

By combining (16) and (21), the mean performance cost function
can be written as

J t
LS(f) = f

T
Qtf − 2fT

at + dLS , (22)

which has the same form as (16), with

at =

Z

A0

. . .

Z

AM−1

a fA(A0) . . . fA(AM−1) dA0 . . . dAM−1 ,

Qt =

Z

A0

. . .

Z

AM−1

QLS fA(A0) . . . fA(AM−1) dA0 . . . dAM−1 .

The calculation of these expressions (both for uniform and Gaussian
pdfs) has been thoroughly discussed in [21], [22], [29].

E. Minimax criterion

When optimising the mean performance, it is however still possible
- although typically with a low probability - that for some specific
microphone mismatch the cost function is quite high. If thisis
considered to be a problem, the worst-case performance should be
optimised using the minimax criterion.

For the minimax criterion, we first have to define a (finite) setof
microphone characteristics (Ka gain values,Kγ phase values and
Kδ position error values),

{amin =a1, . . . , aKa =amax}, {γmin =γ1, . . . , γKγ =γmax},

{δmin =δ1, . . . , δKδ =δmax} , (23)

as an approximation for the continuum of feasible microphone
characteristics, and use this set of gain, phase and position error
values to construct the(KaKγKδ)

M -dimensional vectorF(f),

F(f) =
ˆ

F1(f) F2(f) . . . F(KaKγKδ)M (f)
˜T

, (24)

which consists of the used cost function (weighted LS or any other
cost function) at each possible combination of gain, phase and
position error values. The goal then is to minimise theL∞-norm
of F(f), i.e. the maximum value of the elementsFk(f),

min
f

‖F(f)‖∞ = min
w

max
k

Fk(f) , (25)

which can e.g. be done using a sequential quadratic programming
(SQP) method [34]. In order to improve the numerical robustness
and the convergence speed, the gradient

h
∂F1(f)

∂f

∂F2(f)
∂f

. . .
∂F

(KaKγ Kδ)M (f)

∂f

i

, (26)

which is anMK×(KaKγKδ)
N -dimensional matrix, can be supplied

analytically. As can be seen, the largerKa, Kγ andKδ, the denser



the grid of feasible microphone characteristics, and the higher the
computational complexity for solving the minimax problem.

When only considering gain errors and using the weighted LS cost
function, it has been proved in [21] that for anyf the maximum value
of F(f) occurs on a boundary point of anM -dimensional hypercube,
i.e. am = amin or am = amax, m = 0 . . . M − 1. This implies that
Ka = 2 suffices andF(f) consists of2M elements.

F. Simulations

We have performed simulations using a small-sized non-uniform
linear microphone array consisting ofM = 3 microphones at posi-
tions

ˆ
−0.01 0 0.015

˜
m. We have designed an endfire broadband

beamformer with passband specifications(Ωp, Θp) = (300–4000 Hz,
0◦–60◦) and stopband specifications(Ωs, Θs) = (300–4000 Hz,
80◦–180◦) and fs = 8 kHz. The filter lengthL = 20 and the
weighting functionF (ω, θ) = 1.

In the first experiment, we have investigated the effect of only
gain and phase errors, hence assuming no microphone position errors
(δm = 0, m = 0 . . . M − 1). We have designed several types of
broadband beamformers using the weighted LS cost function:

1) a non-robust beamformer (i.e. assuming no mismatch)
2) a robust beamformer using a uniform gain pdf (0.85, 1.15), and

a uniform phase pdf (−5◦,10◦)2

3) a robust beamformer using the minimax criterion (only gain
errors,amin = 0.85, amax = 1.15, Ka = 2)

Figure 3 shows the spatial directivity plots of the non-robust,
the gain/phase-robust and the minimax beamformer for several fre-
quencies, when no gain and phase errors occur. As can be seen,
the performance of the non-robust beamformer is the best, but
the performance of the robust beamformers is certainly acceptable.
Figure 4 shows the spatial directivity plots in case of (small) gain
and phase errors (microphone gains =[ 0.9 1.1 1.05 ] and phases
= [ 5◦ −2◦ 5◦ ]). As can be seen, the performance of the non-
robust beamformer deteriorates considerably. Certainly for the low
frequencies, the spatial directivity pattern is almost omni-directional
and the amplification is very high. On the other hand, the robust
beamformers retain the desired spatial directivity pattern, even when
gain and phase errors occur.

In the second experiment, we have investigated the effect of only
microphone position errors, hence the microphones are assumed to
be omni-directional microphones with a frequency responseequal to
1, i.e. am(ω, θ) = 1 andψm(ω, θ) = 0, m = 0 . . . M − 1. We have
designed 2 types of broadband beamformers:

1) a non-robust beamformer, i.e. assuming no microphone position
errors (δm = 0, m = 0 . . . M − 1)

2) a robust beamformer using a Gaussian microphone position
error pdf

f∆(δ) =
1

p
2πs2

δ

e
−

(δ−uδ)2

2s2
δ , (27)

with uδ = 0 andsδ = 0.0032.

Figures 5 and 6 show the spatial directivity plots of the non-robust
beamformer and the robust beamformer for several frequencies,
both when no microphone position errors occur and when (small)
microphone position errors

ˆ
0.002 −0.002 0.002

˜
m occur. When

no errors occur, the performance of the non-robust beamformer is
the best, but the performance of the robust beamformer is certainly
acceptable. However, when microphone position errors occur, the

2These values for the probability density functions depend on the accuracy
of the manufacturing process of the microphone arrays.
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Fig. 3. Spatial directivity plots, no gain and phase errors (non-robust: thick
solid, gain/phase-robust: dashed, minimax: solid)
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Fig. 5. Spatial directivity plots for non-robust beamformer (no errors: solid
line, microphone position errors: dashed line)

performance of the non-robust beamformer deteriorates consider-
ably, certainly at low frequencies. On the other hand, the robust
beamformer retains the desired spatial directivity pattern, even when
microphone position errors occur.
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IV. ROBUST ADAPTIVE STAGE: SPEECH DISTORTION WEIGHTED

MULTI -CHANNEL WIENER FILTER

This section describes a procedure for limiting speech distortion
in the output signal due to the termwT [k]x[k] in the adaptive stage
of the SP-SDW-MWF, cf. (5). A common approach to limit this term
is to use a Quadratic Inequality Constraint (QIC) on the normof
the filter [5], i.e. ||w[k]|| ≤ β. However - as will be shown in the
simulations in Section V - this is a conservative approach, since the
constraint is not dependent on the actual amount of speech leakage
x[k] present in the noise references. In [9] a novel approach has been
presented where speech distortion is taken directly into account in the
optimisation criterion of the adaptive stage. The goal of the Speech
Distortion Weighted Multi-channel Wiener Filter (SDW-MWF) in
Figure 1 is to provide an estimate of the delayed noise component
v0[k − ∆] in the speech reference by minimising the cost function

J(w[k]) =
1

µ
E

˛
˛
˛w

T [k]x[k]
˛
˛
˛

2
ff

| {z }

ε2
x

+ E

˛
˛
˛v0[k − ∆] − w

T [k]v[k]
˛
˛
˛

2
ff

| {z }

ε2
v

(28)
whereε2

x represents the speech distortion energy,ε2
v represents the

residual noise energy and the regularisation parameterµ ∈ [0,∞)
provides a trade-off between noise reduction and speech distortion
[19], [35]. The filterw[k] minimising this cost function is given by

w[k]=

„
1

µ
E

n

x[k]xT [k]
o

+E
n

v[k]vT [k]
o«−1

E {v[k]v0[k − ∆]} .

(29)
In practice, the clean speech correlation matrixE

˘
x[k]xT [k]

¯
obvi-

ously is unknown. Assuming that speech and noise are uncorrelated,
this correlation matrix can be estimated as

E
n

x[k]xT [k]
o

= E
n

y[k]yT [k]
o

− E
n

v[k]vT [k]
o

, (30)

where E
˘
y[k]yT [k]

¯
is estimated during speech-periods and

E
˘
v[k]vT [k]

¯
is estimated during noise-only-periods. The second-

order statistics of the noise are assumed to be quite stationary, such
that they can be estimated during noise-only-periods and used during
subsequent speech-periods. Similarly as for the GSC, a robust VAD-
mechanism is hence required [25]–[27].

As depicted in Figure 1, the noise estimatewT [k]y[k] is then
subtracted from the speech reference in order to obtain the en-
hanced output signalz[k]. Depending on the setting ofµ and the

presence/absence of the filterw0 on the speech reference, different
algorithms are obtained [9].

A. SP-SDW-MWF without filterw0 (SDR-GSC)

When no filterw0 is present, the Speech Distortion Regularised
GSC (SDR-GSC) is obtained, where the standard adaptive noise
cancellation design criterion of the GSC (i.e. minimising the residual
noise energyε2

v) is supplemented with aregularisation term 1
µ
ε2

x

that takes into account speech distortion due to signal model errors.
For µ = ∞, the standard GSC is obtained, and speech distortion
is completely ignored. Whenµ 6= ∞, the regularisation term adds
robustness to the GSC, while not affecting the noise reduction
performance in the absence of speech leakage:

• In the absence of speech leakage, i.e. x[k] = 0, the regularisa-
tion term equals0 for all w[k]. Hence the residual noise energy
ε2

v is effectively minimised or, in other words, the GSC-solution
is obtained.

• In the presence of speech leakage, i.e. x[k] 6= 0, speech
distortion is explicitly taken into account in the optimisation
criterion, hence limiting speech distortion while reducing noise.
The larger the amount of speech leakage, the more attention is
paid to speech distortion.

In contrast to the SDR-GSC, the QIC acts irrespective of the amount
of speech leakage present. The constraint valueβ has to be chosen
based on the largest model errors that may occur. Hence, noise
reduction performance is compromised even when no or very small
model errors are present, such that the QIC is more conservative than
the SDR-GSC (cf. Section V).

B. SP-SDW-MWF with filterw0

When the filterw0 is present, the SP-SDW-MWF is obtained.
Again, the regularisation parameterµ trades off speech distortion and
noise reduction (forµ = 1, we obtain an MWF, where the output
signalz[k] is the MMSE estimate of the speech componentx0[k−∆]
in the speech reference). In addition, we can make the following
statements:

• In the absence of speech leakageand for infinitely long filters,
the SP-SDW-MWF corresponds to a cascade of an SDR-GSC
and an SDW single-channel Wiener postfilter [36], [37].

• In the presence of speech leakage,the SP-SDW-MWF tries to
preserve its performance, i.e. the SP-SDW-MWF then contains
extra filtering operations that compensate for the performance
degradation of the SDR-GSC with postfilter due to speech
leakage [9]. It can be proved that for infinite filter lengths,
the SP-SDW-MWF is not affected by microphone mismatch as
long as the speech component in the speech reference remains
unaltered.

V. EXPERIMENTAL RESULTS

In this section it is shown by experimental results using hearing
aid recordings that in comparison with the QIC-GSC, the SDR-GSC
obtains a better noise reduction performance for small model errors,
while guaranteeing robustness against large model errors,and that
in comparison with the SDR-GSC, the performance of the SP-SDW-
MWF is even less affected by signal model errors.

A. Set-up and performance measures

A 3-microphone BTE (‘behind the ear’) hearing aid has been
mounted on a dummy head in an office room. The desired signal
and the noise signals are uncorrelated, stationary and speech-like.
The desired signal and the total noise signal both have a level of



70 dB SPL at the centre of the head. The desired source is positioned
in front of the head (at0◦). Five noise sources are positioned
at 75◦, 120◦, 180◦, 240◦ and 285◦. For evaluation purposes, the
speech and the noise signals have been recorded separately.In the
experiments, the microphones have been calibrated in an anechoic
room with the BTE mounted on the head. A delay-and-sum beam-
former is used as fixed beamformerA(z). The blocking matrixB(z)
pairwise subtracts the time-aligned calibrated microphone signals. In
order to investigate the effect of different parameter settings (i.e.µ,
w0) on the performance of the SP-SDW-MWF, the filter coefficients
are computed using (29) whereE

˘
x[k]xT [k]

¯
is estimated by

means of the clean speech components of the microphone signals.
In practice,E

˘
x[k]xT [k]

¯
is approximated using (30). The effect of

the approximation (30) on the performance was found to be small
for the given data set. The used filter lengthL = 96. The QIC-GSC
has been implemented using variable loading RLS [38].

To assess the performance, the intelligibility weighted signal-to-
noise ratio improvement∆SNRintellig is used, defined as

∆SNRintellig =
X

i

Ii(SNRi,out − SNRi,in), (31)

whereIi expresses the importance for intelligibility of thei-th one-
third octave band with centre frequencyf c

i [39], and where SNRi,out

and SNRi,in are respectively the output and the input SNR (in dB)
in this band. Similarly, we define an intelligibility weighted spectral
distortion measure, called SDintellig, of the desired signal as

SDintellig =
X

i

IiSDi (32)

with SDi the average spectral distortion (dB) in thei-th one-third
band, calculated as

SDi =
1

(21/6 − 2−1/6) fc
i

Z 21/6fc
i

2−1/6fc
i

|10 log10 Gx(f)| df, (33)

with Gx(f) the power transfer function of speech from the input to
the output of the noise reduction algorithm. To exclude the effect
of the spatial pre-processor, the performance measures arecalculated
with respect to the output of the fixed beamformer, i.e. the speech
reference.

B. Experimental results

Figure 7 depicts the SNR improvement and the speech distortion of
the SDR-GSC (withoutw0) and the SP-SDW-MWF (withw0) as a
function of the regularisation parameter1/µ. These figure also depict
the effect of a gain mismatchΥ2 of 4 dB at the second microphone.
For comparison, Figure 8 plots the performance of the QIC-GSC with
QIC wT [k]w[k] ≤ β2, as a function ofβ2.

From these figures, it can be observed that the standard GSC (i.e.
the SDR-GSC with1/µ = 0 or the QIC-GSC withβ2 = ∞) gives
rise to a smaller SNR improvement and a large speech distortion
when a gain mismatch of4 dB occurs. Both the SP-SDW-MWF and
the QIC-GSC increase the robustness of the standard GSC, since the
speech distortion in the presence of signal model errors is reduced
with increasing1/µ or decreasingβ2.

However, the QIC-GSC is more conservative than the SDR-
GSC and the SP-SDW-MWF, since the constraint valueβ2 is not
dependent on the amount of speech leakage actually present in
the noise references. E.g. suppose that the maximum allowable
speech distortion SDintellig is 3 dB for a gain mismatch up to4 dB.
From Figure 8 it can be observed thatβ2 < 0.25, such that the
maximum SNR improvement∆SNRintellig is 4 dB (even when no gain
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Fig. 8. SNR improvement and speech distortion of the QIC-GSC

mismatch occurs). Similarly, for the same maximum allowable speech
distortion, it can be observed from Figure 7 that1/µ > 0.6, such that
the maximum SNR improvement for the SDR-GSC is equal to6 dB
with gain mismatch and7.5 dB without gain mismatch, while the
SNR improvement for the SP-SDW-MWF is equal to7.5 dB (with
and without gain mismatch). This can be explained by the factthat
the SDR-GSC and the SP-SDW-MWF only put emphasis on speech
distortion when actually required, i.e. when the amount of speech
leakage is large.

Hence, for a given maximum allowable distortion, the SDR-GSC
and the SP-SDW-MWF achieve a better noise reduction performance
than the QIC-GSC. Furthermore, the performance of the SP-SDW-
MWF is - in contrast to the SDR-GSC and the QIC-GSC - hardly
affected by microphone mismatch.

VI. EFFICIENT IMPLEMENTATION USING STOCHASTIC

GRADIENT (SG)ALGORITHMS

Different implementations exist for computing and updating the
filter w[k]. In [19], [20] recursive matrix-based implementations



(using GSVD and QRD) have been proposed, while in [23], [24]
efficient stochastic gradient implementations in the time-domain and
in the frequency-domain have been developed.

A. Time-Domain (TD) implementation

In [23] a stochastic gradient algorithm in the time-domain has been
developed for minimising the cost functionJ(w[k]) in (28), i.e.

w[k + 1] = w[k] + ρ
h

v[k](v0[k − ∆] − v
T [k]w[k]) − r[k]

i

(34)

r[k] =
1

µ
x[k]xT [k]w[k] (35)

ρ =
ρ′

vT [k]v[k] + 1
µ
xT [k]x[k] + δ

, (36)

with ρ the normalised step size of the adaptive algorithm,δ a small
positive constant, andw[k], v[k], x[k] and r[k] NL-dimensional
vectors. For1/µ = 0 and no filter w0 present, (34) reduces
to an NLMS-type update formula often used in GSC,operated
during noise-only-periods[11]–[13]. For 1/µ 6= 0, the additional
regularisation termr[k] limits speech distortion due to signal model
errors.

In order to compute (35), knowledge about the (instantaneous)
correlation matrixx[k]xT [k] of the clean speech signal is required,
which is obviously not available. In order to avoid the need for cali-
bration, it is suggested in [23] to storeL-dimensional speech+noise-
vectorsyi[k], i = M − N . . . M − 1 during speech-periods in a
circular speech+noise-bufferBy ∈ R

NL×Ly (similar as in [40])3

and to adapt the filterw[k] using (34) duringnoise-only-periods,
based on approximating the regularisation term in (35) by

r[k] =
1

µ

h

yBy [k]yT
By

[k] − v[k]vT [k]
i

w[k] , (37)

with yBy [k] a vector from the circular speech+noise-bufferBy.
However, this estimate ofr[k] is quite bad, resulting in a large excess
error, especially for smallµ and largeρ′. Hence, it has been suggested
to use an estimate of the average clean speech correlation matrix
E{x[k]xT [k]} in (35), such thatr[k] can be computed as

r[k] =
1

µ
(1− λ̄)

kX

l=0

λ̄k−l
h

yBy [l]yT
By

[l] − v[l]vT [l]
i

·w[k] , (38)

with λ̄ an exponential weighting factor and the step sizeρ in (36)
now equal to

ρ=
ρ′

vT [k]v[k]+ 1
µ
(1−λ̄)

kP

l=0

λ̄k−l

˛
˛
˛yT

By
[l]yBy [l]−vT [l]v[l]

˛
˛
˛+δ

.

For stationary noisea small λ̄, i.e. 1/(1 − λ̄) ∼ NL, suffices.
However, in practice the speech and the noise signals are often
spectrally highly non-stationary(e.g. multi-talker babble noise),
whereas theirlong-term spectral and spatial characteristics usually
vary more slowly in time. Spectrally highly non-stationarynoise can
still be spatially suppressed by using an estimate of thelong-term
correlation matrix inr[k], i.e. 1/(1 − λ̄) ≫ NL.

In order to avoid expensive matrix operations for computing(38),
it is assumed in [23] thatw[k] varies slowly in time, i.e.w[k] ≈ w[l],
such that (38) can be approximated without matrix operations as

r[k] = λ̄r[k − 1] + (1 − λ̄)
1

µ

h

yBy [k]yT
By

[k] − v[k]vT [k]
i

w[k] .

(39)

3In [23] it has been shown that storing noise-only-vectorsvi[k], i =
M − N . . . M − 1 during noise-only-periods in a circularnoise-buffer
Bv ∈ R

ML×Lv additionally allows adaptation during speech+noise-periods.

However, as will be shown in the next paragraph, this assumption is
actually not required in a frequency-domain implementation.

B. Efficient Frequency-Domain (FD) implementation

In [23] the SG-TD algorithm has been converted to a frequency-
domain implementation by using a block-formulation and overlap-
save procedures (similar to standard FD adaptive filtering techniques
[41]). However, the SG-FD algorithm in [23] (Algorithm 1 ) requires
the storage of large data buffers (with typical buffer lengths Ly =
10000 . . . 20000). In [24] it has been shown that a substantial
memory (and computational complexity) reduction can be achieved
by the following two steps:

• When using (38) instead of (39) for calculating the regularisation
term, correlation matricesinstead of data buffers need to be
stored. The FD implementation of the total algorithm is then
summarised inAlgorithm 2 , where2L×2L-dimensional speech
and noise correlation matricesSij

y [k] and Sij
v [k], i, j = M −

N . . . M − 1 are used for calculating the regularisation term
Ri[k] and (part of) the step sizeΛ[k]. These correlation matrices
are updated respectively during speech-periods and noise-only-
periods4. However, this first step does not necessarily reduce the
memory usage (NLy for data buffers vs.2(NL)2 for correlation
matrices) and will even increase the computational complexity,
since the correlation matrices are not diagonal.

• The correlation matrices in the frequency-domain can be approx-
imated by diagonal matrices, sinceFkT kF−1 in Algorithm 2
can be well approximated byI2L/2 [42]. Hence, the speech and
the noise correlation matrices are updated as

S
ij
y [k] = λS

ij
y [k − 1] + (1 − λ)YH

i [k]Yj [k]/2 , (40)

S
ij
v [k] = λS

ij
v [k − 1] + (1 − λ)VH

i [k]Vj [k]/2 , (41)

leading to a significant reduction in memory usage (and com-
putational complexity), cf. Section VI-C. We will refer to this
algorithm asAlgorithm 3 . This algorithm is in fact quite similar
to [43], which is derived directly from a frequency-domain cost
function. Some major differences however exist, e.g. in [43]
the regularisation termRi[k] is absent, the termFgF−1 is also
approximated byI2L/2 and the speech and the noise correlation
matrices are block-diagonal.

In [24] it has been shown by simulations that approximating the
regularisation term in Algorithm 3 only results in a small performance
difference (smaller than0.5 dB) in comparison with Algorithm 1. For
some scenarios the performance is even better for Algorithm3 than
for Algorithm 1, probably since in Algorithm 1 it is assumed that
the filterw[k] varies slowly in time. Hence, when implementing the
SDW-MWF using Algorithm 3, it still preserves its robustness benefit
over the GSC (and the QIC-GSC).

C. Memory and computational complexity

Table I summarises the computational complexity and the memory
usage for the FD implementation of the QIC-GSC (computed using
the NLMS-based Scaled Projection Algorithm (SPA)5 [5]) and the
SDW-MWF (Algorithm 1 and 3). The computational complexity is
expressed as the number of operations (i.e. real multiplications and
additions (MAC) per second) in MIPS and the memory usage is

4When using correlation matrices, filter adaptation can onlytake place
during noise-only-periods, since during speech-periods the desired signald[k]
cannot be constructed from the noise-bufferBv any more.

5The complexity of the FD GSC-SPA also represents the complexity when
the adaptive filter is only updated during noise-only-periods.



Algorithm 2 FD implementation (without approximation)

Initialisation and matrix definitions:

Wi[0] =
ˆ

0 · · · 0
˜T

, i = M − N . . . M − 1

Pm[0] = δm, m = 0 . . . 2L − 1

F = 2L × 2L-dimensional DFT matrix

g =

»
IL 0L

0L 0L

–

, k =
ˆ

0L IL

˜

0L = L × L matrix with zeros,IL = L × L identity matrix

For each new block ofL samples (per channel):

d[k] =
ˆ

y0[kL − ∆] · · · y0[kL − ∆ + L − 1]
˜T

Yi[k] = diag
n

F
ˆ

yi[kL − L] · · · yi[kL + L − 1]
˜T

o

Output signal:

e[k] = d[k] − kF
−1

M−1X

j=M−N

Yj [k]Wj [k], E[k] = Fk
T
e[k]

If speech detected:

S
ij
y [k] = (1 − λ)

kX

l=0

λk−l
Y

H
i [l]Fk

T
kF

−1
Yj [l]

If noise detected:Vi[k] = Yi[k]

S
ij
v [k] = (1 − λ)

kX

l=0

λk−l
V

H
i [l]Fk

T
kF

−1
Vj [l]

Update formula (only during noise-only-periods):

Ri[k] =
1

µ

M−1X

j=M−N

h

S
ij
y [k] − S

ij
v [k]

i

Wj [k]

Wi[k + 1] = Wi[k] + FgF
−1

Λ[k]
n

V
H
i [k]E[k] − Ri[k]

o

with
Λ[k] =

2ρ′

L
diag

˘
P−1

0 [k], . . . , P−1
2L−1[k]

¯

Pm[k] = γPm[k − 1] + (1 − γ) (Pv,m[k] + Px,m[k])

Pv,m[k] =

M−1X

j=M−N

|Vj,m[k]|2

Px,m[k] =
1

µ

˛
˛
˛
˛
˛

M−1X

j=M−N

Sjj
y,m[k] − Sjj

v,m[k]

˛
˛
˛
˛
˛

expressed in kWords. We assume that one complex multiplication is
equivalent to4 real multiplications and2 real additions and that a
2L-point FFT of a real input vector requires2L log2 2L real MACs
(assuming the radix-2 FFT algorithm). From this table we can draw
the following conclusions:

• Thecomputational complexityof the SDW-MWF (Algorithm 1)
with filter w0 is about twice the complexity of the GSC-SPA
(and even less withoutw0). The approximation in the SDW-
MWF (Algorithm 3) further reduces the complexity. However,
this only remains true for a small number of input channels,
since the approximation introduces a quadratic termO(N2).

• Due to the storage of the speech+noise-buffer, thememory usage
of the SDW-MWF (Algorithm 1) is quite high in comparison
with the GSC-SPA (depending on the size of the data buffer
Ly of course). By using the approximation in the SDW-MWF
(Algorithm 3), the memory usage can be drastically reduced.
Note however that also for the memory usage a quadratic term
O(N2) is introduced.

Algorithm Complexity MIPS
GSC-SPA (3M − 1)FFT+ 14M − 12 2.02

MWF (Algo1) (3N + 5)FFT+ 28N + 6 3.10(a), 4.13(b)

MWF (Algo3) (3N + 2)FFT+ 8N2 + 14N + 3 2.54(a), 3.98(b)

Memory kWords
GSC-SPA 4(M − 1)L + 6L 0.45

MWF (Algo1) 2NLy + 6LN + 7L 40.61(a), 60.80(b)

MWF (Algo3) 4LN2 + 6LN + 7L 1.12(a), 1.95(b)

TABLE I
COMPUTATIONAL COMPLEXITY AND MEMORY USAGE FORM = 3,
L = 32, fs = 16 KHZ, Ly = 10000, (A) N = M − 1, (B) N = M

VII. C ONCLUSION

In this paper we have presented a robust multi-microphone
noise reduction technique, called the Spatially Pre-processed Speech
Distortion Weighted Multi-channel Wiener Filter (SP-SDW-MWF),
which consists of a robust fixed spatial pre-preprocessor and a robust
adaptive stage. Robustness in the fixed spatial pre-preprocessor is
achieved by incorporating statistical information about the micro-
phone characteristics into the design procedure, while robustness in
the adaptive stage is achieved by taking speech distortion explicitly
into account in the optimisation criterion of the MWF. For the
implementation of the adaptive SDW-MWF an efficient stochastic
gradient algorithm in the frequency-domain has been developed. Us-
ing simulations with hearing aid recordings we have demonstrated the
robustness benefit of the presented multi-microphone noisereduction
technique against microphone mismatch.
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