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Superdirective Beamforming Robust
Against Microphone Mismatch

Simon Doclo, Member, IEEE, and Marc Moonen, Senior Member, IEEE

Abstract—Fixed superdirective beamformers using small-sized
microphone arrays are known to be highly sensitive to errors
in the assumed microphone array characteristics (gain, phase,
position). This paper discusses the design of robust superdirective
beamformers by taking into account the statistics of the micro-
phone characteristics. Different design procedures are considered:
applying a white noise gain constraint, trading off the mean noise
and distortion energy, minimizing the mean deviation from the
desired superdirective directivity pattern, and maximizing the
mean or the worst case directivity factor. When computational
complexity is not an issue, maximizing the mean or the worst case
directivity factor is the preferred design procedure. In addition,
it is shown how to determine a suitable parameter range for the
other design procedures such that both a high directivity and a
high level of robustness are obtained.

Index Terms—Microphone arrays, microphone mismatch,
robust design, superdirective beamformer.

I. INTRODUCTION

I N MANY speech communication applications, such as
hands-free mobile telephony, hearing aids, and voice-con-

trolled systems, the recorded microphone signals are corrupted
with background noise and reverberation. Background noise
and reverberation cause a signal degradation which can lead
to total unintelligibility of the speech and which decreases the
performance of speech recognition and coding systems. There-
fore, efficient signal enhancement algorithms are required.

The objective of a fixed (data-independent) beamformer
is to obtain spatial focusing on the speech source, thereby
reducing background noise and reverberation not coming from
the same direction as the speech source. For the design of
fixed beamformers, the direction of the speech source and
the complete microphone configuration generally need to be
known. Different types of fixed beamformers are available,
e.g., delay-and-sum beamformers, superdirective beamformers
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[1]–[5], differential microphone arrays [6], and frequency-in-
variant beamformers [7], [8]. Fixed beamformers are frequently
applied in, e.g., hearing aids [9]–[11].

A superdirective beamformer maximizes the directivity
factor, i.e., the microphone array gain for a diffuse noise field.
It is well known that superdirective beamformers are sensitive
to uncorrelated noise, especially at low frequencies and for
small-sized microphone arrays [1]–[3]. In addition, superdirec-
tive beamformers are sensitive to deviations from the assumed
microphone characteristics (gain, phase, and position). In many
applications, these microphone array characteristics are not
exactly known and can even change over time [12].

This paper discusses several design procedures for improving
the robustness of superdirective beamformers against unknown
microphone mismatch. A commonly used technique to limit the
amplification of uncorrelated noise components, which also in-
herently increases the robustness against microphone mismatch,
is to impose a white noise gain constraint [1]–[3]. In addition,
we discuss three design procedures that optimize a mean perfor-
mance criterion, i.e., the weighted sum of the mean noise and
distortion energy, the mean deviation from the desired superdi-
rective directivity pattern, and the mean (or the worst case) di-
rectivity factor [13]. These design procedures obviously require
knowledge of the microphone gain, phase, and position prob-
ability density functions and are related to [14], [15], where
the design of robust beamformers with an arbitrary spatial di-
rectivity pattern has been discussed. When computational com-
plexity is not an issue, maximizing the mean or the worst case
directivity factor is the preferred design procedure. In addition,
it is shown how to determine a suitable parameter range for the
other design procedures such that both a high directivity and a
high level of robustness are obtained.

The paper is organized as follows. Section II describes the
used microphone array configuration and defines the spatial di-
rectivity pattern, the directivity factor, and the white noise gain.
In Section III, the design of superdirective beamformers is dis-
cussed when the microphone characteristics are exactly known,
and the use of a white noise gain for limiting the amplification of
uncorrelated noise components is discussed. Section IV presents
the design procedures for improving the robustness of superdi-
rective beamformers against unknown microphone mismatch,
by optimizing a mean performance criterion. In Section V, sim-
ulation results are presented for a small-sized microphone array.

II. CONFIGURATION AND NOTATION

A. Microphone Array and Signals

Consider the linear microphone array depicted in Fig. 1, con-
sisting of microphones and with the distance between the

th microphone and the reference point, arbitrarily chosen here
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Fig. 1. Linear microphone array configuration.

as the center of the microphone array. Although we will assume
a linear microphone array in this paper, all results can be readily
extended for an arbitrary three-dimensional microphone config-
uration. All expressions are derived in the frequency-domain,
using the normalized frequency . We assume that a noise field
with spectral and spatial characteristics is present,
where and represent the azimuthal and the elevation angle
( , ), and that a speech source is
located at an angle in the far-field of the microphone
array.1

The microphone characteristics of the th microphone are
described by

(1)

where both the gain and the phase can
be frequency- and angle-dependent. In Sections II and III, we
assume that the microphone characteristics are perfectly known
(e.g., using a measurement or a calibration procedure), whereas
in Section IV, the microphone characteristics are not assumed to
be perfectly known. The th microphone signal is equal
to

(2)

with the speech component of the reference signal re-
ceived at the reference point, the noise component of the

th microphone signal, and

(3)

where the delay in number of samples is equal
to , with the speed of sound propagation

and the sampling frequency.2 The stacked
vector of microphone signals

(4)

1Although we assume that the speech source is located in the far-field of the
microphone array, all results can be easily extended for a speech source in the
near-field of the microphone array [4].

2For a linear microphone array, � (�; �) is independent of the angle �. For
an arbitrary three-dimensional microphone configuration, the delay is equal to
� (�; �)= (d cos� sin � + d sin� sin � + d cos �)f =c, with d ,
d , and d the distance to the reference point in the x, y, and z-direction.

can be written as

(5)

where , with the steering vector
equal to

(6)
and is defined similarly as in (4). The output signal

is equal to

(7)

(8)

with the filter co-
efficients of the beamformer.

B. Spatial Directivity Pattern and Array Gain

The spatial directivity pattern is defined as the
transfer function between (the reference signal corresponding
to) a source at an angle and the output signal of the mi-
crophone array, i.e.,

(9)

The array gain is defined as the signal-to-noise ratio
(SNR) improvement between the reference (input) signal and
the microphone array output signal, i.e.,

(10)

The input SNR is equal to

(11)

with the speech energy of the reference
signal and the noise energy of the ref-
erence signal. Using (8), the SNR of the output signal is
equal to

(12)

with the noise correlation matrix equal to

(13)

...
... (14)

Hence, using (11) and (12), the array gain in (10) is equal to

(15)

with the normalized noise correlation matrix
. Note that for a homogeneous noise field,

i.e., , , the normalized
noise correlation matrix is equal to the noise coherence matrix
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, with .
By spatially integrating the noise field over all
angles, the th element of can be computed as

(16)

Two common quantities to describe the performance of a
microphone array are the directivity factor and the white noise
gain. The directivity factor (DF) is defined as the ability of
the microphone array to suppress spherically isotropic noise
(diffuse noise), i.e., independent noise sources uniformly
distributed in all directions, for which .
Hence, using (16), the directivity factor is equal to

(17)

with

(18)

When the microphone characteristics are independent of the an-
gles and , i.e., , , this
expression can be simplified as

(19)

with .
The white noise gain (WNG) is defined as the ability of the

microphone array to suppress spatially uncorrelated noise, e.g.,
sensor noise of the microphones. Hence, the noise correlation
matrix , with the -dimensional
identity matrix, such that the WNG is equal to

(20)

The WNG is a commonly used measure for robustness.

III. SUPERDIRECTIVE BEAMFORMING

For the sake of conciseness, we will omit the variable where
possible in the remainder of the paper.

A. Optimization Criteria

The superdirective beamformer maximizes the array
gain for diffuse noise, i.e., the directivity factor defined in (17)

(21)

Obviously, the solution is given by the generalized eigenvector
corresponding to the largest generalized eigenvalue of

and , i.e., , where is an arbitrary
constant. By imposing the constraint , i.e., a unity
response in the direction of the speech source, the superdirec-
tive beamformer can be computed as

(22)

The same solution is obtained by minimizing the normalized
noise energy in the output signal, subject to a unity response in
the direction of the speech source, i.e.,

subject to (23)

Similarly, consider the weighted sum of the normalized noise
energy and the normalized distortion energy in
the output signal, i.e.,

(24)

where is a weighting factor and

(25)

The cost function is minimized by setting the deriva-
tive equal to zero, such that the filter
minimizing is equal to

(26)

(27)

For this filter, the noise energy and the distortion energy are
equal to

(28)

(29)

such that the larger , the larger the noise energy and the smaller
the distortion energy. Note that the superdirective beamformer
is equal to when approaches , i.e., .
For the superdirective beamformer the distortion energy is equal
to zero, and the noise energy is equal to

(30)
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Fig. 2. (a) Directivity factor and (b) WNG of superdirective beamformer for different values of� (microphone positions [0 0.01 0.025] m, f = 16 kHz, � = 0 ).

B. White Noise Gain (WNG) Constraint

It is well known that superdirective beamformers are sensitive
to uncorrelated noise (i.e., the WNG is small), especially at low
frequencies, such that uncorrelated noise components may even
be amplified [1]–[3]. In addition, superdirective beamformers
are sensitive to deviations from the assumed microphone char-
acteristics (gain, phase, and position). A commonly used tech-
nique to limit the amplification of uncorrelated noise compo-
nents, which also inherently increases the robustness against mi-
crophone mismatch, is to impose a WNG constraint [1]–[3]. i.e.,

(31)

where represents the minimum desired WNG. The value
of needs to be chosen in function of the amount of sensor
noise present and/or the expected amount of microphone mis-
match. Since for superdirective beamformers , this
inequality constraint (31) is equivalent to limiting the norm of
the filter, i.e., . Hence, using (23), the optimization
problem becomes

subject to

(32)
Using the method of Lagrange multipliers, the solution of this
optimization problem has the form

(33)

which is equivalent to diagonal loading of the normalized noise

correlation matrix . The Lagrange multiplier needs to be
determined such that the inequality constraint

is satisfied, e.g., using a multistep iterative procedure [2] or
using a convex optimization approach via second-order cone
programming [5]. The larger , the larger the robustness of
the beamformer, but the smaller its directivity factor. For

, the superdirective beamformer becomes equal to the delay-
and-sum beamformer, i.e.,

(34)

which is known to maximize the WNG in (20) and, hence, ex-
hibits the largest robustness against uncorrelated noise.

Example 1: For a small-sized microphone array with
omnidirectional microphones at positions [0 0.01 0.025] m,

sampling frequency kHz, and direction of the speech
source , Fig. 2 depicts the directivity factor and the
WNG for a superdirective beamformer designed using (33) for
different values of . When , the directivity factor is high
(the maximum value is equal to dB), but
the WNG is very poor, especially for low frequencies. When

increases, the WNG improves, but the directivity factor de-
creases. When , the superdirective beamformer is prac-
tically equal to the delay-and-sum beamformer, i.e., the WNG
is equal to dB for all frequencies, but the
directivity factor is very poor, especially for low frequencies.
This figure clearly illustrates the tradeoff between the directivity
factor and the WNG.

Example 2: For the same microphone configuration, Fig. 3
depicts the effect of a deviation from the assumed microphone
characteristics for a superdirective beamformer designed using
(33) for different values of . The gain mismatch is [0 2 0] dB,
the phase mismatch is [ 5 10 5] , and the microphone posi-
tion mismatch is [0.001 0.001 0.001] m. Fig. 3(a) depicts the
decrease of the directivity factor, Fig. 3(b) depicts the increase
of the noise energy , and Fig. 3(c) depicts the distortion
energy when microphone mismatch is present. When

, the superdirective beamformer is very sensitive to micro-
phone mismatch, resulting in a large decrease of the directivity
factor and a large increase of the noise energy and the distortion
energy, especially for low frequencies. When increases, these
effects become less pronounced. Note, however, that in com-
parison with the situation without microphone mismatch, the
directivity factor always decreases and the noise energy and the
distortion energy always increase (even for the delay-and-sum
beamformer). These figures clearly illustrate that a larger value
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Fig. 3. (a) Decrease of directivity factor. (b) Increase of noise energy. (c) Dis-
tortion energy for different values of�when microphone mismatch (gain, phase,
and position) is present (nominal microphone positions [0 0.01 0.025] m, f =

16 kHz, � = 0 ).

of increases the robustness against microphone mismatch.
Using these figures, it is possible to determine a (frequency-de-
pendent) value for such that specific requirements regarding
minimum directivity factor and maximum noise and distortion
energy are satisfied for this specific microphone mismatch.

IV. ROBUST SUPERDIRECTIVE BEAMFORMING

USING PROBABILITY DENSITY FUNCTION OF

MICROPHONE CHARACTERISTICS

Using the design procedures discussed in Section III, it
is possible to design a superdirective beamformer when the
microphone characteristics and the microphone
positions are exactly known. However, as has been shown in
Section III-B, superdirective beamformers are highly sensitive
to deviations from the assumed microphone characteristics.
Since in practice it is difficult to manufacture microphones with
exact predefined characteristics, it is practically impossible to
exactly know the microphone characteristics without a mea-
surement or a calibration procedure. Obviously, the cost of such
a calibration procedure for every individual microphone array
is objectionable. Moreover, after calibration the microphone
characteristics can still drift over time.

In Section III-B, it has been shown that the robustness of su-
perdirective beamformers against microphone mismatch can be
improved by imposing a WNG constraint. However, since the
WNG is not directly related to microphone mismatch, it is quite
difficult to choose a suitable value for or that guarantees ro-
bustness for a range of microphone mismatches.

In this section, we present design procedures for improving
the robustness of superdirective beamformers against unknown
microphone mismatch by optimizing a mean performance cri-
terion, i.e., a weighted sum over all feasible microphone char-
acteristics using the probabilities of the microphone character-
istics as weights. This procedure obviously requires knowledge
of the microphone gain, phase, and position probability density
functions (pdf) and is related to [14], [15], where the design of
robust beamformers with an arbitrary spatial directivity pattern
has been discussed. The three following design procedures will
be discussed:

1) minimize the weighted sum of the mean noise and distor-
tion energy (cf. Section IV-A);

2) minimize the mean deviation from the desired superdirec-
tive directivity pattern (cf. Section IV-B);

3) maximize the mean or the worst case directivity factor (cf.
Section IV-C).

In order to be able to describe microphone position errors,
we will incorporate these errors directly into the microphone
characteristics defined in (1), i.e., we redefine as

(35)

where represents the linear position error for the th micro-
phone. This position error in fact corresponds to a frequency-
and angle-dependent phase error . The proba-
bility density function describes the joint pdf of the sto-
chastic variables (gain), (phase) and (position error). We
assume that , and are independent stochastic variables,
such that the joint pdf is separable, i.e.,

(36)

with the gain pdf, the phase pdf and the
position error pdf. These pdfs are normalized such that the area
under the pdfs is equal to 1.
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A. Mean Noise and Distortion Energy

Similar to (24), the weighted sum of the mean noise energy
and the mean distortion energy is equal to

(39)

with

(40)

(41)

where denotes the normalized diffuse noise correla-
tion matrix in (18) for the specific microphone array character-
istic , and denotes the steering
vector in (6) and (3) for the angle and the microphone
array characteristic .

The mean noise energy can be written as

(42)

with equal to

Using (18), the th element of is equal to

(37)
with

For different pdfs (uniform, log-uniform, normal, log-normal),
the calculation of is discussed in Appendix I, and
the calculation of is discussed in Appendix II.

The mean distortion energy can be written as

(43)

with

(44)

(45)

Using (3), the th element of is equal to

(38)

which can be written as

(46)

The th element of is equal to

(47)

For different pdfs, the calculation of is discussed
in Appendix I.

Similar to (27), the filter minimizing is
equal to

(48)

The larger , the larger the mean noise energy and the smaller
the mean distortion energy.

B. Mean Deviation From the Desired Superdirective
Directivity Pattern

In [14] and [15], design procedures have been discussed
for designing beamformers with an arbitrary spatial directivity
pattern that are robust against microphone mismatch. Consider
the least-squares error between the spatial directivity pattern

and the desired spatial directivity pattern .
The weighted least-squares cost function is then defined as

(49)
where is a positive real weighting function, assigning
more or less importance to certain angles. Here, we will define
the desired spatial directivity pattern to be equal to
the spatial directivity pattern of the superdirective beamformer
when no microphone mismatch occurs.

The weighted least-squares cost function can be written as the
quadratic function

(50)
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with

(51)

(52)

(53)

Robustness against microphone mismatch can be achieved by
minimizing the mean weighted least-squares cost function over
all feasible microphone characteristics, i.e.,

(56)

where denotes the weighted least-squares cost
function in (49) for the microphone array characteristic . This
mean cost function can be written as

(57)

where the th element of is equal to

(54)

and the th element of is equal to

(55)

For different pdfs, the calculation of and
is discussed in Appendix I. In general, the inte-

grals in (54) and (55) need to be computed numerically.

The filter minimizing the mean cost function in (57)
is equal to

(58)

C. Mean and Worst-Case Directivity Factor

The mean directivity factor is defined as

(59)

where denotes the directivity factor in (17) for the
microphone array characteristic , i.e.,

(60)

Since the filter cannot be extracted from the integrals and the
separability of the joint pdf cannot be exploited, com-
puting and maximizing the mean directivity factor is computa-
tionally quite expensive. Hence, we will approximate the inte-
grals in (59) by a discrete sum, i.e.,

(61)

where denotes the grid spacing for the pdf describing the
th microphone characteristic. Obviously, the smaller the grid

spacing, the more expensive the computation of this sum. For
example, when only microphone gain deviations are considered
and all microphone characteristics are assumed to be described
by the same uniform pdf with minimum value and max-
imum value and is the used grid spacing, the sum in
(61) consists of components.

Since no closed-form expression is available for the filter
maximizing (61), an iterative optimization technique

will be used. The numerical robustness and the convergence
speed of many unconstrained optimization techniques (e.g.,
quasi-Newton method [16]) can be improved by providing an
analytical expression for the gradient, i.e.,

(62)

with equal to

(63)
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Although we cannot prove that the used optimization proce-
dure converges to the global minimum, no problems with local
minima have been observed in our simulations.

When maximizing the mean directivity factor, it is still pos-
sible that for some specific microphone deviation the directivity
factor is quite small. To overcome this problem, the worst case
performance can be optimized by maximizing the minimum di-
rectivity factor for all feasible microphone characteristics. We
first define a finite grid of microphone characteristics ( gain
values, phase values and position error values), i.e.,

,
, , as an approximation for

the continuum of feasible microphone characteristics. We use
this set to construct the -dimensional vector , with

, i.e.

(64)
consisting of the directivity factor for each possible combination
of gain, phase and position error values. The goal then is to
maximize the minimum value of , i.e.,

(65)

By considering the vector , this is equivalent to a mini-
max optimization problem that can be solved using a sequential
quadratic programming method [16]. In order to improve the
numerical robustness and the convergence speed, the gradient

(66)

which is an -dimensional matrix, can be supplied ana-
lytically. Obviously, the larger the values , , and , the
denser the grid of feasible microphone characteristics, and the
higher the computational complexity for solving the minimax
optimization problem.

Since both the mean directivity factor and the
vector used in the minimax problem are scale-invariant,
i.e.,

we can perform a normalization such that and
, where denotes the steering vector when no

microphone deviation is present.

V. SIMULATIONS

In this section, simulation results for a small-sized micro-
phone array are presented. First, we describe the setup and the
performance measures used. For the different beamformer de-
sign procedures we then compare the directivity factors, the
mean noise and distortion energy, the spatial directivity pattern,
and the required computation time. In addition, we investigate
the effect of the number of microphones.

A. Setup and Performance Measures

We use a linear nonuniform microphone array consisting of
closely spaced microphones at nominal positions [0 0.01

TABLE I
DIRECTIVITY FACTOR, MEAN DIRECTIVITY FACTOR, WORST-CASE

DIRECTIVITY FACTOR, AND COMPUTATION TIME FOR DIFFERENT

DESIGN PROCEDURES (N = 3)

0.025] m, corresponding to a typical configuration for a multi-
microphone behind-the-ear hearing aid. We assume that the mi-
crophone characteristics are independent of the angles and ,
i.e., , and that the nominal microphone
characteristic , . Without loss of
generality, we also assume that all microphone characteristics
are described by the same probability density function .
The direction of the speech source is (endfire), the
sampling frequency kHz and the design frequency is
1000 Hz.

We compare the performance of the following beamformer
designs, discussed in Sections III-B and IV:

1) using a WNG constraint, cf. (33), including the con-
ventional superdirective beamformer and the
delay-and-sum beamformer ;

2) minimizing the weighted sum of the mean noise
and distortion energy, cf. (48);

3) minimizing the mean deviation from the desired
superdirective directivity pattern, cf. (58) (We will assume
that the weighting function in (49) is equal to
1);

4) maximizing the mean directivity factor;
5) maximizing the worst case directivity factor.

We will use the following performance measures:
1) the directivity factor when no microphone deviations

occur, cf. (17);
2) the mean directivity factor , cf. (61);
3) the worst case directivity factor , cf. (65);
4) the mean noise energy , cf. (42);
5) the mean distortion energy , cf. (43).

Although these beamformers only need to be computed once
during the design process, we will also compare the required
computation time (AMD Opteron 250 2.4-GHz processor) to
give an idea about the computational complexity for the dif-
ferent design procedures.

In the simulations, we will assume only gain deviations. We
will use a uniform gain pdf with mean and width

, cf. Appendix I. The grid spacing used for computing
, , and is , such that the sum

in (61) and in (64) consist of
components.

B. Directivity Factor

Table I summarizes the directivity factor , the mean di-
rectivity factor , the worst case directivity factor ,
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Fig. 4. Directivity factor, mean directivity factor and worst case directivity
factor ofW as a function of �.

and the required computation time for the different design
procedures. Obviously, the superdirective beamformer leads to
the largest directivity factor when no microphone deviations
occur dB , the beamformer leads to the
largest mean directivity factor dB , and the
beamformer leads to the largest worst case directivity
factor dB .

Fig. 4 plots the directivity factors for the beamformer
as a function of the diagonal loading factor . This factor pro-
vides a tradeoff between directivity and robustness: a small
leads to a high directivity but a low robustness, while a high
leads to a low directivity but a high robustness. Using this figure,
it is possible to determine the values of for which the mean
and the worst case directivity factor are maximized. For specific
values, the directivity factors are summarized in Table I.

• The superdirective beamformer leads to the
largest directivity factor when no deviations occur, but the
mean directivity factor is only equal to dB,
and the worst case directivity factor is even equal to

dB, illustrating the sensitivity of the
superdirective beamformer to microphone deviations.

• The delay-and-sum beamformer is very
robust, but the directivity factor dB , as well
as the mean directivity factor dB and the
worst case directivity factor dB , are all
very small.

• For , the mean directivity factor is maximized
dB . This value is quite close to the max-

imum attainable value dB , obtained by the
beamformer .

• For , the worst case directivity factor is maxi-
mized dB . This value is quite close to the
maximum attainable value dB , obtained
by the beamformer .

Fig. 5 plots the directivity factors for the beamformer
as a function of the weighting factor . Using this figure, it is
possible to determine the values of for which the mean and the
worst case directivity factor are maximized. For these values of

, the directivity factors are summarized in Table I.

Fig. 5. Directivity factor, mean directivity factor and worst case directivity
factor ofW as a function of �.

• For approaching 0, the mean directivity factor is maxi-
mized dB . This value is quite close to the
maximum attainable value dB , obtained
by the beamformer .

• For , the worst case directivity factor is maximized
dB . This value is quite close to the max-

imum attainable value dB , obtained by
the beamformer .

When comparing the computational complexity, it is obvious
that the time required to compute the beamformers and

is much larger than the other design procedures.3 Note
that the required computation time for these two design proce-
dures largely depends on the used grid spacing .

Except for the superdirective beamformer , which is
very sensitive to deviations, and the delay-and-sum beamformer

, whose performance is very low, all other beamformer
designs lead to a reasonable performance and robustness.
Although it is hard to determine which design procedure is
optimal, we can still make the following observations.

1) If computational complexity is not an issue, the beam-
formers and are preferable, since they truly
optimize the mean and the worst case directivity factor.

2) The performance of the beamformers and
is quite similar, where the parameters and provide a
tradeoff between directivity factor, mean directivity factor
and worst case directivity factor. Using Figs. 4 and 5, it is
possible to determine a suitable range for and . Note
however that determining the specific values of and
that maximize the mean or the worst case directivity factor
requires a multistep iterative procedure.

3) Although the beamformer leads to a large worst
case directivity factor dB , its directivity
factor and mean directivity factor are smaller than the other
design procedures, making this the least preferable design
procedure.

3The computation time required to determine the specific values of � and �
that maximize the mean or the worst case directivity factor has not been taken
into account.
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Fig. 6. Mean noise energy and mean distortion energy ofW as a function
of �.

Fig. 7. Mean noise energy and mean distortion energy ofW as a function
of �.

C. Mean Noise and Distortion Energy

Fig. 6 plots the mean noise and distortion energy for the beam-
former as a function of . Fig. 7 plots the mean noise and
distortion energy for the beamformer as a function of .
Since provides a tradeoffbetween the mean noiseand distortion
energy, the mean distortion energy is a monotonically decreasing
function, whereas the mean noise energy is a monotonically in-
creasing function. Fig. 8 plots the mean distortion energy versus
the mean noise energy for all discussed beamformers. From this
figure, we can observe the following.

• The superdirective beamformer leads to both a large
mean noise energy and a large mean distortion energy, il-
lustrating its sensitivity to microphone deviations. Of all
beamformers , the delay-and-sum beamformer
produces the smallest mean distortion energy, but not the
smallest mean noise energy.

• For every beamformer , there exists a beamformer
for which both the mean noise energy and the mean

distortion energy are smaller.

D. Spatial Directivity Pattern

In this section, we discuss the spatial directivity pattern of the
presented beamformers when no deviation is present and when
a specific gain deviation [0.7 1.3 1.2] occurs.

Fig. 8. Mean noise energy versus mean distortion energy for all discussed
beamformers.

Fig. 9. Spatial directivity pattern ofW without deviation (solid line) and
with deviation (dashed line) for different values of �.

Fig. 9 plots the spatial directivity pattern of the beamformer
for different values of . As can be seen from this figure,

provides a tradeoff between directivity and robustness. The
superdirective beamformer exhibits a highly directional
pattern when no deviation is present, but it is very sensitive to
deviations. On the other hand, the delay-and-sum beamformer

is very robust to deviations, but its spatial directivity
pattern is almost omnidirectional.

Fig. 10 plots the spatial directivity pattern of the beamformer
for different values of . As can be seen from this figure,

also provides a tradeoff between directivity and robustness.
Fig. 11 plots the spatial directivity pattern for the beam-

former minimizing the mean deviation from the
desired superdirective directivity pattern, the beamformer
maximizing the mean directivity factor, and the beamformer

maximizing the worst case directivity factor.
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Fig. 10. Spatial directivity pattern ofW without deviation (solid line) and
with deviation (dashed line) for different values of �.

Fig. 11. Spatial directivity pattern ofW ,W , andW without de-
viation (solid line) and with deviation (dashed line).

E. Effect of the Number of Microphones

In this section, we investigate the effect of the number of
microphones on the performance, the robustness and the com-
putation time for the different beamformer design procedures.
Table II summarizes the directivity factors and the required
computation time when using two and four microphones. For

, the microphone positions are [0 0.01] m, and for
the microphone positions are [0 0.01 0.025 0.04] m. Apart from

the number of microphones, we have used the same setup as
described in Section V-A.

For and , similar conclusions can be drawn as in
Section V-B, i.e., the superdirective beamformer
leads to the largest directivity factor when no microphone de-
viations occur, but is quite sensitive to microphone mismatch,
whereas the delay-and-sum beamformer is very
robust, but the directivity factor is small. For specific values of
the parameters and maximizing the mean or the worst case
directivity factor, the performance of the beamformers
and is comparable to the performance of the beam-
formers and which truly optimize the mean and the
worst case directivity factor.

As can be seen from Tables I and II, the directivity factor
of the superdirective beamformer increases log-
arithmically with the number of microphones , whereas the
mean directivity factor and in particular the worst case di-
rectivity factor decrease quite substantially. For ,
the robustness of the superdirective beamformer is still quite
reasonable, i.e., dB compared to the maximum
attainable value 3.59 dB, and dB compared to
the maximum attainable value 1.15 dB, but this is definitely not
the case for and . Hence, the superdirective
beamformer becomes more sensitive to microphone mismatch
as the number of microphones increases, making a robust design
more imperative. For the robust design procedures, all direc-
tivity factors increase as the number of microphones increases,
illustrating their robustness against microphone mismatch. For
the beamformers and , the computation time, how-
ever, grows exponentially with the number of microphones.

VI. CONCLUSION

In this paper, we have presented several design procedures
for improving the robustness of superdirective beamformers
against unknown microphone mismatch by taking into account
the statistics of the microphone characteristics. We consider
minimizing the weighted sum of the mean noise and distor-
tion energy, minimizing the mean deviation from the desired
superdirective directivity pattern, and maximizing the mean
or the worst case directivity factor. When computational com-
plexity is not an issue, maximizing the mean or the worst case
directivity factor is the preferred design procedure. In addition,
it has been shown how to determine a suitable parameter range
for and such that both a high directivity and a
high level of robustness are obtained.

APPENDIX I
CALCULATION OF MEAN ND VARIANCE EXPRESSIONS

This appendix describes the calculation of the mean and vari-
ance expressions
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TABLE II
DIRECTIVITY FACTOR, MEAN DIRECTIVITY FACTOR, WORST-CASE DIRECTIVITY FACTOR, AND COMPUTATION

TIME FOR DIFFERENT DESIGN PROCEDURES AND NUMBER OF MICROPHONES

for different probability density functions (uniform, log-uni-
form, normal, log-normal). Since the joint pdf is
separable, the mean can be written as

(67)

with

The calculation of for different pdfs is discussed
in Appendix I-B, while the calculation of and

is discussed in Appendix I-C. The variance
is equal to

(68)

with

The calculation of is discussed in Appendix I-B.

A. Probability Density Functions

For the gain pdf, we will consider four different pdfs: uni-
form, log-uniform, normal and log-normal. For the phase and
the microphone position error pdf, we will only consider the
uniform and the normal pdf.

1) Uniform and Log-Uniform pdf: The uniform pdf
with mean and width is described by

(69)

with and . In the logarithmic
domain, the uniform pdf with mean and width (in
decibels) is depicted in Fig. 12(a). Using , the
uniform pdf can be transformed [17] to the log-uniform
pdf , i.e.,

(70)

Fig. 12. Log-uniform pdf (mean u , width s ).

Fig. 13. Log-normal pdf (mean u , variance s ).

with

The log-uniform pdf is depicted in Fig. 12(b).
2) Normal and Log-Normal pdf: The normal pdf with

mean and width is described by

(71)

In the logarithmic domain, the normal pdf with mean
and width (in decibels) is depicted in Fig. 13(a). The

normal pdf can be transformed to the log-normal pdf
, i.e.,

(72)

which is depicted in Fig. 13(b).

B. Calculation of and

In this section, the mean and variance expressions are calcu-
lated for all pdfs discussed in Appendix I-A. For the sake of
conciseness, we will omit the variables in this section.
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1) Uniform pdf: Using (69), the mean and variance for a
uniform gain pdf with mean and width are equal to

2) Log-Uniform pdf: Using (70), the mean for a log-uniform
gain pdf with mean and width is equal to

and the variance is equal to

3) Normal pdf: Using (71), the mean and variance for a
normal gain pdf with mean and width are equal to

4) Log-Normal pdf: Using (72), the mean for a log-normal
gain pdf with mean and width is equal to

Using the substitution , we obtain

Using [18]

the mean is equal to

Using (72), the variance for a log-normal gain pdf is equal to

C. Calculation of and

In this section, the mean and variance expressions
and are calculated for the uni-

form and normal pdfs. For the sake of conciseness, we will
omit the variables in this section.

1) Uniform pdf: Using (69), the mean for a uniform phase
pdf with mean and width is equal to

Since a microphone position error corresponds to a fre-
quency- and angle-dependent phase error , the
mean for a uniform position error pdf with mean and width

is equal to

2) Normal pdf: Using (71), the mean for a normal phase pdf
with mean and width is equal to

Using [18]

the mean is equal to

Similarly, the mean for a normal position error pdf with mean
and width is equal to

APPENDIX II

This appendix discusses the calculation of the mean diffuse
noise correlation matrix in (37), i.e.,

(73)

for different probability density functions.
Using (68), if , (73) is equal to
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(74)

(75)

(76)

Assuming that is independent of and , i.e.,

where expressions for for different pdfs have been cal-
culated in Appendix I.

Using (68), if , (73) is equal to

Assuming that and are indepen-
dent of the angles and , i.e., and

, is equal to (74), shown at
the top of the page, where expressions for ,
and for different pdfs have been calculated in
Appendix I.

• For uniform position error pdfs and
with , is equal

to (75), which needs to be computed numerically.
• For normal position error pdfs and

with , is equal
to (76), which needs to be computed numerically.
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