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On the Output SNR of the Speech-Distortion
Weighted Multichannel Wiener Filter

Simon Doclo, Member, IEEE, and Marc Moonen, Member, IEEE

Abstract—In this letter, we prove that the output signal-to-noise
ratio (SNR) after noise reduction with the speech-distortion
weighted multichannel Wiener filter is always larger than or equal
to the input SNR, for any filter length, for any value of the tradeoff
parameter between noise reduction and speech distortion, and for
all possible speech and noise correlation matrices.

Index Terms—Multichannel Wiener filter, output signal-to-noise
ratio (SNR).

I. INTRODUCTION

WIENER filtering in the time domain or the frequency do-
main is a commonly used noise reduction technique for

single-channel and multichannel signals [3], e.g., in speech en-
hancement applications [1], [2], [4]–[8]. The standard Wiener
filter minimizes the mean-square error between the filter output
signal and the speech component in one of the microphone sig-
nals. Hence, the error signal typically consists of a term re-
lated to noise reduction and a term related to speech distortion.
Whereas the standard Wiener filter assigns equal importance to
both terms, a generalized version, the so-called speech-distor-
tion weighted Wiener filter, provides a tradeoff between noise
reduction and speech distortion [1], [2], [6].

In [8], it has been proved that the output signal-to-noise ratio
(SNR) after noise reduction with the single-channel Wiener
filter is always larger than or equal to the input SNR, for any
filter length and for all possible speech and noise correlation
matrices. However, the proof in [8] is quite involved, requiring
the generalized eigenvalue decomposition of the speech and
the noise correlation matrices and using inductive reasoning.
In this letter, we provide a simpler proof of the same statement
for the speech-distortion weighted multichannel Wiener filter
(SDW-MWF) (of which the single-channel Wiener filter is a
special case), for any value of the tradeoff parameter between
noise reduction and speech distortion. Although this result may
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appear trivial, it confirms the intuition and expectation about
the speech-distortion weighted multichannel Wiener filter, and,
to the best of our knowledge, was not available in the literature
up until now.

II. SDW-MWF

Consider a microphone array with microphones, where the
th microphone signal at time consists of a speech com-

ponent and a (white or colored) noise component ,
i.e.,

The speech and the noise components in the microphone sig-
nals are assumed to be uncorrelated, i.e.,

, where denotes the expected value operator. The
-dimensional multichannel Wiener filter aims to es-

timate the delayed speech component in the th
microphone signal, with , by minimizing the mean-
square error between the output signal and the
delayed speech component in the th microphone, i.e.,

(1)

where superscript denotes transpose of a vector or a matrix,
is the -dimensional filter vector [corresponding to fi-

nite impulse response (FIR) filters of length ], and is the
-dimensional stacked data vector defined as

The speech and the noise vectors and are defined
similarly as . Solving (1) and using the assumption that the
speech and the noise components are uncorrelated results in the
well-known multichannel Wiener solution, i.e.,

with

the -dimensional correlation matrices of the noisy
microphone signal, the speech component and the noise com-
ponent, respectively, and with the th canonical -dimen-
sional vector, i.e., a vector of which the th element is equal to
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1 and all other elements are equal to 0. Since the speech and the
noise components in the different microphone signals are as-
sumed to be (short-time) jointly stationary processes, the corre-
lation matrices are symmetric block matrices consisting
of -dimensional Toeplitz matrices. Note that in a typical
practical speech enhancement application, the correlation ma-
trix is estimated during speech periods, and the noise corre-
lation matrix is estimated during noise-only periods (speech
pauses), such that the filter is calculated as

Since and are uncorrelated, the cost function
in (1) can be decomposed as

This cost function consists of a term related to speech dis-
tortion and a term related to noise reduction. Whereas the
standard multichannel Wiener filter assigns equal importance
to both terms, a generalized version, the so-called SDW-MWF,
provides a tradeoff between the noise reduction and the speech
distortion term [1], [2], [6]. This generalized cost function can
be written as

(2)

where is the tradeoff parameter between noise reduction
and speech distortion. The SDW-MWF minimizing this
generalized cost function is equal to

If , the residual noise level is reduced at the expense of
increased signal distortion. On the contrary, if , signal
distortion is reduced at the expense of decreased noise reduction
[1], [2], [6].

III. INPUT AND OUTPUT SNR

The input SNR of the th microphone signal is equal
to

SNR

Since the speech and the noise components are assumed to be
(short-term) stationary processes, the input SNR can also be
written as

SNR

The output SNR of the signal , i.e.,
after noise reduction with the SDW-MWF, is equal to

SNR

(3)

In [8], it has been proved that the output SNR after noise re-
duction with the single-channel Wiener filter is always larger
than or equal to the input SNR, for any filter length and
for all possible speech and noise correlation matrices. How-
ever, the proof in [8] is quite involved, requiring the generalized
eigenvalue decomposition of the speech and the noise correla-
tion matrices and using an inductive reasoning. In the sequel,
we will provide a simpler proof of the same statement for the
SDW-MWF (of which the single-channel Wiener filter obvi-
ously is a special case for and ), for any value
of the tradeoff parameter .

It is always possible to decompose the speech vector as

(4)

with and -dimensional vectors equal to

Note that is a constant vector, i.e., independent of , since the
speech components in the different microphone signals are as-
sumed to be jointly stationary processes. Since and

are uncorrelated, i.e.,

the correlation matrix is equal to

(5)

with

Using (4), the cost function in (2) can now be written
as

(6)
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In the Appendix, it is shown that the filter minimizing
(6) is equal to a scaled version of the filter minimizing
the cost function

(7)

subject to the constraint . Since satis-
fies the constraint , the inequality

holds. Therefore, since and hence

such that

(8)

Using the fact that the filter is a scaled version of the
filter , the output SNR in (3) is also equal to

SNR

Hence, using (5) and the fact that , the output
SNR can be written as

SNR

Since the numerator of SNR is larger than or equal to and,
using (8), the denominator of SNR is smaller than or equal
to , the output SNR is always larger than or equal to the input
SNR, i.e.,

SNR SNR

It should be noted that the output SNR after noise reduction
with the (speech-distortion weighted) Wiener filter in single-
and multi-microphone speech enhancement applications gener-
ally can be much larger than the input SNR [1], [2], [6], [8].
In fact, the worst-case scenario, where the output SNR is equal
to the input SNR, only occurs when the speech components
are a scaled version of the noise components, i.e.,

. For this scenario, the output SNR is
equal to the input SNR for any filtering operation.

IV. CONCLUSION

In this letter, we have proved that the output SNR after noise
reduction with the SDW-MWF is always larger than or equal
to the input SNR of the microphone signal of which the speech
component is estimated. This theoretical result is a generaliza-
tion of a similar result for the single-channel Wiener filter and
confirms the intuition and expectation about the SDW-MWF.

APPENDIX

The filter minimizing (6) is equal to

Using the matrix inversion lemma, this filter can be written as

The filter minimizing (7), subject to the constraint
, is equal to

such that

with

REFERENCES

[1] S. Doclo and M. Moonen, “GSVD-based optimal filtering for single and
multimicrophone speech enhancement,” IEEE Trans. Signal Process.,
vol. 50, no. 9, pp. 2230–2244, Sep. 2002.

[2] A. Spriet, M. Moonen, and J. Wouters, “Spatially pre-processed speech
distortion weighted multi-channel Wiener filtering for noise reduction,”
Signal Process., vol. 84, no. 12, pp. 2367–2387, Dec. 2004.

[3] L. L. Scharf, Statistical Signal Processing : Detection, Estimation and
Time Series Analysis, 1st ed. Reading, MA: Addison-Wesley, Jul.
1991.

[4] S. F. Boll, “Suppression of acoustic noise in speech using spectral sub-
traction,” IEEE Trans. Acoust., Speech, Signal Process., vol. 27, no. 2,
pp. 113–120, Apr. 1979.

[5] Y. Ephraim and D. Malah, “Speech enhancement using a minimum
mean-square error short-time spectral amplitude estimator,” IEEE
Trans. Acoust., Speech, Signal Process., vol. 32, no. 6, pp. 1109–1121,
Dec. 1984.

[6] Y. Ephraim and H. L. Van Trees, “A signal subspace approach for speech
enhancement,” IEEE Trans. Speech Audio Process., vol. 3, no. 4, pp.
251–266, Jul. 1995.

[7] E. J. Diethorn, “Subband noise reduction methods for speech enhance-
ment,” in Acoustic Signal Processing for Telecommunication, S. L. Gay
and J. Benesty, Eds. Boston, MA: Kluwer, 2000, ch. 9, pp. 155–178.

[8] J. Benesty, J. Chen, A. Huang, and S. Doclo, “Study of the Wiener filter
for noise reduction,” in Speech Enhancement, J. Benesty, J. Chen, and
S. Makino, Eds. New York: Springer-Verlag, 2005, ch. 2, pp. 9–42.


	toc
	On the Output SNR of the Speech-Distortion Weighted Multichannel
	Simon Doclo, Member, IEEE, and Marc Moonen, Member, IEEE
	I. I NTRODUCTION
	II. SDW-MWF
	III. I NPUT AND O UTPUT SNR
	IV. C ONCLUSION
	S. Doclo and M. Moonen, GSVD-based optimal filtering for single 
	A. Spriet, M. Moonen, and J. Wouters, Spatially pre-processed sp
	L. L. Scharf, Statistical Signal Processing : Detection, Estimat
	S. F. Boll, Suppression of acoustic noise in speech using spectr
	Y. Ephraim and D. Malah, Speech enhancement using a minimum mean
	Y. Ephraim and H. L. Van Trees, A signal subspace approach for s
	E. J. Diethorn, Subband noise reduction methods for speech enhan
	J. Benesty, J. Chen, A. Huang, and S. Doclo, Study of the Wiener



