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Reduced-Bandwidth and Distributed
MWF-Based Noise Reduction Algorithms

for Binaural Hearing Aids
Simon Doclo, Member, IEEE, Marc Moonen, Fellow, IEEE, Tim Van den Bogaert, Member, IEEE, and Jan Wouters

Abstract—In a binaural hearing aid system, output signals
need to be generated for the left and the right ear. Using the
binaural multichannel Wiener filter (MWF), which exploits all
microphone signals from both hearing aids, a significant reduction
of background noise can be achieved. However, due to power
and bandwidth limitations of the binaural link, it is typically
not possible to transmit all microphone signals between the
hearing aids. To limit the amount of transmitted information, this
paper presents reduced-bandwidth MWF-based noise reduction
algorithms, where a filtered combination of the contralateral
microphone signals is transmitted. A first scheme uses a signal-in-
dependent beamformer, whereas a second scheme uses the output
of a monaural MWF on the contralateral microphone signals and
a third scheme involves an iterative distributed MWF (DB-MWF)
procedure. It is shown that in the case of a rank-1 speech cor-
relation matrix, corresponding to a single speech source, the
DB-MWF procedure converges to the binaural MWF solution.
Experimental results compare the noise reduction performance
of the reduced-bandwidth algorithms with respect to the bench-
mark binaural MWF. It is shown that the best performance of
the reduced-bandwidth algorithms is obtained by the DB-MWF
procedure and that the performance of the DB-MWF procedure
approaches quite well the optimal performance of the binaural
MWF.

Index Terms—Binaural hearing aid, distributed processing, mul-
tichannel Wiener filter (MWF), noise reduction.
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I. INTRODUCTION

N OISE reduction algorithms in hearing aids are crucial to
improve speech understanding in background noise for

hearing-impaired persons. Since multimicrophone noise reduc-
tion systems are able to exploit spatial information in addition
to spectro–temporal information, they are typically preferred to
single-microphone systems. In a dual hearing aid system, output
signals for both ears are generated, either by operating both
hearing aids independently (a bilateral system) or by sharing in-
formation between the hearing aids (a binaural system) [1]–[10],
e.g., using a wireless link.

In [11], a binaural multichannel Wiener filter (MWF) tech-
nique has been proposed that produces an estimate of the desired
speech signal component in both hearing aids and that enables
a tradeoff between noise reduction and speech distortion. It has
been shown that this technique—and its extensions—provides
significant noise reduction and is able to partly preserve the bin-
aural localization cues, i.e., the interaural time and level differ-
ence [11]–[14], [25]. This binaural MWF will be reviewed in
Section III. Since the binaural MWF optimally exploits all mi-
crophone signals from both hearing aids, all microphone signals
need to be transmitted over the binaural link, requiring a large
bandwidth.

Currently available binaural hearing aids with a wireless link
have very limited data rates (e.g., 215 bit/s [15]) and are only
able to transmit data in order to compare and coordinate the
parameter settings of both hearing aids (e.g., volume, acoustic
scene classification, noise reduction parameters). Although fu-
ture binaural hearing aids will also allow for transmission of
(coded) audio signals [16], power consumption will severely
restrict the number of microphone signals that can be trans-
mitted. Hence, Section IV presents reduced-bandwidth MWF-
based noise reduction algorithms where only one signal is trans-
mitted from the contralateral side. First, suboptimal schemes
are discussed, either using the front contralateral microphone
signal, using a signal-independent superdirective beamformer
or using the output of a monaural MWF on the contralateral
microphone signals. Next, an iterative distributed MWF (DB-
MWF) procedure is presented that—remarkably—converges to
the binaural MWF solution in the case of a rank-1 speech cor-
relation matrix and that approaches the binaural MWF solution
if this rank-1 property is not satisfied.

For a binaural hearing aid system with two microphones on
each hearing aid, Section V compares the performance of all
discussed binaural noise reduction algorithms for several real-
istic speech and noise configurations and for different rever-
beration conditions. In general, the binaural MWF results in
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Fig. 1. General binaural processing scheme.

the largest SNR improvement and the best performance of the
considered reduced-bandwidth algorithms is achieved by the
DB-MWF procedure. For most configurations, the performance
of the DB-MWF procedure moreover approaches the perfor-
mance of the binaural MWF, even though the speech correla-
tion matrices in the simulations are not rank-1 matrices. It is
also shown that the iterative DB-MWF procedure already con-
verges after two or three iterations. In addition, Section V in-
vestigates the influence of the fast Fourier transform (FFT) size
on the performance and analyzes the contralateral spatial direc-
tivity pattern, showing that optimally a signal with a high SNR
should be transmitted from the contralateral side.

II. CONFIGURATION AND NOTATION

We consider the binaural hearing aid configuration depicted
in Fig. 1, where both hearing aids have a microphone array con-
sisting of microphones. The th microphone signal in the
left hearing aid can be written in the frequency-domain
as

(1)

where represents the speech component and
represents the noise component. Similarly, the th microphone
signal in the right hearing aid is .
For conciseness we will omit the frequency-domain variable
from now on.

We define the -dimensional stacked vectors and
and the -dimensional signal vector as

...
... (2)

The signal vector can be written as , where and
are defined similarly to .
In the case of a single speech source, the speech signal vector

can be written as

(3)

with the -dimensional steering vector containing the
acoustic transfer functions from the speech source to the micro-
phones (including room acoustics, microphone characteristics,

and head shadow effect) and the speech signal. The vector
is defined similarly to in (2), i.e.,

...
... (4)

In a binaural processing scheme, collaboration between both
hearing aids is achieved by transmitting signals between the
hearing aids (e.g., using a wireless link). The signals transmitted
from the left hearing aid to the right hearing aid are represented
by the -dimensional vector , and the signals transmitted
from the right hearing aid to the left hearing aid are represented
by the -dimensional vector , typically with . We
assume that the transmitted signals are a linear combination of
the contralateral microphone signals, i.e.,

(5)

where and are -dimensional complex matrices.
The output signals and for the left and the right ear are

obtained by filtering and summing the ipsilateral microphone
signals and the transmitted signals from the contralateral ear,
i.e.,

(6)

(7)

where and are -dimensional vectors and and
are -dimensional vectors. Hence, the output signals can

be written as linear combinations of all microphone signals, i.e.,

(8)

where the -dimensional vectors and are given as

(9)

III. BINAURAL MULTICHANNEL WIENER FILTER

The binaural MWF in [11] assumes that all microphone sig-
nals are transmitted, i.e., , with the

-dimensional identity matrix. The binaural MWF pro-
duces a minimum-mean-square-error (MMSE) estimate of the
speech component in both hearing aids, hence simultaneously
performing noise reduction and limiting speech distortion. The
MSE cost function for the filter , estimating the speech com-
ponent in the front microphone of the left hearing aid, is
equal to

(10)

where we have assumed statistical independence between the
speech component and the noise component . Alternatively,
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to provide a tradeoff between speech distortion and noise reduc-
tion, the speech distortion weighted multichannel Wiener filter
(SDW-MWF) minimizes the weighted sum of the residual noise
energy and the speech distortion energy [17], [18], i.e.,

(11)

where is the tradeoff parameter. Similarly, the SDW-MWF
cost function for the filter estimating the speech component

in the front microphone of the right hearing aid is equal to

(12)

In the following, we will use SDW-MWF cost functions (and al-
gorithms), but for conciseness refer to these as MWF cost func-
tions (and algorithms).

Defining and as the -dimensional speech
and the noise correlation matrices, i.e.,

(13)

the MWF cost functions can be written as

(14)

(15)

with

(16)

(17)

The vectors and are -dimensional vectors with only
one element equal to 1 and the other elements equal to 0, and
with and . In practice, the speech
correlation matrix obviously is unknown, but it can be es-
timated as , with . The noise
correlation matrix can be computed during noise-only pe-
riods and the correlation matrix can be computed during
speech-and-noise periods, requiring a voice activity detection
mechanism.

The binaural MWF cost function is obtained by summing the
(independent) cost functions for the left and the right hearing
aid in (11) and (12), i.e.,

(18)

with , and the -dimensional vectors and
and the -dimensional matrix defined as

(19)

Assuming is a positive definite matrix and , the matrix
is a positive definite matrix.
By setting the gradient of with respect to equal to

zero, the filter minimizing (18) is equal to

(20)

such that using (16), (17), and (19), the optimal filters and
are given as

(21)
and the minima of the MWF cost functions are equal to

(22)

(23)

In the case of a single speech source, the speech correlation
matrix is a rank-1 matrix, i.e.,

(24)

with the power of the speech signal. Using the
matrix inversion lemma, the filters and are then found
to be equal to

(25)
with and elements of , cf. (4). This implies that

(26)

where

(27)

is the complex conjugate of the interaural transfer function (ITF)
[13], [14] of the speech component. Hence, in the case of a
single speech source the binaural MWF filter vectors for the left
and the right hearing aid are parallel, which in general is not the
case for (21). In the case of a single speech source, the minima
of the MWF cost functions are equal to

(28)

such that .

IV. REDUCED-BANDWIDTH MWF ALGORITHMS

The binaural MWF (B-MWF) discussed in Section III ex-
ploits all microphone signals, requiring signals to be
transmitted over the binaural link. In order to limit power con-
sumption (and bandwidth), this section presents MWF-based al-
gorithms that use only one signal transmitted from the contralat-
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eral ear, i.e., , reducing and to -dimensional
vectors and and to scalars, i.e.,

(29)

This corresponds to constraining to be parallel to and
to be parallel to . It is important to observe that the

B-MWF in (21) can still be obtained using this scheme, namely
if is parallel to and is parallel to . However,
these filters now have to be computed without all microphone
signals being transmitted, which seems infeasible at first sight
since the full correlation matrices in (13) can not be computed.

Sections IV-A and IV-B first present suboptimal schemes, ei-
ther using (signal-independent) fixed beamformers or using the
(signal-dependent) output of a monaural MWF on the contralat-
eral microphone signals. In Section IV-C an iterative distributed
MWF procedure is presented that converges to the B-MWF so-
lution in the case of a rank-1 speech correlation matrix and that
approaches the B-MWF solution if this rank-1 property is not
satisfied.

A. Fixed Beamformer (MWF-Front and MWF-Superd)

In this scheme, the filters and , which can be viewed
as monaural beamformers, are signal-independent. In a simple
implementation, only the contralateral front microphone signals
are transmitted, i.e., (MWF-
front), whereas in a more advanced implementation and

are monaural superdirective beamformers (MWF-superd).
Section V-A explains in more detail how these superdirective
beamformers are computed.

B. Contralateral MWF (MWF-Contra)

In this scheme, the transmitted signals are the output of a
monaural MWF, estimating the contralateral speech component
only using the contralateral microphone signals. Hence, the
filters and can be found as

(30)

(31)

The resulting filters can be written, using and
, as

(32)

(33)

In Appendix A, it is shown that in general this scheme is sub-
optimal, since is not parallel to and is not par-
allel to . It is also shown that the optimal B-MWF solu-
tion is obtained in the case of a single speech source and when
the noise components between the left and the right hearing aid
are uncorrelated. However, since this scenario does not occur in
practice, we expect the MWF-contra performance always to be
lower than the B-MWF performance, which is verified by the
experimental results in Section V. In addition, the MWF-contra
scheme has a high computational complexity, since two MWF

Fig. 2. Distributed binaural MWF procedure (DB-MWF).

Fig. 3. Iterative procedure for updating the filter coefficients at the left and the
right hearing aid.

solutions now have to be computed on each hearing aid, e.g.,
for the left hearing aid an -dimensional MWF for computing

and an -dimensional MWF for computing
and .

C. Iterative Distributed Binaural MWF Procedure (DB-MWF)

The distributed binaural MWF scheme is depicted in Fig. 2.
Basically, in each iteration the filter is equal to from
the previous iteration, and the filter is equal to from
the previous iteration. If we denote the filters and the signals in
the th iteration with superscript , then the iterative procedure
runs as follows (see Figs. 2 and 3).

1) Transmit to the left hearing aid, with
.

2) Using and as input signals, calculate and
that minimize the MWF cost function estimating the

speech component in the left front microphone, i.e.,

(34)

3) Transmit to the right hearing aid, with
.

4) Using and as input signals, calculate and
that minimize the MWF cost function estimating the

speech component in the right front microphone, i.e.,

(35)

Hence, considering (29), the -dimensional filters and
are structured as

(36)
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which is also depicted in Fig. 3. Hence, if the procedure con-
verges (see below), then the following relationship holds for

:

(37)

i.e., the first (second) part of is parallel to the first (second)
part of .

We now show that in the case of a single speech source, the
iterative DB-MWF procedure—remarkably—converges to the
B-MWF solution in (25). First, it is shown that the MWF cost
function in (18) decreases in each iteration of the DB-MWF
procedure, i.e.,

(38)

In particular, we will prove that

(39)

Proof: In the case of a single speech source, the MWF cost
functions in (11) and (12) are equal to

(40)

(41)

such that, using defined in (27), the following
relationships hold for any and :

(42)

(43)

Since and minimize in (34), it readily follows that

(44)
Similarly, since and minimize in (35), it
readily follows that

(45)

Using these inequalities and considering (42) and (43), it then
follows that

(46)

Similarly

(47)

Secondly, from (38) the convergence of the DB-MWF proce-
dure to the B-MWF solution in (25) can be proven, i.e.,

(48)

Proof: Since the MWF cost functions in (34) and (35) are
quadratic cost functions, the equality sign of the inequalities in
(44) and (45) only holds if

(49)
Hence, using (46) and (47), unless the condition in (49) is sat-
isfied, the MWF cost functions are strictly decreasing, i.e.,

(50)

Since in the case of a single speech source, the B-MWF solu-
tion and in (25), minimizing the MWF cost functions

and , exactly satisfies (49), the DB-MWF proce-
dure converges to this solution, i.e., and
in (37).

In the general case where is not a rank-1 matrix, (38)
does not hold, i.e., the MWF cost function does not necessarily
decrease in each iteration, and the iterative DB-MWF proce-
dure usually does not converge to the optimal filters and

in (21), as these filters generally do not satisfy (37). How-
ever, extensive simulations show that, independent of the ini-
tial value for , the iterative DB-MWF procedure always
converges to the same filters and and that the con-
verged filters—not surprisingly—appear to provide the solution
of the following constrained optimization problem: minimize
the B-MWF cost function in (18), i.e.,

(51)

subject to linear constraints as in (37), which can be rewritten as

(52)

(53)

This is stated here as an observation, as a formal proof is not
available at this point. The solution of the above constrained
optimization problem can be easily computed by reformulating
the constraints in (52) and (53) and by solving the associated
Lagrange dual problem (cf. Appendix B). Although the solution
of the constrained optimization problem gives rise to higher cost
functions, i.e.,

(54)



DOCLO et al.: REDUCED-BANDWIDTH AND DISTRIBUTED MWF-BASED NOISE REDUCTION ALGORITHMS 43

the experimental results in Section V show that the iterative
DB-MWF procedure can still be used in practice and approaches
the B-MWF performance in the general case where is not a
rank-1 matrix.

Note that throughout this section we have assumed iterations
on the same block of data. To limit computational complexity
in a real-time implementation, the iteration index obviously
will need to be replaced by a block (time) index, resulting in
a time-recursive algorithm. However, if the signals can be as-
sumed stationary for two or three blocks (cf. Section V-C), no
performance degradation is expected. However, this paper does
not elaborate on the time-recursive algorithm for the distributed
binaural MWF procedure.

V. EXPERIMENTAL RESULTS

In this section, experimental results are presented for a bin-
aural hearing aid system with two microphones on each hearing
aid. Section V-A describes the experimental setup and defines
the typical parameter values and the performance measures
used here. Section V-B compares the performance, i.e., SNR
improvement and contralateral spatial directivity pattern, of the
considered binaural noise reduction algorithms. In addition,
Section V-C analyzes the effect of the number of iterations for
the DB-MWF procedure, and in Sections V-D and V-E the
influence of the FFT size and of VAD errors on the algorithms’
performance is investigated.

A. Setup and Performance Measures

Two hearing aids with omnidirectional microphones
(Sonion 6378) each have been mounted on a CORTEX MK2 ar-
tificial head in a reverberant room. The distance between the mi-
crophones on each hearing aid is approximately 1 cm. By using
acoustical curtains, the reverberation time of the room can be
changed from ms to ms, where the latter
condition is comparable to an average living room. Acoustic
transfer functions between loudspeakers (Fostex 6301B) and all
four microphones have been measured for both reverberation
times, where the loudspeakers are placed at a distance of 1 m
and at different angles from the head. The sampling frequency
is equal to 20.48 kHz. Different speech and noise configurations
have been considered (see Fig. 4):

• a speech source in front of the head and several
noise configurations : a single noise source at 60 ,
90 , 120 , 180 , 270 , or 300 ; two noise sources at

, , or ; and
four noise sources at (denoted
as N4a in the figures) or (de-
noted as N4b in the figures);

• a speech source at the right side of the head
and a single noise source at .

The speech source consists of four consecutive sentences from
the HINT database [19], and the noise source is multi-talker
babble noise (Auditec). For all configurations, the input broad-
band SNR is 0dB in the front microphone signal of the left
hearing aid.

The FFT size used for frequency-domain processing is typi-
cally equal to , except in Section V-D the influence of

Fig. 4. Binaural hearing aid setup with speech and noise configuration.

Fig. 5. �SNR for B-MWF, MWF-front and DB-MWF �� � ��� for dif-
ferent configurations (� � ���, � � �	� ms).

the FFT size on the noise reduction performance is investigated.
The MWF-based noise reduction procedures described in Sec-
tions III and IV are applied in each individual frequency bin.

Using a voice activity detector (VAD) on the complete signal
(26 s), the noise correlation matrix in each frequency bin
is computed during noise-only periods, the correlation matrix

in each frequency bin is computed during speech-and-noise
periods, and the speech correlation matrix in each frequency bin
is estimated as . For most experiments, a perfect
VAD has been used, except in Section V-E the influence of VAD
errors on the algorithms’ performance is investigated.

To assess the performance of the different algorithms, the
broadband intelligibility weighted SNR improvement [20] be-
tween the output signal and the front microphone signal is com-
puted, i.e., for the left and the right hearing aid

SNR SNR SNR (55)

SNR SNR SNR (56)



44 IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 17, NO. 1, JANUARY 2009

Fig. 6. �SNR for B-MWF, MWF-front and DB-MWF �� � ��� for dif-
ferent configurations (� � ���, � � �	� ms).

Fig. 7. �SNR difference for B-MWF, MWF-contra, MWF-superd, and
DB-MWF �� � ��� compared to MWF-front for different configurations
(� � ���, � � �	� ms).

where SNR represents the SNR (in dB) in the th frequency
bin and expresses the importance of the th frequency bin
for speech intelligibility [21].

For all MWF algorithms presented in Sections III and IV we
have used . For MWF-superd discussed in Section IV-A,
the superdirective beamformers and are computed as
the (monaural) MWF solutions for the following configuration:
a speech source in front of the head and noise sources arriving
from all possible directions, i.e., every 30 in our setup; speech-
weighted noise for both the speech and the noise sources; broad-
band input SNR equal to 0 dB in the front microphone signal.
The fullband spatial directivity pattern of the resulting filter

is depicted in Fig. 9(d). Once computed, the same superdi-
rective beamformers and are used for all considered
speech and noise configurations, even the configuration where
the speech source is located at 90 . For the iterative DB-MWF
procedure discussed in Section IV-C, the number of iterations is

Fig. 8. �SNR difference for B-MWF, MWF-contra, MWF-superd, and
DB-MWF �� � ��� compared to MWF-front for different configurations
(� � ���, � � �	� ms).

(cf. Section V-C), and the filter has been initial-
ized to , i.e., in the first iteration the
front microphone signal of the right hearing aid is transmitted
to the contralateral side.

B. SNR Improvement for Different Configurations and
Reverberation Times

For all considered speech and noise configurations and for
reverberation time ms, Figs. 5 and 6 depict the
SNR improvement at the left and the right hearing aid for the
B-MWF, MWF-front, and the DB-MWF procedure. In order not
to overload these figures, the performance of MWF-contra and
MWF-superd has not been plotted on these figures, but the dif-
ference in SNR improvement compared to MWF-front has been
plotted in Figs. 7 and 8. In general, for all algorithms the SNR
improvement is larger when the speech source and the noise
source(s) are spatially more separated, with the largest improve-
ment occurring in the hearing aid where the input SNR is lower,
e.g., for the SNR improvement is larger in the right
hearing aid than in the left hearing aid.

From Figs. 5–8, the following observations can be made.
• The B-MWF (using four microphones) generally results in

the largest SNR improvement of all algorithms, up to 4
dB better than MWF-front (using three microphones). Al-
though B-MWF is theoretically optimal, for some config-
urations, e.g., and , its performance
is slightly lower than the performance of MWF-contra and
the DB-MWF procedure, which might be due to estimation
errors in the speech correlation matrices .

• The performance of MWF-superd, where a filtered com-
bination of the contralateral microphone signals using a
superdirective beamformer is transmitted, lies between
the performance of MWF-front and B-MWF. The per-
formance of MWF-superd is relatively better when the
(signal-independent) spatial directivity pattern of the
used superdirective beamformer approaches the optimal
(signal-dependent) spatial directivity pattern of B-MWF,
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Fig. 9. Spatial directivity pattern of � with � � ����� � ��� � and � � ��� ms for (a) B-MWF, (b) MWF-front, (c) MWF-contra, (d) MWF-superd, (e)
DB-MWF �� � ��	.

which can e.g., be observed for SNR when
or for SNR when . However, in general,
the performance of MWF-superd is worse than the per-
formance of MWF-contra and DB-MWF. Obviously, a
disadvantage of MWF-superd is the fact that the position
of the speech source needs to be known for optimally
designing the superdirective beamformer.

• The performance of MWF-contra, where the output of a
monaural MWF on the contralateral microphone signals
is transmitted, typically lies between the performance of
MWF-front and B-MWF. However, for the SNR
improvement in the left hearing aid is smaller than for
MWF-front, which is likely due to the fact that using the
monaural MWF in (30), i.e., with two microphones, it
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Fig. 10. �SNR for B-MWF, MWF-front, and DB-MWF �� � ��� for dif-
ferent configurations (� � ���, � � 	�� ms).

Fig. 11. �SNR for B-MWF, MWF-front, and DB-MWF �� � ��� for dif-
ferent configurations (� � ���, � � 	�� ms).

is not possible to approach the optimal spatial directivity
pattern of the B-MWF well enough since the speech and
the noise sources are located close to each other. A similar
situation occurs for SNR when .

• In general, the best performance of all presented reduced-
bandwidth algorithms is achieved by the DB-MWF proce-
dure, and compared to MWF-contra a substantial perfor-
mance benefit is obtained, especially for and

and when multiple noise sources are present.1

Moreover, for most configurations the performance of the
DB-MWF procedure approaches the performance of the
B-MWF, even though in the simulations the speech cor-
relation matrices are not rank-1 matrices because of

1The configurations � � ��� and � � �
� , where the performance of
the DB-MWF procedure is slightly lower than the performance of MWF-contra,
either in the left or the right hearing aid, need further investigation.

Fig. 12. �SNR

difference for B-MWF, MWF-contra, MWF-superd, and
DB-MWF �� � ��� compared to MWF-front for different configurations
(� � ���, �

� 	�� ms).

Fig. 13. �SNR difference for B-MWF, MWF-contra, MWF-superd, and
DB-MWF �� � ��� compared to MWF-front for different configurations
(� � ���, � � 	�� ms).

overlap between adjacent FFT frequency bins and by esti-
mating the speech correlation matrices as .

For the configuration and for rever-
beration time ms, Fig. 9 plots the fullband spatial
directivity pattern of the filter , i.e., the pattern generated
using the right microphone signals and transmitted to the left
hearing aid. For the B-MWF [see Fig. 9(a)], it can be observed
that a null is steered towards the direction of the noise sources,
implying that optimally a signal with a high SNR should be
transmitted to the contralateral side. Since this is not the case
when transmitting the front microphone signal [see Fig. 9(b)],
or when using the superdirective beamformer [see Fig. 9(d)], the
SNR improvement in the left hearing aid substantially degrades
for MWF-front and MWF-superd, as can be observed in Fig. 5.
Since MWF-contra also suppresses the direction of the noise
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Fig. 14. SNR improvement at the left and the right hearing aid with � �
����� � ��� � for the iterative DB-MWF procedure as a function of the number
of iterations (� � ���, � � ��� ms and 	�� ms).

sources [see Fig. 9(c)], its performance is better than the perfor-
mance of MWF-front and MWF-superd. The best performance
is obtained by the DB-MWF procedure, as its spatial directivity
pattern in Fig. 9(e) closely matches the spatial directivity pat-
tern of the B-MWF in Fig. 9(a). Using these spatial directivity
patterns, it is possible to some extent to explain the performance
of the different algorithms for different noise configurations.

For the reverberation time ms, Figs. 10–13 de-
pict the SNR improvement in the left and the right hearing aid
for all considered algorithms. Although the SNR improvements
are smaller and hence also the differences between the algo-
rithms are smaller, the same conclusions as for ms
hold, where in general the best performance of all presented re-
duced-bandwidth algorithms is achieved by the DB-MWF pro-
cedure and the performance of the DB-MWF procedure ap-
proaches quite well the performance of the B-MWF.

C. Influence of the Number of Iterations for DB-MWF

For the configuration and for both re-
verberation times, Fig. 14 depicts the SNR improvement of the
DB-MWF procedure in the left and the right hearing aid as a
function of the number of iterations. This figure shows that al-
ready after two or three iterations the final performance is ob-
tained, such that certainly suffices for convergence of
the iterative DB-MWF procedure. This has also been verified
for other configurations.

D. Influence of the FFT Size

For the configuration and for re-
verberation time ms, Fig. 15 depicts the SNR
improvement in the left and the right hearing aid for different
FFT sizes, ranging from 64 to 512. As can be expected, a better
performance is obtained when using longer filter lengths. From
this figure it can also be observed that for all FFT sizes the best
performance of all presented reduced-bandwidth algorithms is

Fig. 15. SNR improvement at the left and the right hearing aid with
� � ����� � ��� � for B-MWF, MWF-front, MWF-contra, MWF-superd,
and DB-MWF 
� � ��� as a function of the FFT size � 
� � ��� ms�.

achieved by the DB-MWF procedure, but that the difference
between the B-MWF and the reduced-bandwidth algorithms
(MWF-superd, MWF-contra, DB-MWF) increases as the FFT
size increases, even to the point where the performance of
MWF-superd and MWF-contra is smaller than the performance
of MWF-front.

E. Influence of VAD Errors

In the previous sections, we have used a perfect VAD for com-
puting the correlation matrices and . In this section, we
investigate the influence of VAD errors on the performance of
the B-MWF, MWF-front, and DB-MWF procedure. We have
systematically introduced two types of VAD errors: speech VAD
errors, where speech-and-noise samples are detected as noise
and represents the percentage of samples used to compute the
noise correlation matrix that are actually speech-and-noise
samples, and noise VAD errors, where noise samples are de-
tected as speech-and-noise and represents the percentage of
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Fig. 16. SNR improvement at the left hearing aid with � � ����� � ��� �
for B-MWF, MWF-front, and DB-MWF �� � ��� for different VAD errors
(� � ��	, � � �
� ms).

samples used to compute the correlation matrix that are ac-
tually noise samples.2

For the configuration and for reverber-
ation time ms, Fig. 16 depicts the SNR improvement
in the left hearing aid for different speech and noise VAD errors.
This figure shows that the performance for all MWF algorithms
degrades when (speech VAD errors) is larger than 20%, and
that the performance is less sensitive to noise VAD errors. This
corresponds to the conclusions obtained in [22]. Moreover, the
performance of the DB-MWF procedure still approaches the
performance of the B-MWF for all VAD errors, although the
performance difference increases for larger .

2Throughout this paper, we have discussed batch versions of the MWF algo-
rithms, where the correlation matrices � and � and the filter� are com-
puted using the complete signal. Although introducing VAD errors in the batch
versions gives an indication of the algorithms’ sensitivity to VAD errors, it is im-
portant to realize that the sensitivity may be different for the adaptive (time-re-
cursive) versions of the MWF algorithms, which are not discussed in this paper.

VI. CONCLUSION

The wireless link in a binaural hearing aid system typically
does not allow to transmit all microphone signals between
the hearing aids. In this paper, we have discussed several
reduced-bandwidth MWF-based noise reduction algorithms,
where only a filtered combination of the contralateral micro-
phone signals is transmitted. Suboptimal schemes have been
presented, either using the front contralateral microphone
signal, using a fixed superdirective beamformer, or using the
output of a monaural MWF on the contralateral microphone
signals. In addition, an iterative distributed MWF procedure has
been presented that converges to the binaural MWF solution
in the case of a rank-1 speech correlation matrix and that
approaches the binaural MWF solution if this rank-1 property
is not satisfied. For a binaural hearing aid system with two
microphones on each hearing aid, experimental results for
several speech and noise configurations and for different rever-
beration times show that the best performance of all considered
reduced-bandwidth algorithms is achieved by the DB-MWF
procedure. Moreover, even though the speech correlation
matrices in the simulations are not rank-1 matrices, the perfor-
mance of the DB-MWF procedure approaches the performance
of the binaural MWF. Further work will consist of transforming
the iterative DB-MWF procedure to a time-recursive algorithm,
lowering the computational complexity.

APPENDIX A

Proof for Contralateral MWF: If we define using its
submatrices as

(57)

then the inverse of this matrix is equal to (58), as shown at the
bottom of the page, with and

.
In the case of a single speech source, the filters and

can be written, using (25) and (58), as shown n (59)–(60)
at the bottom of the next page, and the filters and in

(58)

(59)

(60)
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(32) and (33) are equal to

(61)

Generally, is not parallel to and is not parallel
to . However, when the noise components between the left
and the right hearing aid are uncorrelated, i.e., ,
the filters and in (59) and (60) reduce to

(62)

such that is parallel to and is parallel to .
In the general case where is not a rank-1 matrix, the filters

and can be written, using (21), as shown in (63)–(64)
at the bottom of the page, with . The filters
and in (32) and (33) are equal to

(65)

In general, no relationship exists between and , such that
is not parallel to and is not parallel to . This

is not even the case when the speech and the noise components
between the left and the right hearing aid are uncorrelated, i.e.,

, and the filters and in (63) and (64)
reduce to

(66)

APPENDIX B

CONSTRAINED OPTIMIZATION PROBLEM

FOR THE GENERAL CASE:

In order to solve the constrained optimization problem

(67)

(68)

(69)

we first reformulate the constraints by eliminating the (un-
known) variables and . We then consider the associated

Lagrange dual problem, which is known to be a convex problem
and hence can be easily optimized.

The constraints in (68) and (69) correspond to being
parallel to and being parallel to , i.e.,

(70)

These expressions can be reformulated as quadratic
constraints by eliminating and , i.e.,

(71)

which can be written as

(72)
with the -dimensional symmetric matrices and

and the -dimensional anti-symmetric matrix
defined as

...

...

(73)

The matrices and are indefinite, since they have two
eigenvalues equal to 1, two eigenvalues equal to , and

eigenvalues equal to 0. Since the appearance of the transpose
instead of the Hermitian transpose in the constraints

(72) hampers further operations, such as gradient calculation,
we reformulate the cost function (67) and the constraints (72)
using real-valued variables. We decompose , and into
their real and imaginary parts, i.e.,

(74)

(63)

(64)
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It can be easily shown that the optimization problem in (67) can
be rewritten as

(75)

with the real-valued variables , and defined as

(76)

and that the constraints in (72) can be rewritten as

(77)

with

(78)

Note that , , and are symmetric matrices. For
convenience, we will rewrite the constraints in
(77) as

(79)

To solve the constrained optimization problem in (75) and
(79), we consider the associated (unconstrained) Lagrange dual
problem3 [23]. The Lagrange dual problem is defined as the
maximization of the Lagrange dual function , which is the
infimum of the Lagrangian , i.e.,

(80)

where the Lagrangian is defined as

(81)

with the Lagrange multipliers. The Lagrange dual problem
(80) is a convex optimization problem in the Lagrange multi-
pliers, for which the solution -in the case of strong duality- cor-
responds to the solution of the associated constrained optimiza-
tion problem [23]. When is a positive definite
matrix, the Lagrange dual function is equal to

(82)

3Note that the constrained optimization problem appears to be non-convex,
since the matrices �� in (79) are not positive definite.

corresponding to the filter

(83)

When this matrix is not positive definite, . The
Lagrange multipliers for which are called dual
feasible. Although no closed-form solution exists for the La-
grange multipliers maximizing in (82), this concave func-
tion can be easily maximized using an iterative, e.g., quasi-
Newton, method [24]. In order to improve the numerical robust-
ness and convergence speed, both the gradient and the Hessian,
i.e.,

(84)

(85)

can be supplied analytically. Since is a positive definite ma-
trix, always is dual feasible and can be used as an initial
value.
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