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Design of Broadband Beamformers Robust Against
Gain and Phase Errors in the Microphone
Array Characteristics

Simon Doclg Student Member, IEEEBNnd Marc MoonenMember, IEEE

Abstract—Fixed broadband beamformers using small-size mi- noise reduction performance than fixed beamforming tech-
crophone arrays are known to be highly sensitive to errors in the njques and are able to adapt to changing acoustic environments.
microphone array characteristics. This paper describes two design However, fixed beamforming techniques (with a fixed spatial

procedures for designing broadband beamformers with an arbi- directivit it fi f db thev d i
trary spatial directivity pattern, which are robust against gain and irectivity pattern) are sometimes preferred because they do no

phase errors in the microphone array characteristics. The firstde- require a control algorithm in order to avoid signal distortion
sign procedure optimizes the mean performance of the broadband and signal cancellation and because of their easy implemen-
beamformer and requires knowledge of the gain and the phase tation and low computational complexity. Fixed beamformers
probability density functions, whereas the second design proce- 5.6 frequently used for creating the speech and noise reference

dure optimizes the worst-case performance by using a minimax _. ; . . .
criterion. Simulations with a small-size microphone array showthe  S19na@l in-a GSC, for creating multiple beams [9], [10], in

performance improvement that can be obtained by using a robust applications where the position of the speech source is assumed

broadband beamformer design procedure. to be (approximately) known, such as hearing aid applications
Index Terms—Broadband beamformer, microphone character- [11]_[1_3]’ and in highly_ reverbera_nt aco_ust.ic environments.
istics, minimax, probability density function, robustness. Inthis paper, we are interested in desigmolgust broadband

beamformersvith a givenarbitrary spatial directivity pattern
for a givenarbitrary microphone array configuratigrusing an
|. INTRODUCTION FIR filter-and-sumstructure. Using traditional types of fixed
N MANY speech communication applications, such algeamformers, such as delay-and-sum beamforming, differential
hands-free mobile telephony, hearing aids, and voice-canicrophone arrays [14], superdirective microphone arrays [12],
trolled systems, the recorded microphone signals are corrupkgd], [16], and frequency-invariant beamforming [17], it is gen-
by acoustic background noise and reverberation [1]-[3]. Backrally not possible to design arbitrary spatial directivity patterns
ground noise and reverberation cause a signal degradatiiomarbitrary microphone array configurations. However, in [18]
which can lead to total unintelligibility of the speech and@nd [19], several procedures are described for designing broad-
which decreases the performance of speech recognition dathd beamformers with an arbitrary spatial directivity pattern.
speech coding systems. Therefore, efficient signal enhancemBne design consists of calculating the filter coefficients such that
algorithms are required. the spatial directivity pattern optimally fits the desired spatial
Well-known multimicrophone signal enhancement teclglirectivity pattern with respect to some cost function. Different
nigues are fixed and adaptive beamforming [4]. Adaptiviechniques can be used, e.g., weighted least-squares filter de-
beamforming techniques, such as the generalized sidelsign, nonlinear optimization techniques [20]-[23], a maximum
canceller (GSC) and its variants [5]-[8], generally have a bett@nergy array [24] or eigenfilters [19], [25]. Many such broad-
band beamformer design procedures perform the design individ-
ually for separate frequencies and/or approximate the (double)

, _ _ . integrals that arise in the design by a finite sum over a grid of
Manuscript received October 1, 2002; revised March 12, 2003. This wo,

K . . . .
was carried out at the ESAT laboratory of the Katholieke Universiteit LeuveflliequenCIeS and angles. In this paper, we will calculate full inte-
and was supported in part by the FW.O. Research Project G.0233.01 (Siggeals over the frequency-angle plane and, hence, perform a true
processing and automatic patient fitting for advanced auditory prosthesqg)oadband design.
the I.W.T. Project 020540 (Performance improvement of cochlear implants by ,, . . .
innovative speech processing algorithms), the I.W.T. Project 020476 [Soun.dIt IS We”.known that fI.Xed anq adaptlve beamformers ‘?re
Management System for Public Address Systems (SMS4PA)], the Concertighly sensitive to errors in the microphone array characteris-
Research Action Mathematical Engineering Techniques for Information aﬂ@s(gain, phase, microphone position), especially for small-size

Communication Systems (GOA-MEFISTO-666) of the Flemish Government, . L .
the Interuniversity Attraction Pole IUAP P5-22 (2002—2007), DynamicdhiCfophone arrays. In many applications, the microphone array
Systems and Control: Computation, Identification and Modeling, initiatedharacteristics are not exactly known and can even change over
by the Belgian State, Prime Minister's Office—Federal Office for Scientificijme [26]. For superdirective beamformers. robustness against
Technical, and Cultural Affairs, and in part by Cochlear. The associate editor . L ' . . .
coordinating the review of this paper and approving it for publication Warsandom errors can be |mproved by IImItlng the white noise gain
Prof. Xiaodong Wang. (WNG) of the beamformer, i.e., imposing a norm constraint or a
The authors are with the Katholieke Universiteit Leuven, Department genera“ quadratic constraint on the filter coefficients [12]' [15]'
Electrical Engineering (ESAT - SISTA), B-3001 Heverlee, Belgium (e-mail L L
simon.doclo@esat kuleuven.ac.be; marc.moonen@esat.kuleuven.ac.be). 116, [27]. Limiting the WNG has also been applied in order to
Digital Object Identifier 10.1109/TSP.2003.816885 enhance the robustness of adaptive beamformers [28]. Another

1053-587X/03$17.00 © 2003 IEEE



2512 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 51, NO. 10, OCTOBER 2003

S
-

¢

Z(w,0)

s 1o e B
e o

Fig. 1. Linear microphone array configuration (far-field assumption).

possibility is to perform a measurement or a calibration procét. FAR-FIELD BROADBAND BEAMFORMING: CONFIGURATION

qlur_e for the used r_n_lc_rophone array, _Wh'(_:h will, however, only Consider the linear microphone array depicted in Fig. 1, with
limit the error sensitivity for the specific microphone array useﬂ, microphones and,, as the distance between thgh micro-
n

[29], [30]- rrf%hone and the center of the microphone array. 3petial di-

This paper discusses the design of broadband beamfor r&ivity pattern H (w, ) for a sourceS(w) with normalized

W|th_ an arbitrary spapal directivity pattern, _Whlch are robu equency at an angld from the array is defined as
against unknown gain and phase errors in the microphone

array characteristics. In Section Il, the far-field broadband Nilw (W)Yo (w, §)
beamforming problem is introduced, and some definitions Hlw. 0) — Z(w, 0) =0 " e 1
and notational conventions are given. Section Il discusses (w; 8) = - @

Y. (w, 0) Y.(w, 0)
several cost functions that can be used for designing broadbarhd

i . - ereY.(w, ) is the received signal at the center of the mi-
beamformers: the weighted least-squares cost function, the .
) ) : crophone array, aniV,, (w) is the frequency response of the
eigenfilter cost function based on a total least-squares error

o ) : : rgal-valuedL—dimensionaI FIR filterw,,
criterion, and a nonlinear cost function. For all considere
cost functions, we first discuss the general design procedure ke -
for an arbitrary spatial directivity pattern and for frequency- W, (w) = Z wn(k)e =w,e(w) )
and angle-dependent microphone characteristics. Next, the
microphone characteristics are assumed to be independ&here
of frequency and angle, and we focus on the specific design wy, (0) 1
case of a broadband beamformer having a passband and a Cjw

X . . . L wp (1) e
stopband region. Using the considered cost functions, it is w, = e(w) = . )
possible to design broadband beamformers when the micro- : :
phone characteristics are exactly known. However, in many wp (L —1) e~ I(L—Nw

applications, the microphone characteristics are not known a\'/ﬂ'\ﬁ%en the signal source is far enough from the microphone array

can even change over time. Section IV describes two ProGfe far-field assumptions are valid [31], i.e., the wavefronts can

dures for designing broadband beamformers that are rob gtassumed to be planar, and all microphone signals can be as-

against (unknovyn) gain and' phase errors in the mlcrqphoggmed to be equally attenuate&ince the microphones are not
array characteristics. The first design procedure 0pt|m|2(|31

cessarily omni-directional microphones with a flat frequenc
the mean performance of the broadband beamformer for y P q Y

feasible microphone characteristics, whereas the second des| éaonse, the microphone characteristics have to be taken into
Ph ' Abunt. The microphone characteristics ofittiemicrophone
procedure optimizes the worst-case performance. Both des A jescribed by the function
procedures can be used with the discussed—and other—cost .
functions. In Section V, simulation results for the different Ap(w, 0) = an(w, §)e™ 7m0 (4)
design procedures and cost functions are presented. It is shown. _ o I ,
hat robust broadband beamformer desian leads to a si niﬁcggﬁmce_ we c_onS|der smaII-S|ze_ microphone arrays in thls paper, the fa_r-fleld
tha ( desig g mption will generally be valid. However, all expressions can be easily ex-
performance improvement when gain and phase errors occugnded to the near-field case [18], [19].

L-1
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where both the gain,(w, #) and the phasey,(w, #) can

wherek = modi — 1, L) andn = |(i — 1)/L]|, where|(i —

be frequency-and angle-dependent. The microphone signBIgL| denotes the largest integer smaller than or equéd to
Y. (w, 8),n = 0--- N — 1 phase-shifted and filtered versionsl)/L, and mod: — 1, L) is the remainder of the division. The

of the signalY.(w, 6)

Yo(w, 0) = Ap(w, 0)e 7Oy, (w, )
—m<w<T, 71w<0<7 (5)

with the delayr,, () in number of samples equal to

_ dycosf

ml8) = 22 g, (6)

wherec is the speed of sound propagatien£340 (m/s)], and
fs isthe sampling frequency. Combining (1) and (5),spatial
directivity pattern H(w, 6) can be written as

H(w,0) = XN W, (w) Ay (w, 0)e 7™ O) = wT'g(w, )
(7

with the real-valued//-dimensional filter vectow, with M =
LN, and the steering vect@(w, ) equal to

Wo
w1

LWN_—1
[ e(w)Ao(w, 6)6‘“70(9)

w w, B)e 3w (6)
g yo| N e

le(w)An_1(w, 0)e_j“TN*1(9)

The steering vectog(w, #) can be written as

g(wv 9) = A(wv 9) : g(“}? 0) )

steering vectog(w, #) can be decomposed into a real and an
imaginary parg(w, ) = gg(w, ) + jg;(w, #). The real part
gr(w, #) is equal to

ER("J? 9) = AR(W'/ g)gR(wv 9) - AI(C‘)? H)gl(wv 9) (12)

whereA r(w, ) andA(w, 6) are the real and the imaginary
parts ofA(w, ), andgg(w, #) andg;(w, 6) are the real and
the imaginary parts of(w, 6).

Using (7), thespatial directivity spectrum |H (w, )|> can
be written as

|H(w, )] = H(w, )H* (v, §) = wI'G(w, §)w

(13)
where G (w, 0) = g(w, 8)g ¥ (w, 6), which can be written,
using (9), as

G(w, §) = A(w, 0) - G(w, 0) - A (w, 6) (14)
whereG(w, 0) = g(w, 8)gf(w, 6). The (i, j)th element of

G(w, ) is equal to
G (w,0) = a,(w,0)am(w,0)e O @O=1m (@I Gii(y g)
=an(w,8)am(w,0)

- exp <—j [w ((k 1) 4 {dn = dm) cosf f.e>

C

Fn@d) - o)|)  as

where k. = modi — 1,L), I = modj — 1, L),

n = [(i —1)/L], andm = [(j — 1)/L]. The matrix

G (w, #) can be decomposed into a real and an imaginary part
G(w, 0) = Ggr(w, 0) + jG(w, 6). Since the imaginary part
Gr(w, 6) is anti-symmetric, i.e.w' Gr(w, f)w = 0, the

whereA (w, 6) is anM x M-dimensional diagonal matrix con- spatial directivity spectrumf (w, #)|? is equal to

sisting of the microphone characteristics, and hegge, )

is the steering vector assuming omni-directional microphones |H(w,0)]” = w"Gpr(w,0)w a7)

with a flat frequency response equal to 1, i4,,(w, §) = 1,
n=0---N—-1

'Ao(w, H)IL
Al(w7 9)1L
A(w,0) =
L An-1(w, 0)Ig
[ e(w)e7wm0(®)
e(w)e 7w (9)
g(w.0) = | (10)
[ e(w)eiema®)

wherely, is theL x L-dimensional identity matrix. Thih el-
ement ofg(w, 6) is equal to

g'(w, 0)
= ap(w, e IO (w, )

= an(‘”? 9) €xXp <_.] |:w <k + G Ccose fs> + 'Yn(wv 0):|>
(11)

The real parGr(w, ) is equal to
Gr(w, 0) = Agr(w, )Gr(w, )Ag(w, )
+ Aj(w, 0)Gr(w, )A(w, 6)
—Aj(w, 0)Gr(w, §)Ag(w, 0)
+ Ap(w, 0)Gr(w, O)Ar(w, 8)  (18)

whereGg(w, 8) andG;(w, #) are the real and the imaginary
parts ofG(w, 6).

I1l. BROADBAND BEAMFORMING COST FUNCTIONS

In this section, we discuss the design of broadband beam-
formers when the microphone characteristic§w, ¢) are ex-
actly known. The design of a broadband beamformer consists
of calculating the filtew, such thatf (w, 6) optimally fits the
desired spatial directivity pattei(w, 6), whereD(w, 6) is an
arbitrary two-dimensional (2-D) function ia andf. Several
design procedures exist, depending on the specific cost function
which is optimized. In this section, three different cost functions
are considered:
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» a weighted least-squares (LS) cost functifng, mini- cost function (e.g., used in [32] for the design of FIR filters) is
mizing the weighted LS error between the spatial direclefined as
tivity pattern H(w, 6) and the desired spatial directivity
pattern D(w, ) [this cost function can be written as a Jrs(w) :/ /F(% 0)|H(w, 8) — D(w, )| dw dé
quadratic function (cf. Section IlI-A)]; eJa

« the total least-squares (TLS) eigenfilter cost function (19)
Jrrs, minimizing the TLS error between the spatial
directivity pattern H(w, #) and the desired spatial di-where both the phase and the amplitudefifo, ) are taken
rectivity patternD(w, 6) [this cost function leads to a into accountF(w, ) is a positive real weighting function, as-

generalized eigenvalue problem (cf. Section IlI-B)];  signing more or less importance to certain frequencies or angles.
« a nonlinear cost function/yr,, minimizing the error This cost function can be written as

between the amplitudes of the spatial directivity pat-
tern H(w, §) and the desired spatial directivity pattern Jrs(w) = / / F(w, 0)|H(w, 0)* dw db
D(w, 6), not taking into account the phase of the spatial © /0

directivity patterns [minimizing this cost function leads +/ / F(w, )|D(w, 0)|* dw df
to a nonlinear optimization problem (cf. Section III-C)]. ©JQ
Obviously, it is also possible to use various other cost functions, -2 /@ /QF(% 0) Re{D(w, 6)H" (w, 0)}. (20)

which are, e.g., based on the “conventional” eigenfilter [19],
[25], a maximum energy array [24], or a (nonlinear) minima¥/sing (17) and the fact that
criterion [21]-[23]. *

We will[co]ns[id(ir the design of broadband beamformers ovFeS?{D(w’ 9);] (. 6)) _ _
the total frequency-angle plane of interest, i.e., we will not split =w" [Dr(w, 0)gr(w, 0) + Dr(w, )g;(w, 0)] (21)
up the fullband problem into separate smallband problems f@lis cost function can be rewritten as the quadratic function
distinct frequencies. Furthermore, we will not approximate the
double integrals that arise in the design by a finite sum over a Jrs(w) =wlQrew —2wTla +drs
grid of frequencies and angles, as, e.g., has been done in [20] for
the nonlinear cost functioryr,. In [19], the three considered yhere
cost functions have been discussed in more detail for omni-di-
rectional microphones with a flat frequency response. Although Qs = /
the nonlinear cost function leads to the best performance, the J6 JQ
computational complexity for computing the filter coefficients = / / F(w, 0)[Dg(w, 0)gx(w, 0)
can be quite large, since an iterative optimization procedure is Je Ja
required. In [19], it has been shown that the TLS eigenfilter de- + Di(w, 0)8;(w, 0)] dw df (24)
sign procedure is the preferred noniterative design procedure, _ 2
since it leads to a better performance than the weighted least- dis = /@/QF(W’ OIDw, 9)I" duw df. (25)
squares, the “conventional” eigenfilter and the maximum energ¥ie filter w s,
array design procedures.

For all considered cost functions, we will first discussdbe-
eral design procedurfor an arbitrary desired spatial directivity Wpg = Giéﬁ
patternD(w, #) and for frequency- and angle-dependent micro- (26)

phone characteristicd,, (w, 6). Next, the microphone charac- o .
teristics will be assumed to be independent of frequency a| d2) Omni-Directional, Frequency-Flat Microphonesthen

angle, i.e., omni-directional, frequency-flat microphones. Evérhe microphone characteristics are independent of frequency
. ! r;md angle, the diagonal matrices containing the microphone

if this assumption is not exactly satisfied in practice, it is gen- L

erally possible to split up the complete considered frequen laracteristics aré g (w, 0) = Ar andA;(w, 0) = Ar.
angle region into several smaller frequency-angle regions wh rad (12) and (.18)' the vectarand the matrixQ, s are now
this assumption holds. We will then focus on tgecific de- equal to [assumin@(w, 6) to be real-valued|]

sign casef a broadband beamformer having a desired responsé
D(w, #) = 0inthe stopband regioff2,, ©,) andD(w, §) = 1 _
in the passhand regidi2,, ©,). For the specific design case, | Qs = ArQrsAr + ArQrsAr — A1QLsAR
we will consider a weighting functiof'(w, ) = 1 in the pass- +ARQI AL

band andF'(w, #) = « in the stopband.

(22)

/ Fw, 0)Gr(w, 0) dwdf 23)

minimizing the weighted LS cost function
Jrs(w), is given by

a= ARa — AIaO

(27)
where
A. Weighted Least-Squares (LS) Cost Function a— / / F(w, §)D(w, §)gr(w, §) dwdd (...
eJa

1) General Design ProcedureConsidering the least- B
squares (LS) errotH (w, ) — D(w, 0)|2, the weighted LS Qrs = /G)/QF(“” 0)Gr(w, 6) dw df (28)
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a° — / / F(w, 0)D(w, §)g1(w, §)dwdd (...) B- TLS Eigenfilter Cost Function

© /9 Eigenfilters have been introduced for designing 1-D
Qjs = / / F(w, )Gr(w, 0) dwdf. (29) linear-phase FIR filters [33] and 2-D FIR filters [34], [35].

e Ja In [19] and [25], two noniterative broadband beamformer
design procedures based on eigenfilters have been discussed.
The “conventional” eigenfilter technique minimizes the
error between the spatial directivity patter#s(w, ) and

a' =ay, (cosy,a' +siny,a”") (30) D(w, 0)H(we, 0.)/D(w,, 8.) and requires a reference fre-

—iLjS v (COS(% B Vm)Qijs + sin(ym — ) OLSL’]) ?Outzln::gazzgle poirtv.., 6.). The TLS eigenfilter minimizes th_e _
quares (TLS) error between the spatial directivity

(31) pattern H(w, #) and the desired spatial directivity pattern

) ) D(w, #) and does not require a reference point. In [19], it
wheren = |(i —1)/L], andm = |(j = 1)/L]. has been shown that the performance of the TLS eigenfilter

3) Specific Design Casefor the specific design case whergyjyays exceeds the performance of the weighted LS and the
D(w, 0) =1, F(w, #) = 1 in the passband anfl(w, §) = 0, «conyentional” eigenfilter cost functions and therefore is the

Theith element of and the(i, j)th element ofQ ; ¢ are equal
to

F(w, §) =  in the stopband, (28)—-(31) become preferred noniterative design procedure.
o The TLS eigenfilter cost function is defined as
a= / / gr(w, 0)dw db (...)
e, JQ,
- f® fQ F(w, §)|D(w, 0) — H(w, 0)|? dw df
° . 0) dw df 32 Jris(w) =
a /@p /Q gr(w, #) dw (32) | To Jo [H (w, 0)F dw df + 1
Qrs = / / Gr(w, ) dwdf (38)
Jo, Ja, ) which can be written as
gg D(w, 0) — H(w, 6)]?
JTLs(W)://F(w7 9)| ( /T_)tt ( - )| dw df
—I—a/ / Gr(w, 0) dw db (33) Jo Ja wiQrtw +1
Jo. Ja, . - (39)
pe whereQ " is defined as
Q.= /@ /Q G1(w, 0) dwdf Q- /@ /Q Glw, 0) dw do. (40)
: For computing the TLS error, the expressioh Q 'w is used
+ a/ / Gr(w, 0)dwdf. (34) inthe denominator of (39) instead of the usual expression
76s S - _ sincew” Q °*w represents the total area under the spatial direc-
Q* tivity spectrum| H (w, 6)|*. The TLS eigenfilter cost function in
Theith element ot and the(é, j)th element ofQ., i.e., QP or (39) can be rewritten as the Rayleigh-quotient
5, can be computed as "
‘ S Jrrs(w) = wlQrrsw
a' = gr(w, 0) dwdb & T Otot v
./G)P ./Qp R( ) w Qe w (41)
d,, cos
= cos|wl| k + fs )| dwdf (35)  where
e, JQ, ¢
QZJ’://G”wﬂdwde v=| " s = | 5 2
o Jo 7w, 0) w=1|_,1: Qs al  dys
— / /Cos{w<(k_l)+w.fs>] dw db R Qo
Jo Ja ¢ Qlot = [ T } (42)
(36) 0 1

wherek = modii—1, L),l =modj—1, L),n = |[(i—1)/L], with Q,g,a, andds defined in Section IlI-A. The filtetr 11,5
andm = [(j — 1)/L]. Similarly, theith element oh® and the minimizing Jrrs(w) in (41) is the generalized eigenvector
(i, j)thelementof)? can be computed by replacings(-) with  of Q1.5 and QL?, corresponding to the smallest generalized

—sin(-) in the integrals of (35) and (36). All these integrals casigenvalue. After scaling the last elementvofrs to —1, the

be considered to be special cases of the integral actual solutionwrs is obtained as the first/ elements of
02 w2 WTLS-
/ / coslw(a + Bcosb) + v] dw df (37) In the case of omni-directional, frequency-flat microphones,
01 Jwi

and for the specific design case, we can use similar expressions
of which the computation is discussed in Appendix A. as derived in Sections 11I-A2 and 3.
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C. Nonlinear Criterion 2) Omni-Directional, Frequency-Flat Microphone&Vhen

1) General Design Proceduretnstead of minimizing the microphone ch@cteristics are indepen_dept of frequency
the LS error |H(w, 8) — D(w, 6)> or the TLS error, gnd angle, the matriQy;, can be computed similarly a3, ¢
one can also minimize the error between the amplitud&(27) as
l_Hl(:_, H)t|_—_t|D(a;E 0)] _becatusT in g?n_?rr]gl, thebrl)hasfe of thlet_spQNL = ARQnrAR + ArQNLAT
ial directivity pattern is not relevant. This problem formulation _ o o
leads to the cost function A1QuAR + ArQRL AL (50)

Jaw) = [ [ P, 0w, )] - 1D(w. 6)] dwdf
ro e @ Qi [ [ F@OID@ 0GR, 0 dods (5D

and gives rise to a nonlinear optimization problem, which has 2o )

to be solved using iterative optimization techniques. These QXiL = / / F(w, 0)|D(w, 0)|°Gr(w, #) dwdf. (52)

iterative optimization techniques generally involve several e/ _ o

evaluations ofJx(w) in each iteration step. A complexity Using (16), the expressidi (w, ¢)|*, arising in the computa-

problem now arises because the filter coefficiemscan tion of J.,(w) can be written as

not be extracted from the double integral because of thﬁi(w, O)* = (W' G(w, O)w) (W G (w, 0)w) (53)

square root in the term-2F(w, 0)|D(w, 0)| |H(w, 8)] = MM
(Z > w(i)w(j)GY(w, 9))

where

—2F(w, 0)|D(w, 8)|\/wTGg(w, 8)w [19]. Hence, for every
intermediatew, the double integrals have to be recomputed
numerically, which is a computationally very demanding
procedure. However, by slightly changing the nonlinear cost
function in (43), it is possible to overcome this computational
problem: Instead of minimizing the error between the ampli- M
tudes|H (w, 6)| and|D(w, 6)], it is also feasible to minimize = Z
the error between the square of the amplitudégy, 6)|? and
|D(w, 6)]? and define the cost function

M M
SN wk)wl)GM (w, 0)) (54)

Y3 S wliyw(wkyw(l)am

1
-exp(—jlw(iji + Bijri cos0) + vijra]) (55)

(W) = /@ ./QF(W, O)[|H(w,0)[2 — |D(w, 0)2]2 dwde | WhETE

Qijkl = mO(X'i -1, L) - mOdJ -1, L)
(44) +modk — 1, L) —mod — 1, L)
which is again independent of the phase of the spatial directivityﬁiikl = (dL(ifl)/LJ = dy-1y/L) +dik-1)/L]
patterns. Using (13) and (17), the cost functify,(w) can be —di-1y/1)) fs/c
written as Qijkl = G-1)/L) " A|(j-1)/L] * O(k-1)/L] " A1-1)/L]
— 2

Inn(w) = / / F(w, 0) (w'G(w, 0)w) dw df Yijkt = V(i-1)/L) ~ YG-1)/L) T V| (k=1)/L]

eLe ~7(-1)/L)

+/ / F(w, 0)|D(w, 0)|* dw df '

eJa (56)
- 2WT/ / F(w,0)|D(w,0)]*Gr(w,0) dwdfw  Since|H(w, 6)|* is real, only the real part of the exponential
e .JQ . . . .
- — function in (55) has to be considered, i.e.,
= Joum (W) + dxr, — 2w! QW (46) (55)

with o, 0 =335 S wliuwwkw(bom

T sum (W) / / F(w, §)|H(w, 0)|* dw df i=1 j=1 k=1 I=1
sum == w. w. w
e I I - (cos|w(ijrr + Bijri cosf)] - cosYijr

- / / F(w, 0) (WTG(w, O)w) dwdd  (47) ~ sinfw(@ijit + Bijua cos9)] - sin vijaa)
eJa (57)
dnt = /@/QF(% 0)|D(w, 0)]* dw df (48) Hence,J,,..(w) can be written as
Qnr, = / / F(w, 0)|D(w, 8)*Gr(w, §) dw db. (49) _ Ly XxE
The cost function/x1.(w) can be minimized using iterative op- =1 4=1 k=1 I=1
timization techniques, which are discussed in Section I11-C3. As <0 jk1(COS Yijki - Pijk — SINYijkl - P51
will be shown in Section 11I-C2, the filter coefficientg can be h Y g
extracted from the double integral in (47), such that these doubl Pt

integrals only need to be computed once. (58)
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where
Pijkl = / / F(w,0) cos[w(aijr + Bijri cos 0)] dw db
Jo Ja (59)
ﬂ?jkl _ / / F(uh 9) sin[w(aijkl + ,ﬁijkl cos 9)] dw df.
e Ja (60)

present in the considered problem. However, the cost function
in all local minima seems to be approximately equal, such that
any of these local minima can be used as the final solution for
the broadband beamformer.

4) Specific Design CaseFor the specific design case con-
sidered in Section IlI-A3, the matricédxt, and Q3 and the
scalarsing,, pijir andp;’jkl are equal to

The double integrals in (59) and (60) only need to be computed~. =Q%2, QR = Q%
once (smcep_ijkl and g, are independent of). Therefore,. puget = / / coslo(uisit + Bign cos 8)] o d6
the functionJ,.,(w), and, hence, also the total cost function Je, Ja
Jxi(w), can be evaluated without having to calculate double
integrals for everyw. This result also remains true when the
microphone characteristics are frequency- and angle—dependent

3) Nonlinear Optimization TechniqueMinimizing Jyr(w) Poikl =
requires an iterative nonlinear optimization technique, for which
we have used both a medium-scale quasi-Newton method with
cubic polynomial line search and a large-scale subspace trust

dnt, = drs (68)

a/ / cos[w(ajrl + Bijrkicos )] dwdf  (69)
/ / sinfw(ejrr + Bijki cos 0)] dw db

+ a/ / sinfw(ajrr + Bijkicos )] dw df  (70)
Q.

region method [36], [37]. In order to improve the numerical r

bustness and the convergence speed, both the gradient an

Hessian
aJNL(W) _ E)jsum(w) —
w - ow 4QnL W (61)
A% JInL(w 02T sum (W —
Hyi(w) = al\éL( ) = T 0w w) _ 4Qn; (62)

ereQ?, Q2'?, andd.s have been defined in Section IlI-A.
HElntegraIs in (69) and (70) can be considered to be special
cases of the integral (37), of which the computation is discussed
in Appendix A.

IV. ROBUST BROADBAND BEAMFORMING
Using the cost functions presented in Section Il it is pos-

can be supplied analytically. In [18] and [19], it has been showgib|e to design broadband beamformers with an arbitrary spatial

thatdJ ... (w)/0w can be calculated as
ajsum (W)

8W = 4qum(w) W (63)
with the (m, n)th element 0iQ,,,,,,(w) equal to
sum Z Z pl_}mn (64)

1=1 j=1

and the(m, n)th element 092 J ,,,,,,(w)/0?>w equal to

0% T sum (W . N (e _

(65)

Hence, stationary points,, i.e., filter coefficientsw for which
the gradient is 0, satisfy

(qum( ) QI\L) Ws = 0. (66)

directivity patternD(w, ¢), when the microphone characteris-
tics A, (w, 0) are exactly known (and fixed). However, these
beamformers are known to be highly sensitive to errors in the
microphone array characteristics (gain, phase, and microphone
position) [15], [26], [29]. Small deviations from the assumed
microphone array characteristics can lead to large deviations
from the desired spatial directivity pattern, especially when
using small-size microphone arrays, e.g., in hearing aids and
cochlear implants (cf. Section V). Since, in practice, it is
difficult to manufacture microphones having exactly the same
characteristics, it is practically impossible to exactly know
the microphone array characteristics without a measurement
or a calibration procedure. Obviously, the cost of such a
calibration procedure for every individual microphone array
is objectionable. Moreover, after calibration, the microphone
characteristics can still drift over time [26].

Instead of measuring or calibrating every individual micro-
phone array, it is better to consider all feasible microphone char-

In addition, it can be shown that the quadratic formcteristics (in this paper, we only consider gain and phased

w! Hyr,(w)w in a stationary pointv, is equal to
Ws HNL (WS)WS = 12w?6<um(
= 8W5TGNLW5-

Since, in general, the matrQy; , defined in (49), is positive-
definite, the quadratic forrw? Hxp (w)w, is strictly positive
in all stationary points, except faw, = 0, where it is equal to

We) - 4W QNLWQ

(67)

zero. Thereforegll stationary points are either local minima or
saddle pointgexcept forw, = 0, where the Hessian is nega-
tive-definite, such that it is the only local maximum). Simula-
tions have indicated that for each design problem, a number, gg:

to either optimize one of the following criteria.

« The mean performangei.e., the weighted sum of the
cost functions for all feasible microphone characteristics,
using the probability of the microphone characteristics
as weights (cf. Section IV-A). This procedure requires
knowledge of the gain and the phase probability density
functions (pdf), which can, e.g., be obtained from the
microphone manufacturers. It will be shown that for gain
errors only the moments of the gain pdf are required,

obustness against microphone position errors can actually be considered a
ial case of robustness against phase errors since a position error corresponds

local minima exist, which are generally related to the symmettya frequency- and angle-dependent phase error [38].
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whereas in general, for phase errors complete knowledgel) Weighted LS Cost FunctionThe mean performance
of the phase pdf is required. We will apply this meameighted LS cost function can be written as
performance criterion to the weighted LS and the non-

linear cost function, whereas it is not straightforward tg%( / / Jrs(w, Ao, ..., AN_1)
apply this criterion to the TLS eigenfilter cost function. Ao An-
When optimizing this mean performance criterion, it is, fa(Ao) -+ fa(An-1)dAg---dANn_1. (73)

however, still possible that for some specific gam/phasﬁq
combination (typically with a low probability), the cost
function is quite high.

* Theworst-case performancee., the maximum costfunc- y, (w Ao ..., Ay 1) = w'Qqw — 2w a+drs. (74)
tion for all feasible microphone characteristics, leading to

e cost function/s(w, Ay, ..., Axy—_1) for a specific mi-
crophone characteristic is equal to (22), i.e.,

a minimax criterion (cf. Section IV-B). This is a strongeBy combining (73) and (74), the mean performance weighted

criterion, since the cost for the worst-case scenario is mibS cost function can be written as

imized. We will apply this criterion to all considered cost

functions. Ji%(w) =w / / Qrsfa(Ao)--
The same problem of gain and phase errors has been studied in Ao An

[27]. However, in [27], only the narrowband case for a specific Ja(Ay-1) dAo - - dAy 1w

directivity pattern, with a uniform pdf and a LS cost function, —_owT / / afa(Ay)-
has been considered. The approach presented here is more gen- Ao An-1
eral in the sense that we consider broadband beamformers with fa(An—1)dAg---dAN_1
an arbitrary spatial directivity pattern, arbitrary probability den-
: : - drsfa(Ao)--
sity functions, and several cost functions. Ay An_
. . . . . (An_1)dAg---dAN_ 75
A. Weighted Sum Using Probability Density Functions fa(An-1)dAo- Nt (75)
=w thw —owTla + drs (76)

The total cost function/;.(w) is defined as the weighted
sum of the cost functions for all feasible microphone charactevhich has the same form as (22). Using (30),iheslement of
istics, using the probability of the microphone characteristics &g, is equal to

weights, i.e.,
5iot - / / n COS’Yna +Sln Tna )
Jiot (W (w, Ag, ..., A A
ol /A /AN 1 ’ vt fa(Ao) - fa(Ax-1)dAg- - dAx-1 (77)
- fa(AN—1)dAg---dAN_y (71) = /4 an(cosypal + siny,a> ") fa(An) dA, (78)
whereJ(w, Ag, ..., Ax_1) is the cost function for a specific — / an falan)day [/ 08 Y fo (V) dyna
microphone characteristicdo, ..., Ax_1}, andf4(A) is the an I

probability density function (pdf) of the stochastic varialdle- . o i
ae™77, i.e., the joint pdf of the stochastic variableggain) and + /7 it fg (1) dyna (79)
v (phase) fa(A) = fa,¢(a, 7). We assume thaf4(A) is in- — [M al + i z] (80)
dependent of frequency and angle or tifat{ A) is available ‘i
for different frequency-angle regions, such that the problem camere
easily be split up. Without loss of generality, we also assume
that all microphone characteristies,, n» = 0---N — 1, are _ / ¢ _ /
described by the same pfif (A). Furthermore, we assume that fa afo(a) da, H Jy cos 1f(7) dv.
a and~y are independent stochastic variables such that the joint ]

pdf is separable, i.ef4(A) = fa(a)fg(v), wheref,(a) is the py = /Smng (7) dv
pdf of the gainu, andfg(v) is the pdf of the phase. For these il (81)
pdfs, the relation

such that
/fa(a) da =1, / fo(v)dy=1 (72) Aot — ,u,,,,uf{a—l— /L,,[Lf/ao
Ja Jy

holds. We will consider two cost functions from Section III: theEJ
weighted LS and the nonlinear cost function (it is not straight-
forward to apply this criterion to the TLS eigenfilter cost func- / / ( )
tion). Remarkably, the same design procedures as for the nonro- iot = Ao Ans a"am CO8In = T

bust design in Section Il can be used, and we only require some o,if
additional parameters, which can be easily calculated from the +sin(yn = 1m)Qr )

gain and the phase pdf. cfa(Ao) -+ fa(AN—1)dAg - dAN_1 (83)

(82)

sing (31), the(i, j)th element 0Q,,,, is equal to
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_ / / (00 (o) it
[/ [ coston = ) oo o om)

n Y Tm

) d’YndWmQILJS + / / Sin('}/n - 'Ym)

Jol) o) i Q5 . (84
If n =m, Qi, is equal to
_gt = / ar%fa(an) danQiLjS = UsqiLjS (85)
whereo? is the variance of the gain pdf, i.e.,
= /anQ(a) da
: (86)
whereas, ifn. # m, Qi, is equal to
ra X7 c s 0,1]
=12 [5 Qs + 2 Q0d | (87)
wherey,, is the mean of the gain pdf, and
= / / cos(y1 — 72) fg(m1) fg(v2) dy1 dvy2  (88)
Y1 Y72
= / / (cosy1 cosy2 + siny; sin y2)
Y1 S 72
- fo (1) fo(y2) dvi dye (89)
= / / sin(y1 — v2) fg(m1)fg(r2) dyidy2  (90)
Y1 Y72
= / / (sin~y1 cosy2 — cosy1 sin y2)
Y1 Y72
- fa (1) fa(y2) dvi dye (91)
such that
= (S + (u3)?  of = psps — pSps =0 2
The matrixQ,,,, can now be easily computed as
o21p [LZO’f;lL NaU'ylL
- MZoglL ngL aavlL
Qiot = ©QLs
ugaglL NZU;1L ngL
(93)

wherel; is an L x L-dimensional matrix with all elements

equal to 1 and> denoting element-wise multiplication. As can
be seen, we only need the mean and the variance of the gain pdf

2519

fa(a), whereas in general, complete knowledge of the phase pdf

fg(v) is required.
Frequently used probability density functions are a uniform
distribution (with boundary valuas,,;,, anda,.x)

fa(a) .

y  OQmin S a S Amax

Gmin (94)

Gmax —

0,

a < Gmin, @ > Amax

and a Gaussian distribution (with meap and standard devia-
tion s,)

1

\/2ms2

fala) o ((a—pa)?/253)

(95)

For a uniform distribution, the different gain and phase param-
eters are equal to

2 2
_ Gmin T Gmax 2 A in + AminGmax + Ahax
fla =75 7o = 3
_ SINYmax — SiN Ymin s _ COSYmin — COS Ymax
K Ymax — Ymin v Ymax — Ymin
c 2-2 COS(’Ymax - ’Ymin) s
o, = 5 o, =0.
(’anax - Vmin)

For a Gaussian distribution with me,zm and standard deviation
s4, the variance is equal @2 = 2 + s2, whereas the phase
parametergs, x5, andoS have to be calculated numerically.

2) Nonlinear Cost Function:The mean performance non-
linear cost function can be written as

/ / IxL(w, Ao, -
Ao AN—1

fa(Ao) - fa(An—1)dAg--

tot

. An_q)

dAn_1. (96)

The cost function/nr(w, Ao, ..., Ax—1) for a specific mi-
crophone characteristic is equal to (46), i.e.,

Jnn(w, Ay, . ... = Joum (W) + dnt. — 2w! Qupw.

(97)

7AN—1)

By combining (96) and (97), the mean performance nonlinear
cost function can be written as

/AO /A T sum(w)

tot

fa(Ao) -+ fa(An—1)dAg---dAN_1
—2w’ Qxe
Ag ANn_1
~fa(Ao) - fa(An—1)dAg - - dAN_1W
/Ao /AN 1
~fa(Ao) - fa(An—1)dAg---dAn_1 (98)
=J 0 (w) — 2w QR w + dxi. (99)
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Similarly to (93), the matrixQ &% is equal to B. Minimax Criterion

For the minimax criterion, which optimizes the worst-case
performance, we first have to define a (finite) set of microphone

2
alo peoSly e pgoflp characteristicsK,, gain values and<., phase values)
_ proSly  oalp oo ploSlp
Qg\?tL = . . . O] QNL {alllin = a1, a2, ..., Ag, = amax}
{’Ymin =71, 72 .-+, VK, = 'Ymax} (107)
051 2 051 21
L Ha0~1lL OalL . . . . .
as an approximation for the continuum of feasible microphone

(100) characteristics and use this set to construct(thigK,)" -di-
Using (58),J 1% (w) can be written as mensional vectoF(w)

FI(W7 A07 te AN—l)

F(W> _ FQ(W./ Ao./ :. Cey AN—I) (108)

Jtot (

sum

), M M
=333 S wliw(iwkyw()
k=1 =1

=1 j=1 k= F(KGKA/)N(Wa Ao, ey AN—l)

/ / ijk1(COS Yijrt - pijrt — Sinviju - ;) Which consists of the used cost function (weighted LS, TLS
Ao
)

An-1 eigenfilter, nonlinear, or any other cost function, e.g., defined
“fa(Ao) - fa(AN—1)dAg---dAN 4 (101) in [19]-[23]) at each possible combination of gain and phase
. . values. The goal then is to minimize ttig,-norm of F(w),
= Z Z Z Z w(i)w(f)w(k)w(l)on i.e., the maximum value of the elemerfis(w)
i=1 j=1 k=1 I=1
(65, ijur * ikt = 05 ik * Pijkt) (102) HgnHF(W)”oo = H}Ai,n max Fi(w)
(109)
where which can, e.g., be done using a sequential quadratic program-
ming (SQP) method [36], [37]. In order to improve the numer-
ical robustness and the convergence speed, the gradient
ijkl / /GN lauklfa aO) I:aFl(W7 A07----/AN71) 8F2(w7 A07---7AN71)
falan—1)dag---dan 1 (103) ow ow
OF, N (W, Ao, ..., An_
83, ijkl = / / cos Yiji fg (o) - - G 5 0 AN-1) (110)
Yo YN -1 w
fo(yn-1)dyo---dyn—1 (104)  which is anM x (K,K.)N-dimensional matrix, can be sup-
05 ijkl = / / sinyijxfo(70) - - plied analytically. As can egsily be sgen,th_elargerthe valijes
' "o N1 and K, the denser the grid of feasible microphone character-
fo(yn—1)dyo---dyn_1 (105) istics, and the higher the computational complexity for solving

the minimax problem. However, when only considering gain er-
rors and using the weighted LS cost function, the number of grid
where a;;;; and ;. are defined in (56). The expressiomoints can be drastically reduced.
Jioh.(w) in (102) has the same form as (58), such that Theorem 1:When considering onlgain errors and using
the same nonlinear optimization techniques as describedti@ weighted LS cost function the maximum value oF (w),
Section 1lI-C3 can be used for minimizi oﬁ(w). The calcu- for any w, OCcurs on a boundary point (of aw-dimensional
lation of the parameters;;,, 05 ijkl and 05 ijkl is discussed hypercube), i.e.¢, = amin Of G = Gmax, 7 = 0--- N — 1.
in Appendix B. For the calculation off;,;, we only require This implies thatk, = 2 suffices, andF(w) only consists
the (higher order) moments of the gain pfif(a), whereas of 2V elements. This is not necessarily the case for the TLS
for the calculation obS ,.;; andd; ;.. in general, complete eigenfilter and the nonlinear cost function.
knowledge of the phase PdE (v) is reqUIred In Appendix B, Proof: When considering only gain errors, the weighted

it is also shown that for a symmetric phase pi:fI'ijkl = 0, LS cost function in (74) can be written as
such that -
Jrs(w, ag, ..., an—1) = WTQLSW —owla+ drs (111)

M M M M wherea = AraandQ;s = ArQrsAr, and
Tita(w) = 3050 S S wliu(iyu(kyw () o,
i=1 j=1 k=1 I=1
a11L
67,]](}[ 6’y ijkl "~ Pijkl Ap= . . (112)
(106) an_11;
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The expressiow” Q; sw can be rewritten as TABLE |
DIFFERENT COST FUNCTIONS FORWEIGHTED LS, TLS HGENFILTER, AND

T~ T NONLINEAR ROBUST BEAMFORMERDESIGN (o = 1; N = 3; L = 20)
W QoW =w" ArQrsAgrw

e Cost functions
N Z Z aiajW?QLS(Z'./ gyw (113) Design procedure J Jiot Jtot Jhet J;
=0 j=0 a e% A mazx
. . . . LS Non-robust | 0.3125 12328 62.674 185.65 961.33
whereQs(i, 7) is anL x L-dimensional submatrix o .s, ]
ie LS Gain 04740 0.6419 0.5759 0.7438 1.4409
LS Phase 04313 0.6660 0.5566 0.7913 1.7488
Qus(i, j) = iL+1: (i+1)L, jL+1: (j+1)L )
Ls(i, j) =Qps LS  Gain-phase | 0.5176 0.6531 0.5961 0.7315 1.3680

i=0---N-1,7=0---N—1. (114) Ls Minimax | 0.7466 0.8035 0.7920 0.8490 1.0346

If we substitutewT Qs (i, j)w; into bi;(w), thenwTQ qw ~N-  Nomwrobust | 01585 12456 70.194 27540 36236
in (113) can be rewritten as NL  Gain 0.1762 02181 03389 03926 0.5047
Nl N1 NL  Phase 02072 02594 03001 03568 0.5018

wlQew = Z Z a;a;b;;(w) = a"Bps(w)a (115) NL  Gain-phase | 0.2186 02481 03044 03371 04990
=0 j=0 NL  Minimax | 0.1707 0.2300 03402 04114 0.4167

wherea is an N-dimensional vector consisting of the micro- 1S~ Non-robust | 0.0748 0.9356
phone gains TLS Minimax 0.1670 0.2460

T
a:[ag ay --- aN,l] . (116) i i i
80°—180), cf. Sections IlI-A3 and C4. For the TLS eigenfilter,

Similarly, if we define c;(w) as wZa(i), wherea(i) is an the matrixQ " is computed with frequency and angle specifi-

i = 0---N — 1, then the weighted LS cost function can bd he used filter lengti. = 20, and the stopband weight= 1.

written as We have designed several types of beamformers using the
weighted LS cost function and the nonlinear criterion:
Jrs(a) = a"Brs(w)a — 2a’c +drs. (117) 1) a nonrobust broadband beamformer (not taking into ac-
_ _ - o _ count errors, i.e., assuming, = 1, v, = 0°);
SinceQ_ s is a positive-(semi)definite matrixy” Qsw > 0, 2) arobust broadband beamformer using a uniform gain pdf
Vw such that (@min = 0.85, apmax = 1.15);
— T 3) a robust broadband beamformer using a uniform phase
w QLSW =w ARQLSARW pdf (’Ymin = _501 Ymax = 100);
=a’Brs(w)a >0, Vw,Va (118) 4) a robust broadband beamformer using a uniform
gain/phase pdfdy,i, = 0.85, amax = 1.15, Ymin = —5°,

and Bps(w) is a positive-(semi)definite matrix for eveny. Vmax = 10°);

Therefore, the weighted LS cost functidps(a) is a quadratic ~ 5) a robust broadband beamformer using the minimax crite-
function (with a single minimum), such that the maximum value rion (only gain errors are taken into accoun;,, = 0.85,
of Jrs(a) for all points inside anV-dimensional hypercube, Gmax = 1.15, K, = 5).

defined byamin < an < @max,n = 0--- N —1, 0ccurs on one ysing the TLS eigenfilter cost function, we have designed a non-
of the2" boundary points of the hypercube. B obust beamformer and a robust beamformer using the minimax
criterion. For all beamformer designs, we have computed the

V. SIMULATIONS following cost functions:

This section discusses the simulation results of robustl) the costfunction withoutphase and gain errois(= 1,
broadband beamformer design for gain and phase errors inthe vn = 0°);
microphone characteristics. Since the effect of gain and phase?) the mean cost functios;* for the uniform gain pdf;
errors is more profound for small-size microphone arrays, we 3) the mean cost functiof’** for the uniform phase pdf;
have performed simulations for a small-size linear nonuniform 4) the mean cost functiod’y* for the uniform gain/phase
microphone array consisting 8f = 3 microphones at positions pdf;
[-0.01 0 0.015] m, corresponding to a typical configuration 5) the maximum cost functiod,.x when the gain varies
for a next-generation multimicrophone BTE hearing aid. The  between,;, = 0.85 andama,x = 1.15.
nominal gains and phases of the microphoneszgre- 1 and We will plot the spatial directivity pattern in the frequency-angle
Yo =0°n =0---N—1.We have designed an end-fire broadregion (300—-3500 Hz,3-180’) and the angular pattern for the
band beamformer for a sampling frequenty= 8 kHz with  specific frequencies (500, 1000, 1500, 2000, 2500, 3500) Hz.
passband specificatior{sl,, ©,) = (300—4000 Hz, O*—60°) Table | summarizes the different cost functions for the
and stopband specifications2,, ©;) = (300-4000 Hz, weighted LS, the nonlinear, and the TLS eigenfilter nonrobust
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No deviation (Non-robust) — NL (N=3, L=20, =1)
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Fig. 2. Spatial directivity pattern of nonlinear nonrobust design for no gain and phase erterd (N = 3, L = 20).

Gain and phase deviation (Non-robust) — NL (N=3, L=20, o:=1)
=

Frequency: 500 Hz Frequency: 1000 Hz Frequency: 1500 Hz
e . 5

Frequency: 2000 Hz Frequency: 2500 Hz Frequency: 3500 Hz

100

Angle (deg) Frequency (Hz)

Fig. 3. Spatial directivity pattern of nonlinear nonrobust design for gain and phase errerd (N = 3, L = 20).
No deviation (Gain-phase) - NL (N=3, L=20, a=1)

Frequency: 500 Hz Frequency: 1000 Hz Frequency: 1500 Hz
28,

Frequency: 2000 Hz Frequency: 2500 Hz Frequency: 3500 Hz
8G o 1
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Fig. 4. Spatial directivity pattern of nonlinear gain/phase-robust design for no gain and phaseneerots V = 3, L = 20).

and robust broadband beamformer design procedures. Oladgsign procedures (using pdf and minimax criterion) yield
ously, the design procedure optimizing a specific cost functi@atisfactory results when gain and/or phase errors occur.

leads to the best value for this cost function (bold values). ThisFig. 2 shows the spatial directivity pattern of the nonrobust
implies that when no gain and phase errors occur, the robbsamformer, designed with the nonlinear cost function, when
design procedures lead to a higher cost functiothan the no gain and phase errors occur. Fig. 3 shows the spatial direc-
nonrobust design procedure. However, the nonrobust destiyity pattern for microphone gaing.9 1.1 1.05] and phases
procedure leads to very poor results whenever gain andfdt —2° 5°],i.e., small deviations from the nominal gains and
phase errors occur (e.g., compakg., for the nonrobust and phases. As can be seen from this figure, the beamformer perfor-
the robust design procedures and see the figures). All robusince dramatically degrades, especially for the lower frequen-
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Gain and phase deviation (Gain-phase) - NL (N=3, L=20, u=1)
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Fig. 5. Spatial directivity pattern of nonlinear gain/phase-robust design for gain and phasecerroils (V = 3, L = 20).

No deviation (Minimax) — NL (N=3, L=20, a=1)

Frequency: 500 Hz Frequency: 1000 Hz Frequency: 1500 Hz

:
MO

8 3
i Q‘

Frequency: 2000 Hz

Frequency: 2500 Hz

Frequency: 3500 Hz

100

Frequency (Hz)

Angle (deg)
Fig. 6. Spatial directivity pattern of nonlinear minimax design for no gain and phase efretsl( N = 3, L = 20).
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Frequency: 500 Hz

Frequency: 1000 Hz Frequency: 1500 Hz

a7

};;;;';'Hr-f ;
il _
il

i
il

—-10~

Frequency: 2000 Hz Frequency: 2500 Hz

Frequency: 3500 Hz

-15-

Frequency (Hz)

Angle (deg)

Fig. 7. Spatial directivity pattern of nonlinear minimax design for gain and phase esressl, N = 3, L = 20).

cies, where the spatial directivity pattern is almost omni-direc- Figs. 6 and 7 show the spatial directivity pattern of the min-
tional, and the amplification is very high. imax beamformer, designed with the nonlinear cost function,
Figs. 4 and 5 show the spatial directivity pattern of theshen no errors occur and when gain and phase errors occur.
gain/phase-robust beamformer, designed with the nonlin&imilar conclusions can be drawn for the minimax beamformer
cost function, when no errors occur and when gain and phasefor the gain/phase-robust beamformer.
errors occur. As can be seen from Fig. 4, the performance
of this beamformer is worse than the performance of the
nonrobust beamformer when no errors occur. However, as can
be clearly seen from Fig. 5, when gain and phase errors occurn this paper, two procedures have been presented for de-
the performance of the gain/phase-robust beamformer is mwigning fixed broadband beamformers that are robust against
better than the performance of the nonrobust beamformer. gain and phase errors in the microphone array characteristics.

VI. CONCLUSIONS
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The first design procedure optimizes the mean performance byHence, the functiorf(w, #) can be integrated numerically
minimizing a weighted sum using the gain and the phase prolvéth no problem. In fact, the total integrélcan be written as
bility density functions. The second design procedure optimizes

the worst-case performance by minimizing the maximum cost I =1Ip(w2) — Ip(w1)

function over a finite set of feasible microphone characteris- b2 b2

tics. We have used the weighted LS, the TLS eigenfilter, and =/ f(wa, 0)df — Y, f(wr, 0)db (126)
a nonlinear cost function for designing broadband beamformers 9, 9,

with an arbitrary spatial directivity pattern. Simulation results = / Fflws, 0)do — flwi, 0)do. (127)
for the different design procedures and cost functions show that 61 61

robust broadband beamformer design for a small-size micro-
phone array indeed leads to a significant performance improve-
ment when gain and phase errors occur.

APPENDIX B
CALCULATION OF 671, 05, ;) AND 63 ;1) FOR ROBUST

NONLINEAR CRITERION
APPENDIX A

CALCULATION OF DOUBLE INTEGRAL FORFAR-FIELD Depending on the values ofi — 1)/L]. [(j — 1)/ L], [(k -
1)/L],and|(l — 1)/L]|, different cases have to be considered:

* Four equal values:~;ji; = 0

92 P2
= /91 ./wl ol + feosb) + ] dodd (119) bijrt = /a4fa(a) da, 65 ijwm =1, 0 im=0. (128)

The integral

vy

is equal to « Three equal values and one different valueu,jz; =

3 o —
/’92 sinfws(a + Bcosb) + 7] ” aiaz, Yijr = £(n1 = 72)
o a+ PBcost . 3
02 infwn ( + Beos d) + 1] ijkl :/ / ajaz fo(a1) fa(az) day day
- / i e dp (120) a1 Jaz
Jou o+ fcos = e / 0* fa(a) da (129)
such that, in fact, we need to solve integrals of the type (120) @
o= [ [ cosbn = fo(m) ol da e
Ij(w) = A flw, 6)db (121) :Ug‘ " (130)
where 0, ijr = / / sin[£(y1 — v2)]fg(11) fg(12) dv1 dye
Y1 772
f(w, ) = Snlw(a+ Beost) +1] =0. (131)
w, =
122 * Two equal values and two equal valuesa;jx; = aja
o+ fcost (122) T I val d | valuesa i = a2
Normally, this integral can be solved numerically without any I / / 2 2 das d
problem, but a special case occurs whein< || because then, CA ay Jas arazfo(@)fa(az) dar daz
a singularityd,, occurs in the denominator, with =t (132)
cosf, = —% (123) L= 1A ] = 12 | i =20 — 72)

such that numerically calculating the integfa{w) could lead 05 ijkt = -[/1 L cos2(y1 = 72)fg(m)
to numerical problems when## 0. By using the Taylor expan- - fo(y2) dy1 dys

sion ofcos # aroundd,,, we can derive a functiog(6)
= / / (cos 291 €os 292 + sin 271 sin 2)
71 /Y2

sin 7y
f) = — 124
9(8) B1— (69, (124) “fo(m)fa(v2) dya dya
* = (15,)* + (13,)? (133)
which is a good approximation fgi(w, #) around),, and which 5 _ 19 e d
is independent of. If we now define the functiorf (w, §) = vyigkl = [{1 [m sin 2(71 — 72) fg(m1) fg (72) dyy de
f(g, 0) — g(#), we can prove (by qpp.ly.ing L’H@pital's rule -0 (134)
twice) that for anyy, limg_,¢, f(w, 6) is finite and is equal to
_ o siny where
0111191 flw, ) =wcosy+ (a2 — ) (125)
o (0% = %) poy = [ cos2vfg(v)dy, ps, = [ sin2yfg(v)dy

For details, see [18]. (135)



DOCLO AND MOONEN: DESIGN OF BROADBAND BEAMFORMERS ROBUST AGAINST GAIN AND PHASE ERRORS

L] = 2] # [ = 12, g = 0
)= £ L) = 1) |
ikt = 1, % ijkt = 0. (136)

» Two equal values and two different values:a;jr; =
2
ajaz2as3

5§1jkl=/ / / ajasas fo(ar) fo(az) fa(as) day das dag
2p2 (137)

|2 =22 A 2 # L2 | v = 2n

65 ijkl :/ / / cos(271 — 72 — 73)
Y1 Y2 Y3

- fa (1) fo(v2) fo(v3) dyr dryz drys

/ / / COS 2’)/1 COS Y2 COS Y3 — sin Y2 sin ’73)
2 /73

+ sin 294 (sin 3 cos v3 + cos ys sin y3)

: fg(%)fg (72) fo(73) dyy dye dv:s
c )2

— Y2 — 73

= p5, [( (13)?] + 205, us s, = 85

'y, ijkl — / / / sin 271 Y2 — '73)
Y1 772 73
~fo(m)fa(v2) fa(s) dyy drya drys
“LLL
Y1 (8in y2 cos 3 + cos y2 sin y3)

' fg(%)fg(%)fg(%) dryy drya drys

(138)

sin 271 (cos y2 cos 3 — sin y2 sin y3)

= 15y [(15)° = (13)°] = 205, m5ms, = 65 (139)
|2 =2 # 2] £ 15 | - Yijki = =271+ 72 + 73
&:y, ijkl = Efw ; ijkl = _35, (140)
all other cases : Vijki = £(71 — 72)
:}, ijkl = U:}» 5’;, ijkl = 0. (141)

* Four different values: a;jr = ai1a2a3a4, vijer = 71 —
Y2 + 73 — V4

L]kl / / / / a1a2a3a4
aq az Jay

f(y a1 fa(aZ)fn(a3)fn((l4) dat das das day

_y (142)
S ikl = [y / / / cos(y1 —v2 + 3 — V4)

- fo (1) fo(v2) fo (73) fg (7a) dryr dryo drys dyy

/// [cos(v1 — 72) cos(y3 — Va)
Y1 ’Yz Y3 Y4

—sin(y1 — v2) sin(yz — v4)]

Jo (1) fg(v2) fo (v3) fo(va) dy1 dya dys dya

=(05)? (143)
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05 ikl = / / / / sin(yr —v2 + 73 — 74)

Y1 v Y2 /Y3 Y4
- Jo (1) fg(v2) fo (v3) fo(va) dyr dya dys dya
-1 /] / sin(ys =) cos( = )

"/2 ¥3 7
+ cos(y1 — ¥2) sin(ys — y4)]
: fg(’Yl)fg(Vz)fg(%)fg(’YO dryy drya drys dryy

=0, (144)

For asymmetric phase pdfg(v), i.e., a function for which

fo(ve +7) = fo(e = ), Vv, for a certaimy, it can easily
be proved thaﬁ = 0 since

Ye+r1
/// sin(2y1 — 72 — 73)

- fo(m fC V2)fg(’73)d71 dya dys (145)
/// sin(2v1 — v2 — 73) fg (e + M)
- fa(ve J:Iw )fa(Ve +3) dyi dya dys
/ //W sin(2v1 — 72 — 3) fo (ve + 1)
“fo(Ve +72) fo (Ve + v3) dyi dya dys (146)

/// —sin(2v1 —y2 —3) fo(ve — M)

“fo(ve = 72) fo (Ve — 73)(=dy1)(—dry2)(—dy3)

/ //W sin(2v1 — 2 — 73) fo (ve + 1)

“fo(ve +72) fo (Ve + v3) dy1 dya dys

=0, (147)
such that fory; = oo we obtain
= / / / sin(271 — 72 — 73)
fa(n)fo(v2) fg(vs) dy1 dvya dys = 0. (148)
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