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This paper evaluates the influence of three multimicrophone noise reduction algorithms on the
ability to localize sound sources. Two recently developed noise reduction techniques for binaural
hearing aids were evaluated, namely, the binaural multichannel Wiener filter �MWF� and the
binaural multichannel Wiener filter with partial noise estimate �MWF-N�, together with a
dual-monaural adaptive directional microphone �ADM�, which is a widely used noise reduction
approach in commercial hearing aids. The influence of the different algorithms on perceived sound
source localization and their noise reduction performance was evaluated. It is shown that noise
reduction algorithms can have a large influence on localization and that �a� the ADM only preserves
localization in the forward direction over azimuths where limited or no noise reduction is obtained;
�b� the MWF preserves localization of the target speech component but may distort localization of
the noise component. The latter is dependent on signal-to-noise ratio and masking effects; �c� the
MWF-N enables correct localization of both the speech and the noise components; �d� the statistical
Wiener filter approach introduces a better combination of sound source localization and noise
reduction performance than the ADM approach. © 2008 Acoustical Society of America.
�DOI: 10.1121/1.2931962�
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I. INTRODUCTION

Noise reduction algorithms in hearing aids are important
for hearing-impaired persons to improve speech intelligibil-
ity in background noise. Multimicrophone noise reduction
systems are able to exploit spatial in addition to spectral
information and are hence typically preferred to single-
microphone systems �Welker et al., 1997; Lotter, 2004�.
However, the multimicrophone, typically adaptive, noise re-
duction algorithms currently used in hearing aids are de-
signed to optimize the signal-to-noise ratio �SNR� in a mon-
aural way and not to preserve binaural or interaural cues.
Therefore, hearing aid users often localize sounds better
when switching off the adaptive directional noise reduction
in their hearing aids �Keidser et al., 2006; Van den Bogaert et
al., 2006�. This puts the hearing aid user at a disadvantage.
In certain situations, such as traffic, incorrect localization of
sounds may even endanger the user. In addition, interaural
localization cues and spatial awareness are important for
speech segregation in noisy environments due to spatial re-
lease from masking �Bronkhorst and Plomp, 1988; 1989�.

a�Electronic mail: tim.vandenbogaert@med.kuleuven.be
b�Presently at NXP Semiconductors, Interleuvenlaan 80 �C034�, 3001 Leu-
ven, Belgium.
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Changing from a bilateral, i.e., a dual-monaural, hearing aid
configuration, to a binaural noise reduction algorithm, i.e.,
generating an output signal for both ears by using all avail-
able microphone signals, may enhance the amount of noise
reduction and may increase the ability to control the adaptive
processes to preserve the interaural cues between left and
right hearing aids. An important limitation of most noise re-
duction array systems studied thus far is that they are de-
signed to produce a single, i.e., a monaural, output. Extend-
ing these to a binaural output is not trivial.

Recently, several techniques to combine binaural noise
reduction and preservation of spatial awareness have been
studied. The first class of techniques is based on computa-
tional auditory scene analysis. Wittkop and Hohman �2003�
proposed a method in which the incoming signal is split into
different frequency bands. The estimated binaural properties,
e.g., the coherence, of each frequency band are compared to
the expected properties of the signal component �typically it
is assumed that the signal component arrives from the frontal
area with interaural time differences �ITDs� and interaural
level differences �ILDs� close to 0 �s and 0 dB�. This com-
parison determines whether these frequencies should be en-
hanced or attenuated. By applying identical gains at the left

and the right hearing aids, interaural cues are preserved.
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However, the noise reduction performance of these methods
is relatively limited and typically spectral enhancement prob-
lems such as “musical noise” occur.

The second class of techniques is based on fixed or
adaptive beamforming. In the studies of Desloge et al.
�1997�, Welker et al. �1997�, and Zurek and Greenberg
�2000�, fixed and adaptive multimicrophone beamforming
systems were studied, designed to optimize their directional
response and to faithfully preserve the interaural cues. In
Desloge et al. �1997�, six different fixed beamforming sys-
tems were tested and compared to a reference system which
consisted of two independent cardioid microphones. Two of
these systems used all microphone inputs from both hearing
aids to calculate the output. The first system was a fixed
processing scheme designed to limit the amount of ITD dis-
tortion at the output to 40 �s. The second system used a
low/high pass filtering system and performed a fixed noise
reduction on the higher frequencies �f �800 Hz� of the sig-
nal. The frequency band below 800 Hz remained unproc-
essed. This approach is inspired by the observation that the
ITD information, which is mainly useful at low frequencies,
is a dominant localization cue compared to the ILD informa-
tion, present at the higher frequencies �Wightman and Kis-
tler, 1992�. Tests were performed with speech arriving from
the front in a diffuse noise source scenario. Both systems
showed a significant SNR gain of 2.7–4.4 dB in comparison
to the reference system. In general, both systems provided
the subjects with moderate localization capabilities using a
test setup with a resolution of 30°.

In Welker et al. �1997�, the low/high pass scheme de-
scribed above was used in an adaptive noise reduction algo-
rithm with two microphones, one at each ear. The high-
frequency part �f � fc� of the signal was now processed in an
adaptive way. The algorithm was evaluated by normal hear-
ing subjects. It was shown that fc determined a trade-off
between noise reduction and localization performance. An
optimal setting of fc=500 Hz was proposed which led to an
effective noise reduction of 3 dB and a localization accuracy
of 70%. Tests of Zurek and Greenberg �2000�, with hearing-
impaired subjects and fc=1000 Hz, showed a SNR improve-
ment of 2 dB when using the same algorithm.

The third class of techniques are based on blind source
separation �BSS�. Very recently, Aichner et al. �2007� pro-
posed two methods for incorporating interaural cue preserva-
tion in BSS. The first method is based on using adaptive
filters as a postprocessing stage after BSS. These filters re-
move the noise components, estimated by the BSS, from the
reference microphone. By doing this at both sides of the
head, the interaural cues of the speech component are pre-
served. Due to the fact that not all noise can be removed
from the reference signal, it was claimed that the interaural
cues of the remaining noise component are also preserved.
The second method is based on constraining the BSS filters
themselves, thereby avoiding distortion of the separated sig-
nals produced by the BSS. However, localization results
were described very briefly using a quality rating on the out-
put of the algorithm, and so far no results have been pub-
lished on the source separation performance of these meth-

ods.
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The last class, on which this paper will focus, is based
on multichannel Wiener filtering �MWF�. Recently, Doclo
and Moonen �2002� mathematically described a MWF ap-
proach performing noise reduction in hearing aids. This ap-
proach, unlike an adaptive directional microphone �ADM�, is
based on using second-order statistics of the speech and the
noise components to estimate the speech component in a
noisy �reference� microphone signal. In Doclo et al. �2006�,
it was mathematically proven that a binaural version of the
MWF generates filters which, in theory, perfectly preserve
the interaural cues of the speech component but change the
interaural cues of the noise component into those of the
speech component. To optimally benefit from spatial release
from masking and to optimize spatial awareness of the hear-
ing aid user, it would be beneficial to also preserve the inter-
aural cues of the noise component. Hence, two extensions of
the MWF have been proposed. In the first extension, pro-
posed by Klasen et al. �2006�, an estimate of the interaural
transfer function �ITF� was introduced into the cost function
which was used to calculate the Wiener filters. This enabled
putting more or less emphasis on preserving the interaural
cues at the cost of some loss of noise reduction. However, if
the ITF extension is emphasized too strongly, the interaural
cues of the speech component will be distorted into those of
the noise component. A perceptual validation of the MWF-
ITF by Van den Bogaert et al. �2007� in a low reverberant
environment showed that an optimal parameter setting could
be found which improved localization performance com-
pared to a binaural MWF without a large loss in noise reduc-
tion performance. However, this ITF extension is only valid
for single noise source scenarios. The second extension is a
MWF with partial noise estimate �MWF-N�, first described
by Klasen et al. �2007�, which aims at eliminating only part
of the noise component. The remaining, unprocessed, part of
the noise signal then restores the spatial cues of the noise
component of the signal at the output of the algorithm. This
is similar to the work of Noble et al. �1998� and Byrne et al.
�1998�, in which improvements in localization were found
when using open instead of closed earmolds. The open ear-
molds enabled the usage of the direct, unprocessed, sound at
frequencies with low hearing loss to improve localization
performance. In Klasen et al. �2007�, the MWF and MWF-N
approaches were compared to the approach of Welker et al.
�1997�, described earlier. This was done using objective per-
formance measures based on anechoic data for a single noise
source, fixed at 90°. To quantify localization performance, an
ITD-error measure was defined, being the difference in ITD
between the input and the output of the algorithms. ITD was
calculated as the delay generating the maximum value in the
cross correlation between the left and right ear signals. A
maximum noise reduction of 27 dB was obtained and simu-
lations showed that the ITD error of the speech component
was close to zero for the MWF and the MWF-N. It was also
shown that for the MWF, the ITD error of the noise compo-
nent could exceed 500 �s. For the MWF-N, this error
dropped below 50 �s. The work of Klasen et al. �2007� sum-
marized the possible benefits and trade-offs of the MWF and
the MWF-N compared to the approach of Welker et al.

�1997�. However, it remains hard to predict real-life perfor-
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mance, since an anechoic environment was used and since
the ITD error measure, used to predict localization perfor-
mance, is based on a very simple localization model.

The main purpose of this paper was to study the effect of
noise reduction algorithms on the ability to localize sound
sources when hearing aid users wear a hearing aid at both
sides of the head. It evaluates two recently described binaural
noise reduction algorithms, namely, the MWF and the
MWF-N, as well as a widely used noise reduction approach,
namely, an ADM. An unprocessed condition was used as a
reference. The evaluation was performed in a room with a
realistic reverberation time �T60=0.61 s� at two different
SNRs, mainly using perceptual evaluations with normal
hearing subjects. The focus of the manuscript is on localiza-
tion performance in the horizontal plane, for which the ITD
and ILD are the main cues �Hartmann, 1999; Blauert, 1997�.
Since the manuscript evaluates noise reduction algorithms,
noise reduction data will also be presented.

The main research questions answered in this study are
the following. �a� What is the influence of a commonly used
noise reduction algorithm, namely, an ADM in a dual-
monaural hearing aid configuration on the ability to localize
sound sources in a realistic environment? �b� What is the
influence of the binaural MWF in a binaural hearing aid con-
figuration on the ability to localize sound sources? �c� Does
the MWF-N improve localization performance in compari-
son to the MWF? �d� How do the MWF and MWF-N per-
form in terms of combining noise reduction and localization
performance in comparison to the ADM configuration?

II. ALGORITHMS

A. ADM

An ADM is a commonly used noise reduction technique
for hearing aids �Luo et al., 2002; Maj et al., 2004�. Unlike
the MWF-based algorithms, the ADM is based on the as-
sumption that the target signal arrives from the frontal direc-
tion and that jammer signals arrive from the back hemi-
sphere. The ADM uses the physical differences in time of
arrival between the microphones to improve the SNR by
steering a null in the direction of the jammer signals. The
ADM uses the microphones of one hearing aid at a given ear
and consists of two stages. The first stage generates two soft-
ware directional microphone signals corresponding to front-
and back-oriented cardioid patterns. In the second stage,
these signals are combined by an adaptive, frequency depen-
dent, scalar � that minimizes the energy arriving from the
back hemisphere at the output of the algorithm. Typically, the
value of � is constrained between 0 and 0.5 to avoid distor-
tion in the frontal hemisphere.

B. Binaural MWF

In general, the goal of a Wiener filter is to filter out noise
corrupting a desired signal. Using the second-order statistical
properties of the desired signal and the noise, the optimal
filter or Wiener filter can be calculated. It generates an output
signal which approaches the desired signal as closely as pos-
sible in a mean-square error �MSE� sense. It is based on

minimizing a cost function corresponding to the difference
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between the desired signal �the speech component which has
to be estimated� and the output of the filter. In contrast with
a single channel approach, a MWF uses multiple input sig-
nals to compute a set of filters generating this output signal.
See Haykin �2002� for an overview on Wiener filtering.

Consider the binaural hearing aid configuration in Fig. 1,
where the left and the right hearing aids have a microphone
array consisting of, respectively, ML and MR microphones.
The mth microphone signal YL,m��� of the left ear can be
written in the frequency domain as

YL,m��� = XL,m��� + VL,m���, m = 1 ¯ ML, �1�

where XL,m��� and VL,m��� represent the speech and the
noise components at the mth microphone input of the left
hearing aid. YR,m, XR,m���, and VR,m��� are defined similarly
for the right hearing aid. Assuming a link between the two
hearing aids, microphone signals from a given ear �MI� and
contralateral ear �MC� can be used to generate an output
signal for each of the two hearing aids. The total number of
microphones used at each ear is defined as M =MI+MC.1 For
the left and right ears, the M-dimensional input signal vec-
tors YL and YR can be written as

YL��� = �YL,1���, . . . ,YL,MI
���, YR,1���, . . . ,YR,MC

����T,

�2�

YR��� = �YL,1���, . . . ,YL,MC
���, YR,1���, . . . ,YR,MI

����T,

�3�

with T the transpose operator. The vectors defining the
speech component and the noise component, e.g., for the left
ear XL��� and VL���, are defined in a similar way to the
signal vectors. The filters which combine the microphone
signals to optimally estimate the speech component are cal-
culated using a Wiener filter procedure and are defined as
WL��� and WR��� for the left and the right hearing aids,
respectively. The output signals for the left and the right ears

FIG. 1. Layout of a binaural noise reduction system.
are equal to
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ZL��� = WL
H���YL���, ZR��� = WR

H���YR��� , �4�

with WL��� and WR��� M-dimensional complex vectors and
H the Hermitian transpose operator. The 2M-dimensional

stacked weight vector W��� is defined as

W��� = �WL���
WR��� � . �5�

For conciseness, we will omit the frequency-domain variable
� in the remainder of the paper.

The binaural MWF produces a minimum MSE estimate
of the speech component for each hearing aid. The MSE cost
function JMSE which should be minimized to calculate the
filters WL estimating the unknown speech component in the
front microphone of the left hearing aid, i.e., XL,1 from Eq.
�1�, and the filters WR estimating the unknown speech com-
ponent in the front microphone of the right hearing aid, i.e.,
XR,1, equals

JMSE�W� = E���XL,1 − WL
HYL

XR,1 − WR
HYR

��2	 , �6�

with E the expected value operator. Minimizing JMSE�W�
leads to the optimal filters W producing the best minimum
MSE estimate of the speech component X present in the
reference microphones.

This cost function was, for a monaural hearing aid con-
figuration, extended by Doclo and Moonen �2002� and Spriet
et al. �2004� by using Eq. �1� and introducing an extra trade-
off parameter �. To enable a trade-off between speech dis-
tortion and noise reduction, they introduced the monaural
speech distortion weighted MWF �SDW-MWF�, which mini-
mizes the weighted sum of the residual noise energy and the
speech distortion energy. The binaural SDW-MWF cost
function equals

JMWF�W� = E���XL,1 − WL
HXL

XR,1 − WR
HXR

��2

+ ���WL
HVL

WR
HVR

��2	 ,

�7�

where the first term represents speech distortion and the sec-
ond term represents the residual noise. Note that when the
trade-off parameter � is set to 1, the SDW-MWF cost func-
tion �7� reduces to cost function �6�. In the remainder of the
paper the SDW-MWF algorithm will be used and evaluated.
For conciseness the SDW-MWF algorithm will be referred to
as MWF.

The Wiener filter solution minimizing the cost function
JMWF�W� equals

WMWF = �Rx,L + �Rv,L 0M

0M Rx,R + �Rv,R
�−1�Rx,LeL

Rx,ReR
� , �8�

with eL and eR being vectors with one element equal to 1 and
the other elements equal to zero, defining the reference mi-
crophones used at both hearing aids, i.e., in the case of the
front omnidirectional microphone eL�1�=1 and eR�1�=1. Rx

and Rv, which are at present still unknown, are defined as the
M �M-dimensional speech and noise correlation matrices,
containing the autocorrelations and cross correlations �or the

statistical information� of, respectively, the speech and noise
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components X and V over the different input channels, e.g.,
Rx,L=E
XLXL

H�. To find WMWF using Eq. �8�, a voice activity
detector is used to discriminate between “speech and noise
periods” and “noise only periods.” The noise correlation ma-
trix Rv can be calculated during the noise only periods. By
assuming a sufficient stationary noise signal, the speech cor-
relation matrix Rx can be estimated during speech and noise
periods by subtracting Rv from the correlation matrix Ry for
the noisy signal Y. By using these correlation matrices, the
filters W can be found �see Eq. �8��.

Since the binaural MWF is designed to produce two
outputs, ZL��� and ZR���, respectively, estimating the speech
components at the front omnidirectional microphones of the
left and the right hearing aids, the interaural cues of the
speech component are inherently preserved.

C. Binaural MWF-N

The rationale of the MWF-N is not to completely re-
move the noise component from the microphone signals but
to remove only part of the noise component. The interaural
cues of the unprocessed part can then be used to correctly
localize the noise component. The MWF-N corresponds to
estimating the desired speech component summed with a
scaled version of the noise component �Klasen et al., 2007�.
Consequently, Eq. �6� changes into

JMSE��W� = E���XL,1 + �VL,1 − WL
HYL

XR,1 + �VR,1 − WR
HYR

��2	 , �9�

with � between 0 and 1. By using a small � more emphasis
is put on noise reduction and less emphasis is put on preserv-
ing the interaural cues of the noise component. When �=0,
the MWF-N reduces to the standard MWF. Similar to the
MWF, a trade-off parameter can be introduced by weighting
the amount of speech distortion with the residual noise en-
ergy in the partial noise estimate. In other words, the amount
of speech distortion is limited at the cost of noise reduction
on part �1−�� of the noise signal. The cost function then
becomes

JMWF��W� = E���XL,1 − WL
HXL

XR,1 − WR
HXR

��2

+ ����VL,1 − WL
HVL

�VR,1 − WR
HVR

��2	 . �10�

A simple relationship holds between the filter output of the
MWF and the MWF-N,

ZMWF�,L��,�� = �YL,1 + �1 − ��ZMWF,L��� , �11�

ZMWF�,R��,�� = �YR,1 + �1 − ��ZMWF,R��� . �12�

In other words, the MWF-N solution is obtained by adding a
portion of the unprocessed signals of the reference micro-
phones ��Y� to the original MWF solution. This can be used
to restore the spatial cues of the noise component in the
processed signal. A similar theory is demonstrated in the
work of Noble et al. �1998� and Byrne et al. �1998�, in which
localization performance was improved by using open in-

stead of closed earmolds by dual-monaural hearing aid users.
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Obviously, it is expected that noise reduction performance
will decrease when increasing �.

III. LOCALIZATION PERFORMANCE

A. Test setup

Experiments were carried out in a reverberant room with
dimensions 5.20�4.50�3.10 m3 �length�width�height�
and a reverberation time T60, averaged over one/third octave
frequencies from 100 to 8000 Hz, of 0.61�0.08 s. Subjects
were located at 1.90 m from the right wall and 2.05 m from
the front wall. Stimuli were generated off line �see Sec.
III B� and presented through headphones �Sennheiser
HD650� using an RME Hamerfall DSPII soundcard. Sub-
jects were placed inside an array of 13 Fostex 6301B single-
cone speakers. The speakers were located in the frontal hori-
zontal plane at angles ranging from −90° to +90° relative to
the subject with a spacing of 15°. The speakers were placed
at a distance of 1 m from the subject and were labeled 1–13.
Since the stimuli were presented through headphones, loud-
speakers were used only for visualization purposes. The task
was to identify the loudspeaker where the target sound was
heard.

B. Stimuli

The algorithms were evaluated using a steady speech
weighted noise signal from the VU test material �Versfeld et
al., 2000� arriving from angle x° as speech component �S�. A
multitalker babble �Auditec� was used as the jammer sound
�N� arriving from angle y°, defining the spatial scenario
SxNy. The spectra of the speech and noise source are de-
picted in Fig. 2. Three different spatial scenarios were evalu-
ated: S0N60, S90N−90, and S45N−45.

To generate the input signals for all algorithms, stimuli
were convolved with the appropriate impulse responses mea-
sured between the loudspeakers of the loudspeaker array and
the microphones on two behind the ear �BTE� hearing aids
worn by a Cortex MK2 manikin. The manikin was placed at
the position of the test subjects. The BTE devices were two
dual-microphone shells with direct microphone outputs from
two omnidirectional microphones on each hearing aid. The
intermicrophone distance was approximately 1 cm.

Three different noise reduction algorithms were evalu-
ated. The first two algorithms were the binaural MWF with

FIG. 2. Average power spectrum of the speech weighted noise signal �VU
material� and the multitalker babble �Auditec�. The overall SNR was
0 dB A.
partial noise estimate using �=0.2 �MWF-N0.2� and the stan-
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dard binaural MWF, which corresponds to the MWF-N with
�=0. Both of these algorithms were implemented using for
each ear two omnidirectional microphones present at that ear
and the front microphone of the contralateral hearing aid to
generate an output for the given hearing aid. Simulations
suggested that �=5 was an appropriate value for the trade-
off parameter in Eqs. �7� and �10�. The third algorithm was
an ADM. The ADM configuration is a commonly used dual-
monaural configuration which used for each ear both micro-
phone signals of the given hearing aid to generate the output
signal for that particular hearing aid. When testing perfor-
mance in the unprocessed condition �unproc�, the front om-
nidirectional microphone signals from the left and right hear-
ing aids were presented to the subject. The outputs of all
algorithms were calculated off line. ADM and MWF filters
were trained on the specific spatial scenario and were fixed
after convergence. For the MWF, a perfect voice activity
detector was used to calculate the filters. Pilot testing sug-
gested that the MWF filters behaved differently at different
SNRs. Therefore, stimuli were generated at two different in-
put SNRs �0 and −12 dB A�, with the input SNR being cal-
culated in the absence of the head.

C. Protocol

In the first test condition �S,N�, the speech and the noise
components were filtered by the fixed filters and presented
separately to the subjects. By presenting the two components
separately, interactions between components were avoided
�masking effects, localizing two sounds is different from lo-
calizing one sound source�. In the second condition �S+N�
the speech and noise components were presented simulta-
neously and the subject was asked to localize both compo-
nents. This resembled a steady-state real-life situation.

Subjects were instructed to keep their head fixed and
pointed toward the 0° direction during stimulus playback and
were supervised by the test leader. The task was to identify
the loudspeaker where the target sound was perceived. Al-
though only the locations of −90°, −45°, 0°, 45°, 60°, and
90° were used to generate the stimuli, subjects were free to
use all given loudspeaker positions in the frontal horizontal
hemisphere �−90° to +90° in steps of 15°� to identify where
the sound was perceived. Tests were restricted to the frontal
hemisphere to avoid front-back confusions which would
complicate the analysis of the results and which are more
related to spectral cues than to interaural cues. None of the
subjects experienced major problems with this restriction.
Subjects were clearly instructed that the test could be unbal-
anced. The five subjects were all normal hearing subjects
working in the Department of Exp.ORL and were used to
performing listening tests.

Pilot testing showed that the presented stimuli might
sound diffuse or even arriving from two different angles in-
stead of one clear direction. Therefore, subjects were asked
to give comments on how the sound was perceived using the
following classification: the sound arrives from a point
source with one clear direction in space �point�, the sound
arrives from a wider area �wide�, the sound arrives from

everywhere �diffuse�, or more than one sound source is per-
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ceived �dual�. If they perceived multiple components at dif-
ferent locations, subjects were asked to report both locations
and to report to which direction they would look when hear-
ing this stimulus. This direction was then used as the re-
sponse to the presented stimulus. Only for the condition S
+N were the subjects explicitly asked to report two angles of
arrival, one for the speech and one for the noise component.

The two different sound conditions �S,N and S+N� were
presented in different test sessions with the angle of arrival,
input SNR, and type of algorithm randomized throughout the
test. Each stimulus was repeated three times, and an overall
roving level of 6 dB was used �ranging from 0 to −6 dB�.
The presented stimuli were equalized in dB A level by ad-
justing the sound level, averaged over the left and right chan-
nels, to the same level for all generated stimuli. The stimuli
were then presented at a comfortable level chosen by the
subject. Because the task was quite hard, the subject had the
possibility to repeat the same stimulus over and over again
until a clear answer could be given to the test leader, who
entered all responses and comments. The test leader had no
information on the location of the stimulus nor the type of
algorithm that was used and no feedback was given to the
subjects. Typically one session took somewhat more than 1 h
and several hours elapsed between different sessions. If fa-
tigue or low concentration were observed, breaks were taken
during the test.

D. Performance measures

Different error measures have been used in previous lo-
calization studies �Noble and Byrne, 1990; Lorenzi et al.,
1999; Van Hoesel et al., 2002�. Two commonly used error
measures are the root-mean-square �rms� error and the mean
absolute error �MAE�. We focused on the MAE which is
defined as

MAE�°� =
�i=1

n �stimulus azimuth − response azimuth�
n

,

�13�

with n the number of presented stimuli. For the MAE, all
errors are weighted equally, while for the rms error, large
errors have a larger impact than small errors. The smallest
nonzero error a subject could make for one stimulus equaled
5° MAE �one error of 15° made during the three repetitions
of the stimulus, n=3�. In Sec. III E, the statistical analysis
will show that this resolution was sufficient to illustrate ef-
fects of, and large differences between, the algorithms in the
different spatial scenarios, which was the goal of this study.

E. Results and analysis

First the data and analysis for the condition S,N are pre-
sented, followed by the data and analysis for the condition
S+N. All statistical analysis was done using SPSS 15.0. For
conciseness, the term factorial repeated-measure ANOVA is
abbreviated by ANOVA and pairwise comparisons discussed
throughout the document were always Bonferroni corrected

for multiple comparisons.
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1. Condition S,N

Localization data for the condition with the speech and
the noise component presented separately to the listener are
given in Table I. Table I indicates where the stimulus was
perceived by each subject, averaged over the three stimulus
repetitions, together with the minimum, maximum, and av-
eraged MAE values across subjects.

To compare the different algorithms, an ANOVA was
carried out on the recorded MAE data. The factor algorithms
�ADM, MWF, MWF-N0.2�, target �speech or noise compo-
nent�, SNRs �0 and −12 dB�, and angles �S0N60, S90N−90,
S45N−45� were used. As expected, many interactions were
found between these factors, e.g., algorithm*target p=0.004.
To disentangle these interactions, separate ANOVAs were
carried out for the speech and noise components.

Speech component. An interaction was found between
the factor angle and algorithm �p=0.019, F=14.647�. Hence,
separate ANOVAs were carried out for each spatial scenario.

For S0N60 and S45N−45 no main effects were found �p
=0.470 and p=1.000, respectively for the factor algorithm�.
For the scenario S90N−90, a main effect of the factor algo-
rithm was found �p=0.009, F=22.359�. Pairwise compari-
sons showed significantly lower performance for the ADM
than for the MWF �difference averaged over the two SNRs
=58° MAE, p=0.039� and the MWF-N0.2 �difference aver-
aged over the two SNRs=65° MAE, p=0.019�. Table I
shows that, for scenario S90N−90, none of the subjects was
capable of localizing the speech component correctly when
using the ADM, and sounds were most commonly localized
around 0° �four out of five subjects�. The MWF-N0.2 scheme
just failed to give significantly better performance than the
MWF scheme �difference of 7° MAE, p=0.057�.

When comparing the algorithms with the unprocessed
condition, no main effects were found for scenarios S0N60

and S45N−45 �p�0.252�. For the scenario S90N−90, a main
effect was found �p=0.008�. Pairwise comparisons showed
that only the ADM performed significantly more poorly than
the unprocessed condition �a difference of 67° MAE, p
=0.038, for SNR=0 dB and a difference of 65° MAE, p
=0.035, for SNR=−12 dB�.

Table II shows the percentage of reports of a clear di-
rectional sound image during the subjective classification of
the stimuli. For the speech component, the combination of
ADM and S90N−90 led to severely degraded performance
compared to all other combinations. Interestingly, these
stimuli were often perceived as being diffuse �53% for 0 dB
and 60% for −12 dB�. Subjects reported that, when perceiv-
ing a diffuse sound, 0° was often picked as the direction from
where the sound was heard, since it is the neutral position in
the middle of the sound array. Therefore, these 0° responses
should be interpreted carefully.

Noise component. Due to an interaction with SNR �p
=0.050�, separate ANOVAs were carried out for each SNR.
Since the speech and noise components were presented sepa-
rately and since the presentation level for both components
was calibrated to a comfortable level, the obtained results for
the unprocessed stimuli are independent of SNR. Therefore,
the data for the unprocessed condition were incorporated in

the ANOVA for each SNR.
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TABLE I. Response location �deg�, averaged over three repetitions, together with the average, minimum, and maximum MAE across subjects for the three
different spatial scenarios �S0N60, S90N−90, and S45N−45�, and the different processing schemes �unprocessed, ADM, MWF, and MWF-N0.2� at two different
SNRs �0 and −12 dB�. The speech and the noise sources were presented separately through headphones �S,N�. The rows labeled “effect” show whether a
significant difference from the unprocessed condition was found. P-values of pairwise comparisons are shown. If no main effects were found the term “nm”
is used.

S0N60 S0 N60

unproc ADM MWF MWF-N0.2 unproc ADM MWF MWF-N0.2

SNR0 SNR-12 SNR0 SNR-12 SNR0 SNR-12 SNR0 SNR-12 SNR0 SNR-12 SNR0 SNR-12

T 0 0 −5 −15 0 −15 0 90 90 75 0 50 0 85
J 0 0 0 0 0 0 0 90 90 90 0 90 80 90
H 0 0 0 −5 0 0 0 65 60 70 0 45 35 65
L −5 −5 −5 −15 −10 −15 −10 90 80 85 −5 45 75 85
O 0 20 25 5 35 −0 0 85 80 90 10 80 65 80

Loc �av� −1 3 3 −6 5 −8 −2 84 80 82 1 62 51 81
MAE �av� 1 5 7 8 9 8 2 24 20 22 59 28 25 21

Min-max MAE 0-5 0-20 0-25 0-15 0-35 0-15 0-10 5-30 0-30 10-30 50-65 20-35 5-60 5-30
Effect nm nm nm nm nm nm p=0.687 nm p=0.027 nm p=1.000 nm

S90N−90 S90 N−90

unproc ADM MWF MWF-N0.2 unproc ADM MWF MWF-N0.2

SNR0 SNR-12 SNR0 SNR-12 SNR0 SNR-12 SNR0 SNR-12 SNR0 SNR-12 SNR0 SNR-12

T 90 0 0 85 80 85 90 −80 −15 0 80 −55 −90 −85
J 90 0 0 90 80 90 90 −90 0 0 45 −90 −90 −90
H 70 20 15 65 55 70 75 −85 −75 −60 −25 −75 −80 −90
L 80 0 15 80 75 85 75 −70 −35 −35 80 −60 −75 −80
O 75 50 50 70 55 70 75 −75 −20 −10 80 55 30 −65

Average 81 14 16 78 69 80 81 −80 −29 −21 52 −45 −61 −82
MAE �av� 9 76 74 12 21 10 9 10 61 69 142 45 29 8

Min-max MAE 0-20 40-90 40-90 0-25 10-35 0-20 0-15 0-20 15-90 30-90 65-170 0-145 0-120 0-25
Effect p=0.038 p=0.035 p=0.423 p=0.056 p=1.000 p=1.000 p=0.687 nm p=0.027 nm p=1.000 nm

S45N−45 S45 N−45

unproc ADM MWF MWF-N0.2 unproc ADM MWF MWF-N0.2

SNR0 SNR-12 SNR0 SNR-12 SNR0 SNR-12 SNR0 SNR-12 SNR0 SNR-12 SNR0 SNR-12

T 50 60 50 80 65 65 80 −50 −60 −85 75 −90 −70 −75
J 60 90 90 90 45 90 50 −45 −90 −90 75 −70 −75 −90
H 45 40 30 45 45 45 45 −75 −70 −70 −50 −75 −70 −75
L 75 70 50 75 75 85 60 −60 −45 −50 −25 −50 −60 −60
O 75 70 75 70 75 75 70 −80 −60 −75 80 75 25 −65

Average 61 66 59 72 61 72 61 −62 −65 −74 31 −42 −50 −73
MAE �av� 16 23 20 27 16 27 16 17 20 29 78 45 37 28

Min-max MAE 0-30 5-45 5-45 0-45 0-30 0-45 0-35 0-35 0-45 5-45 5-125 5-120 15-90 15-45
Effect nm nm nm nm nm nm p=0.687 nm p=0.027 nm p=1.000 nm
TABLE II. Percentage of stimuli perceptually classified as being a sound arriving from a point source with one clear direction in space, averaged over five
subjects, for the three different spatial scenarios and the different processing schemes. The speech and the noise sources were presented separately through
headphones �S,N�. In the conditions in which most sounds were not categorized as arriving from one clear direction, the percentage of diffuse sounds �di�, dual
sounds �du�, or very broad source �br� is added.

Level �dB� Unproc ADM MWF MWF-N0.2 Level �dB� Unproc ADM MWF MWF-N0.2

S0 0 67 87 93 100 N60 0 89 80 80+7du 27+53du
−12 53 87 93 −12 93 47+40du 67+27du

S90 0 75 13+53di 100 100 N−90 0 89 7+27di+40br 27+73du 7+93du
−12 27+60di 60 100 −12 53+20di+20br 7+87du 13+87du

S45 0 58 87 100 100 N−45 0 89 93 20+67du 7+87du
−12 87 87 73 −12 100 27+67du 13+80du
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For SNR=0 dB, a main effect of algorithm was ob-
served �p=0.012�. Pairwise comparisons showed signifi-
cantly lower performance for the MWF than for all other
strategies �versus unprocessed p=0.027, versus ADM p
=0.017, versus MWF-N0.2 p=0.049�. This can also be ob-
served in Table I, which shows that the noise component at
the output of the MWF was generally localized at the same
location as the speech component. No significant differences
were found between the unprocessed condition, the ADM,
and the MWF-N0.2 �p�0.687�. For SNR=−12 dB, no inter-
actions or main effects were found �angle*algorithm p
=0.115, angle p=0.443, algorithm p=0.156�, implying that
all algorithms, including the MWF, performed equally well
at this SNR.

Interestingly, no interaction was found at either SNR
between the factor algorithm and angle, although the results
in Table I suggest that the ADM distorted the localization of
the noise component in the scenario S90N−90 �which was also
observed when analyzing the data of the speech component�.
Table I shows that only one out of five subjects, subject H,
localized the noise component with the ADM equally well as
in the unprocessed condition.

The subjective classification, shown in Table II, showed
a clear drop in performance for almost all spatial scenarios
for the MWF and the MWF-N0.2 compared to the unproc-
essed condition. This was quite surprising for the MWF-N0.2

and the MWF at SNR=−12 dB since their MAE values were
relatively modest in these conditions and not statistically dif-
ferent from those for the unprocessed condition. Interest-
ingly, the outputs of these algorithms were often classified as
being a “dual sound.” Averaged over the three spatial sce-
narios, there were 49% and 65% of such cases for the MWF
and 78% and 65% of such cases for the MWF-N0.2 at 0 and
−12 dB, respectively. When dual sounds were reported, the
sound was perceived as having two components, each arriv-
ing from a different angle. Subjects reported that one part
arrived approximately from the position of the original noise
component, whereas the other part arrived from around the
position of the speech component. When using the MWF at a
SNR of 0 dB, the sound arriving from the original noise
position was typically described as being softer, lower in
frequency and less distorted than the other part. For the
SNR=−12 dB condition, the part arriving from the original
noise position was reported as being louder than the distorted
part arriving from the speech position.

2. Condition S+N

Whereas in the first experiment the goal was to gain
understanding of how the filtering operations perceptually
affect the localization cues, the second experiment was more
related to real-life performance. In this experiment, speech
and noise components were presented simultaneously which
resembled more a steady-state real-life listening situation.
Subjects were asked to localize both the speech and noise
components. Table III shows the individual data indicating
where the stimuli were perceived, averaged over three rep-
etitions, together with the minimal, maximal, and averaged

MAE values for the tested subjects.
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In most conditions no differences were found between
the data for condition S+N and condition S,N, leading to the
same differences between algorithms as discussed for condi-
tion S,N. This was assessed for the unprocessed data, the
ADM data, the MWF-N0.2 data, and for the speech compo-
nent data of the MWF by an ANOVA on all MAE data �S,N
and S+N�. For the noise component data of the MWF, a
significant effect of the factor stimulus presentation �S,N ver-
sus S+N� was found for the 0 dB data �p=0.006� but not for
the −12 dB data �p=0.233�. An ANOVA comparing the 0 dB
data of condition S+N demonstrated, in contrast with the
S,N data, no significant difference between the MWF and all
other conditions �factor algorithm, p=0.322�. The data in
Table III show that, for both SNRs, the performance of the
MWF approaches that for the unprocessed condition for the
noise component for all three spatial scenarios. The 0 dB
data of the MWF contrast with the results obtained when
speech and noise components were presented separately
�Table I�.

F. Discussion of reference condition

Since the unprocessed condition was used as a reference
condition in the Results and analysis section, a short discus-
sion of the results for this condition is in order. For the con-
dition S,N, the average localization responses in the unproc-
essed condition were relatively accurate �Table I�, with
average MAE values between 1° and 24°, depending on the
spatial scenario. Although localization was not perfect, these
values are in reasonable agreement with those found by Van
den Bogaert et al. �2006� who used similar procedures and
stimuli in their tests. In their study, when testing subjects
using their own ears to localize a broadband stimulus, the
MAE, averaged over all angles, was about 8°, with large
errors, up to 30°, occurring at the sides of the head. Poorer
performance was expected here, since localization experi-
ments were done using headphones and since the unproc-
essed stimuli were generated using signals at the front om-
nidirectional microphone of both hearing aids. Therefore, the
signals could have sounded somewhat unnatural with slightly
different ITDs and ILDs than normally occurring at the ear-
drums and with no relevant information about height and no
externalization �pinnae effect�. However, this condition was
taken as the reference since an evaluation was made of the
influence of noise reduction algorithms for hearing aids on
the localization of sound sources. Since the allowed re-
sponses were limited to the frontal hemisphere, localization
at the sides of the head might have been slightly biased to-
ward the front. However, this was true for all conditions and
does not explain the differences found between algorithms.

For the unprocessed condition, a similar localization
performance was observed in conditions S,N and S+N.
Since the data presented here were limited to only three rep-
etitions for each spatial scenario with a limited number of
subjects, one should be careful about generalizing this obser-
vation. Other researchers have demonstrated that localizing
one sound source can be affected by the absence or presence

of other sound signals �Lorenzi et al., 1999�.
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IV. NOISE REDUCTION PERFORMANCE

Besides the evaluation of the localization performance
of the noise reduction algorithms, which was the main focus
of this study, all tested algorithms were evaluated with re-
spect to the suppression of noise, since a trade-off may exist
between localization and noise reduction performance. The
noise reduction performance of the different algorithms was
measured using two out of the three spatial scenarios pre-
sented earlier.

A. Test setup

Speech reception thresholds �SRTs� were measured us-
ing an adaptive test procedure �Plomp and Mimpen, 1979�.
The level of the speech signals was adjusted to determine the
50% speech recognition level, i.e., the SRT. The VU sen-
tences were used as speech material �Versfeld et al., 2000�
and a multitalker babble, the same as the one used in the
localization experiment, was used as jammer signal. The per-
formance of the three algorithms was evaluated for spatial

TABLE III. Response location �deg�, averaged over three repetitions, togeth
for the three different spatial scenarios �S0N60, S90N−90, and S45N−45�, and the
different SNRs �0 and −12 dB�. The speech and the noise sources were pre

S0N60 S0

unproc ADM MWF MW
SNR0 SNR-12 SNR0 SNR-12 SNR0

T −10 0 −40 −10 −20 −5
J 0 0 −25 0 0 0
H 0 0 0 0 0 0
L −15 −10 −15 −15 −15 −15
O 0 50 −5 0 −5 0

Average �°� −5 8 −17 −5 −8 −4
MAE av �°� 5 12 17 5 8 4

Min-max MAE 0-15 0-50 0-40 0-15 0-20 0-15

S90N−90 S90

unproc ADM MWF MW
SNR0 SNR-12 SNR0 SNR-12 SNR0

T 75 0 −60 90 90 85
J 90 15 75 90 85 90
H 65 20 20 65 55 75
L 90 −5 85 90 80 90
O 70 50 75 85 60 75

Average �°� 78 16 39 84 74 83
MAE av �°� 8 74 51 6 16 7

Min-max MAE 0-25 40-95 5-150 0-25 0-35 0-15

S45N−45 S45

unproc ADM MWF MW
SNR0 SNR-12 SNR0 SNR-12 SNR0

T 75 75 55 75 80 60
J 85 70 90 90 90 90
H 45 45 45 45 45 40
L 80 75 90 75 65 70
O 85 90 80 75 70 75

Average �°� 74 71 72 72 70 67
MAE av �°� 29 26 27 27 25 24

Min-max MAE 0-40 0-45 0-45 0-45 0-45 5-45
scenarios S0N60 and S90N−90. Tests were performed in a
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sound attenuating booth. Stimuli were presented under head-
phones �TDH-39� using a RME Hamerfall DSPII soundcard
and a Tucker Davis HB7 headphone driver. The setup was
calibrated so that the sound pressure level of the noise signal
averaged over the left and right ears was constant and equal
to 65 dB A. The level of the speech signal was adjusted with
a step size of 2 dB during the adaptive procedure. The group
of five normal hearing subjects tested in the localization ex-
periment was expanded to nine normal hearing subjects,
since the noise reduction data of five normal hearing subjects
only showed close to significant trends.

B. Results and analysis

Table IV shows the individual SRT values �decibel
SNR� of the nine normal hearing subjects for the unproc-
essed condition, together with the SRT gain obtained
using the different noise reduction algorithms
�=SRTalgo−SRTunproc�. To compare performance between al-
gorithms, Bonferroni corrected pairwise comparisons were

ith average, minimum, and maximum MAE data over the different subjects
rent processing schemes �unprocessed, ADM, MWF, and MWF-N0.2� at two
d simultaneously through headphones �S+N�.

N60

.2 unproc ADM MWF MWF-N0.2

R-12 SNR0 SNR-12 SNR0 SNR-12 SNR0 SNR-12

10 90 90 90 80 75 90 70
0 90 90 90 80 75 90 90
5 75 75 75 75 75 80 70
20 90 90 80 90 90 85 90
20 70 85 85 85 75 85 70
11 83 86 84 82 78 86 78
1 23 26 24 22 18 26 18

-20 10-30 15-30 15-30 15-30 15-30 20-30 10-30

N−90

.2 unproc ADM MWF MWF-N0.2

R-12 SNR0 SNR-12 SNR0 SNR-12 SNR0 SNR-12

0 −60 −60 0 −75 −65 −85 −70
0 −90 −70 −80 −85 −85 −90 −90
5 −85 −60 −65 −65 −75 −75 −90
5 −75 −55 −25 −65 −60 −70 −80
5 −90 −70 −35 −65 −40 −60 −60
9 −80 −63 −41 −71 −65 −76 −78
1 10 27 49 19 25 14 12

-45 0-30 20-35 10-90 5-25 5-50 0-30 0-30

N−45

.2 unproc ADM MWF MWF-N0.2

R-12 SNR0 SNR-12 SNR0 SNR-12 SNR0 SNR-12

5 −80 −60 −60 −90 −60 −90 −75
0 −80 −90 −80 −80 −65 −90 −90
0 −60 −60 −70 −75 −50 −70 −80
0 −65 −45 −45 −65 −55 −65 −60
0 −65 −60 −75 5 −10 −50 −40
5 −70 −63 −66 −61 −48 −73 −69
0 25 20 21 36 19 30 26

-45 15-35 0-45 0-35 20-50 5-45 15-45 5-45
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performed on the SRT data for each spatial scenario.
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For the scenario S0N60, all three noise reduction algo-
rithms gave a significant gain in SRT. The gains were 2.0 dB
for the ADM �p=0.045�, 3.9 dB for the MWF �p=0.001�,
and 2.9 dB for the MWF-N0.2 �p=0.003�. The MWF signifi-
cantly outperformed the ADM by 1.2 dB �p=0.003�. No sig-
nificant difference was observed between the MWF and the
MWF-N0.2 �p=0.392�, although six out of nine subjects per-
formed more poorly with the MWF-N0.2.

For the scenario S90N−90, a significant loss of 4.4 dB in
SNR of the ADM was found �p	0.001�. Moreover, the
ADM performed significantly more poorly than all other al-
gorithms �all comparisons p	0.001�. The MWF gave no
clear advantage over the unprocessed condition, with an av-
erage gain of 0.4 dB �p=1.000�. The MWF-N0.2 was the
only algorithm that gave a significant SRT gain with an av-
erage gain of 1.8 dB �p=0.011�. No significant difference
was observed between the MWF and the MWF-N0.2 �p
=0.166�, although seven out of nine subjects showed better
performance with the MWF-N0.2 than with the MWF.

V. DISCUSSION

Four research questions were raised related to the com-

TABLE IV. SRT data, in decibel SNR, for the unprocessed condition, and
SRT gain, of the different noise reduction algorithms relative to the unproc-
essed condition. Nine normal hearing subjects were tested using three dif-
ferent noise reduction algorithms in the spatial scenarios S0N60 and S90N−90.
A lower SNR score and a higher gain are better. The row labeled effect
shows whether a significant difference with the unprocessed condition was
observed.

SRT �decibel SNR� Noise reduction gain �decibel SRT�
unproc MWF* MWF-N

0.2
* ADM*

S0N60

T −5,4 6,0 2,8 2,8
J −5,4 2,0 2,4 1,6
H −9,8 1,6 0,0 −0,4
L −8,2 4,4 2,8 2,0
O −6,6 2,8 2,0 0,0
N −5,4 4,0 2,8 2,0
A −6,2 3,2 3.2 2.4
B −4,2 4,4 5,6 2,4

TB −3,8 6,4 4,8 5,6
Average 3,9 2,9 2,0

Stdev 1,6 1,6 1,7
Effect p=0.001 p=0.003 p=0.045

S90N−90

T −6,6 4,0 2,8 −2,8
J −8,2 0,4 4,0 −4,0
H −11,4 2,0 1,6 −5,2
L −12,6 −1,6 0,4 −4,8
O −8,6 1,2 2,0 −4,4
N −9,0 −0,8 0,0 −2,4
A −9,8 0,0 2,4 −6,0
B −7,4 0,0 1,6 −5,6

TB −9,0 −1,6 1,6 −4,4
Average 0,4 1,8 −4,4

Stdev 1,8 1,2 1,2
Effect p=1.000 p=0.011 p	0.001
bined goals of improving speech perception in noise while
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preserving sound source localization using multimicrophone
noise reduction algorithms. The results and analyses from the
previous sections are used to answer these questions.

A. The influence of a dual-monaural ADM on the
localization of sound sources

As a reference noise reduction algorithm for evaluating
two recently introduced MWF-based noise reduction strate-
gies for hearing aids, an ADM was used. Such a system is
commonly implemented in current hearing aids to enhance
speech perception in noise. In Secs. III E 1 and III E 2 it was
observed that localization performance using the ADM was
comparable to that for the unprocessed condition for spatial
scenarios S0N60 and S45N−45. However, a large degradation
was found for scenario S90N−90 �Tables I and III�, which was
statistically verified for the speech component �Sec. III E 1�.
Perceptual evaluation showed that in spatial scenario
S90N−90, the signals generated by the ADM were often de-
scribed as being diffuse with no directional information
present in the signal. Neither the perceptual data nor the
statistical analysis showed a significant impact of SNR on
localization performance.

The negative impact of adaptive and fixed directional
microphones on localization performance was also observed
in the work of Van den Bogaert et al. �2006� and Keidser
et al. �2006�. In Van den Bogaert et al. �2006�, hearing-
impaired users showed a significant decrease in localization
performance when using their ADM systems compared to
using omnidirectional microphones. This was observed when
localizing a broadband stimulus in a noisy environment with
the noise sources positioned at �90°. A separate analysis
showed that this was due to localization errors made when
stimuli were presented from the sides, between �60° and
�90°, of the head. When testing the ADM in silence with a
broadband stimulus, no significant decrease in localization
performance was observed. Keidser et al. �2006� tested the
influence of multichannel wide dynamic range compression
�WDRC�, single channel noise reduction and directional mi-
crophones on localization performance. They observed that
directional microphone settings had the largest influence on
localization performance. The aspect of different directional
microphone characteristics for the left and right hearing aids
was assessed, using an omnidirectional pattern in both hear-
ing aids as a reference condition. Combining a cardioid pat-
tern at one ear with a figure-8 pattern at the other ear pro-
duced the largest decrease in localization performance. It
was suggested that this could be an extreme hearing aid set-
ting when using an ADM at both sides of the head.

In hearing aids, an ADM is typically constrained to
avoid noise reduction and distortion of signals arriving from
the front. For the scenarios S0N60 and S45N−45, both the
speech and the noise source were within or close to this area.
Therefore, the interaural cues of the speech and noise com-
ponents remained unchanged. However, due to this con-
straint, noise reduction will typically be limited in these ar-
eas. This was illustrated by the limited noise reduction
performance of the ADM scheme in scenario S0N60 �Sec.
IV B, Table IV�. Outside this area, sounds are suppressed.

Therefore, both speech and noise sources were suppressed in
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the spatial scenario S90N−90 which led to the negative noise
reduction performance �−4.4 dB� of the ADM.

Van den Bogaert et al. �2005� showed that distortion of
ITD cues was proportional to the amount of noise reduction
for a fixed and an ADM. This explains the drop in localiza-
tion accuracy for scenario S90N−90 compared to the other
spatial scenarios and compared to the unprocessed condition
�Sec. III E 1�. This is also illustrated by the work of Keidser
et al. �2006�, in which ITD and ILD measurements on direc-
tional microphones showed large ITD and ILD distortion at
angles around 90° and much lower distortion between +50°
and −50°.

Localization performance for the ADM was independent
of SNR �Secs. III E 1 and III E 2�. This can be explained by
the fact that the ADM is based on exploiting physical differ-
ences in time of arrival between the microphones in the hear-
ing aid, which are independent of SNR. Since the coherence
between microphone signals was used to attenuate the stron-
gest source in the back hemisphere, the most coherent part of
the noise signal was removed. This would explain the clas-
sification of the output as sounding “diffuse.”

B. The influence of the binaural MWF on the
localization of sound sources

Doclo et al. �2006� mathematically proven that a binau-
ral version of the MWF perfectly preserves the interaural
cues of the speech component but changes the cues of the
noise component into those of the speech component. This
was also observed in ITD-error simulations, used to predict
localization performance in the work of Klasen et al. �2007�.
As a consequence, large localization errors of the noise com-
ponent were expected in the subjective evaluation discussed
in this manuscript. These errors were indeed observed and
statistically confirmed for the SNR=0 dB condition when
the filtered speech and noise component were presented
separately to the subjects �S,N�. However, they were not ob-
served when SNR=−12 dB �Sec. III E 1� nor when the
speech and noise sources were presented simultaneously �S
+N� �Sec. III E 2�.

This can be explained using the subjective classification
in Table II. Despite the good localization performance for the
SNR=−12 dB condition, Table II suggests a decrease in
sound quality for both SNRs. Subjects reported that the noise
component at the output of the MWF sounded as if it was
produced by sound sources at two different positions, one at
the original noise position which sounded relatively clear
and one at the speech position which sounded more dis-
torted. In the SNR=−12 dB condition, subjects preferred the
sound arriving from the original noise location, often result-
ing in a correct localization of the noise component. In the
SNR=0 dB condition, subjects preferred the sound arriving
from the original speech location. However, individual sub-
jects did not follow this general trend, e.g., for spatial sce-
narios S90N−90 and S45N−45, subject O preferred the sound
arriving from the original speech location when using a
MWF at a SNR=−12 dB. This demonstrates that the vari-
ability between subjects in the MWF conditions can be ex-

plained by the dual-sound phenomenon.
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The reason for the dual sounds can be found in the filter
generation of the MWF. Since the speech correlation matrix
is estimated as Rx=Ry −Rn �Sec. II B�, where Ry and Rn

were computed during different time periods, this estimate
will be poor at a low SNR. Hence, in the frequency region
with high SNR �in our case between 3000 and 5500 Hz, see
Fig. 2�, a good estimate was obtained, such that the interaural
cues of the noise component were changed into those of the
speech component, as illustrated by Fig. 3. On the other
hand, in the frequency region with low SNR �in our case
between 500 and 3000 Hz, see Fig. 2�, a poor estimate was
obtained, such that the output contained interaural cues cor-
responding to the original position of the noise source. Be-
cause of these different behaviors for different frequency re-
gions, a dual sound was created. For the low overall SNR,
i.e., SNR=−12 dB, a large proportion of the noise compo-
nent contained the interaural cues of the original noise angle,
which resulted in a correct localization of the noise compo-
nent �Table I�.

Figure 3 shows the cross-correlation function and the
ILD between the left and right ear signals of the unprocessed
speech and noise components and of the noise component
processed by the MWF and the MWF-N. These are given for
the spatial scenario S90N−90 at SNR=−12 and 0 dB. The
ILDs were calculated using third-order butterworth filters
with cutoff frequencies based on the Bark scale �Zwicker,
1961�. The cross-correlation functions, used to interpret ITD
information, were calculated for the low-pass filtered left and
right ear signals and were normalized to a maximum value of
1 for identical signals. A cutoff frequency of 1000 Hz was
used, since the most relevant ITD information for the human
auditory system is present at frequencies below 1000 Hz,
e.g., Hartmann �1999�. The ITD is approximated by the de-
lay for which the cross-correlation function reaches its maxi-
mum.

For SNR=0 dB, the ITD of the MWF noise component
was shifted toward the ITD of the original speech compo-
nent. Also, the amplitude of the cross correlation, the amount
of coherence between the left and right signals, and the width
of the curve totally agree with the curve for the original
speech component. Also, the ILDs of the MWF processed
noise component were shifted toward those of the speech
component for SNR=0 dB, except for a small region around
1000 Hz, which could be due to the low input SNR in this
region �Fig. 2�.

For SNR=−12 dB, the cross-correlation function of the
processed noise component was shifted toward that for the
speech component. However, a second peak was present
around −500 �s. Also the curve was somewhat more flat
than the curve for SNR=0 dB, meaning that the ITD infor-
mation was less coherent than for the SNR=0 dB condition.
The ILD plots show that only ILDs for frequencies between
3000 and 5500 Hz �the region with a high input SNR� were
shifted toward the ILDs for the unprocessed speech compo-
nent. These observations, especially at SNR=−12 dB, illus-
trate the dual-sound phenomenon and explain the improved
localization performance when using the MWF at SNR=
−12 dB compared to SNR=0 dB.
The dual-sound phenomenon also explains the good lo-
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calization performance when the speech and noise sources
were played simultaneously �S+N�. In this condition, the
speech component masked parts of the frequency spectrum
of the noise component at the output of the algorithm. The
noise component was masked mostly in frequency regions
with a good noise reduction performance. This is exactly the
region where the interaural cues of the noise component
were shifted toward the interaural cues of the speech com-
ponent. When the sounds were played simultaneously, the
part of the noise component with the incorrect cues was
masked by the speech component. Due to this masking, the
noise source could be correctly localized when using the
MWF.

The significant effect of SNR and presentation format
�S,N or S+N� illustrates that testing algorithms on localiza-
tion performance in laboratory conditions is not straightfor-
ward and results should be interpreted carefully when gener-
alizing to real world situations. Both presentation formats
�S,N and S+N� could be relevant to real-life situations.
Speech and noise presented simultaneously could be relevant
to situations with converged filters and speech and noise
sources playing continuously. Presenting speech and noise
component separately could be relevant for the gaps present
in the speech or noise components, e.g., when pauses are

FIG. 3. ILD and cross-correlation functions between the left and right ear sig
the MWF and MWF-N0.2 processed noise components. This is shown for sp
bands�.
present in sentences.
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C. The improvement in localization performance for
MWF-N relative to MWF

Klasen et al. �2007� showed that the ITD error of the
noise component generated by the MWF could be decreased
by extending this algorithm to the MWF-N. It was suggested
that this could result in improved localization performance.
The perceptual relevance of the MWF-N was proven in Sec.
III E. Large improvements were observed for all spatial sce-
narios when the speech and noise components were pre-
sented separately �S,N� for an input SNR=0 dB. In the other
conditions, less or no room for improvement was available
due to the reasons explained in the evaluation of the MWF
�masking, errors in estimating the speech correlation matrix
at low SNR�. Hence, no statistical evidence of improvement
was found for these conditions. However, nonsignificant
trends were sometimes observed and a subset of the data, i.e.,
the data for the noise component at S+N at both SNRs in the
spatial scenario S90N−90 did show significantly better perfor-
mance for the MWF-N than for the MWF. Although the
MWF-N0.2 improved localization performance of the MWF
to that for the unprocessed condition, a difference in percep-
tual evaluation remained. When presenting speech and noise
components separately, the output signals of the MWF-N0.2

for the unprocessed speech and unprocessed noise components together with
scenario S90N−90. ILDs were calculated using a critical band analysis �bark
nals
atial
were still described as arriving from two different directions
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�Table II�. Adding more of the unprocessed signal �e.g.,
MWF-N0.3� would probably improve the sound quality but
would further decrease noise reduction performance.

Figure 3 illustrates the interaural information present in
the MWF and MWF-N processed noise components. When
comparing the MWF curves with those for the MWF-N, it is
observed that the distorted ILD and ITD cues at the output of
the MWF were corrected toward the values for the unproc-
essed condition when using the MWF-N0.2. This is true for
both SNR=−12 and SNR=0 dB. Still, both the cross corre-
lation and ILD graphs illustrate that not all cues were cor-
rected. The cross-correlation curves for the signals at the
output of the MWF-N still show a local maximum around
the peak generated by the original speech component and the
ILD cues for some frequency regions remain close to the
ILD cues for the original speech component. This was ob-
served more for SNR=0 dB than for SNR=−12 dB, since
the MWF introduced larger distortions at high SNRs, mean-
ing that a larger correction factor � was needed in this con-
dition. This is consistent with the dual-sound phenomenon
which was observed, despite the good localization perfor-
mance, when using the MWF-N in the S,N condition.

D. Overall comparison of the ADM, MWF, and MWF-N

For the spatial scenario S0N60, Table IV shows that both
the binaural MWF and the binaural MWF-N outperformed
the dual-monaural ADM in terms of noise reduction. This is
logical since the MWF is not constrained to suppressing
sound sources only in the rear hemisphere. No significant
difference in speech perception was found between the MWF
and MWF-N. This occured despite the introduction of the
unprocessed component in the MWF-N scheme �Eqs. �11�
and �12��. In scenario S0N60, the ADM perfectly preserved
localization performance for both the speech and noise com-
ponents, since almost no processing was done on the speech
and noise components. The MWF preserved the ability to
localize the speech component but not always the ability to
localize the noise component, especially when speech and
noise sources were presented separately at a high SNR
�Table I�. The MWF-N seems to enable the user to localize
both the speech and the noise sources correctly at the cost of
some noise reduction, e.g., 1.0 dB compared to the MWF
�Sec. IV B�.

For the spatial scenario S90N−90, the ADM gave a large
drop in noise reduction performance, since it is designed to
remove sounds not arriving from the front. Therefore, in sce-
nario S90N−90 both the speech and the noise components
were suppressed. The processing of these signals was accom-
panied by a large drop in localization performance �Tables I
and III� which was discussed in Sec. V A. Again, the MWF
outperformed the ADM in terms of noise reduction but not in
terms of localization of the noise component at high SNRs
�see Table I, Sec. V B�. The MWF-N0.2 seems to enable the
user to combine correct sound source localization �Table I�
with good noise reduction performance �see Table IV�. Inter-
estingly, the MWF-N0.2, which adds an unprocessed compo-
nent to the MWF output, outperformed the MWF in terms of

noise reduction in this spatial scenario �Table IV�. This might
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be explained by the improved localization performance when
using the MWF-N0.2 compared to the MWF �Sec. III E 1�,
which might have led to better speech segregation due to
spatial unmasking.

VI. CONCLUSIONS

In this paper, four research questions were addressed
which are related to the influence of noise reduction tech-
niques for hearing aids on the localization of sound sources.
First, the localization performance of normal hearing sub-
jects was quantified using a dual-monaural noise reduction
system, namely, an ADM which is commonly used in current
high-end hearing aids. The ADM led to a significant drop in
localization performance when sounds were presented from
outside the frontal direction. As second and third research
questions, two newly proposed binaural noise reduction al-
gorithms were evaluated in terms of localization perfor-
mance. The binaural MWF led to good localization perfor-
mance for the speech component. The noise component on
the other hand could be perceived as arriving from the loca-
tion of the speech component when the speech and noise
components were presented separately to the subjects. How-
ever, localization performance when using the MWF was in
many cases better than expected due to errors in the estima-
tion of the speech correlation matrix and due to masking
effects when the speech and noise components were pre-
sented simultaneously. Results for the binaural MWF-N
showed that, by adding part of the unprocessed signal ��
=0.2� to the output of the MWF, localization of the noise
component improved. Hence, no significant difference in lo-
calization performance was found in all scenarios when com-
paring the MWF-N to the unprocessed condition for both the
speech and the noise components. Fourth, the combination of
noise reduction and localization performance was studied,
leading to the conclusion that the dual-monaural ADM con-
figuration was not able to provide both good localization of
the speech and the noise components and good noise reduc-
tion performance. On the other hand, the MWF-N enables
correct sound localization of both the speech and the noise
components, together with good noise reduction perfor-
mance. Both MWF and MWF-N were based on a statistical
Wiener filter approach. This is different from the ADM,
which used the physical delay between microphones to im-
prove the SNR. We suggest that MWF-based, binaural noise
reduction techniques might introduce a better combination of
sound source localization and noise reduction performance
compared to a traditional ADM.

The full data set consisted of many conditions: two dif-
ferent ways of presenting stimuli, three spatial scenarios,
four different algorithms, and two SNRs. Therefore, the sub-
set of data for each condition became relatively small and
due to this limitation, small differences between algorithms
may have been undetected. However, even these limited sub-
sets of data were sufficient to illustrate effects of, and differ-
ences between, noise reduction algorithms. Moreover, it was
shown that interpreting results of localization experiments
with noise reduction systems is not straightforward since

these results are dependent on spatial scenario, SNR, and
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masking effects. Further research, involving larger data sets
for each condition, might reveal smaller differences between
algorithms.
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