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ABSTRACT

Many hearables contain an in-ear microphone, which may be
used to capture the own voice of its user in noisy environments.
Since the in-ear microphone mostly records body-conducted
speech due to ear canal occlusion, it suffers from band-limitation
effects while only capturing a limited amount of external noise.
To enhance the quality of the in-ear microphone signal using
algorithms aiming at joint bandwidth extension, equalization,
and noise reduction, it is desirable to have an accurate model
of the own voice transfer characteristics between the entrance
of the ear canal and the in-ear microphone. Such a model can
be used, e.g., to simulate a large amount of in-ear recordings
to train supervised learning-based algorithms. Since previous
research on ear canal occlusion suggests that own voice transfer
characteristics depend on speech content, in this contribution we
propose a speech-dependent system identification model based
on phoneme recognition. We assess the accuracy of simulating
own voice speech by speech-dependent and speech-independent
modeling and investigate how well modeling approaches
are able to generalize to different talkers. Simulation results
show that using the proposed speech-dependent model is
preferable for simulating in-ear recordings compared to using
a speech-independent model.
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1. INTRODUCTION

Hearables, i.e. smart earbuds containing a loudspeaker
and one or more microphones, are often used in everyday
noisy environments. Although hearables are frequently
used to enhance the voice of a person the hearable user is
communicating with in a noisy environment, the scenario we
are considering in this paper is to enhance the own voice of the
user while talking in a noisy environment (e.g., to be transmitted
via a wireless link to a mobile phone or another hearable).
In-ear microphones may offer benefits for own voice pickup
since external noise is attenuated due to ear canal occlusion.
However, own voice recorded inside the occluded ear suffers
from amplification below 1 kHz and heavy attenuation above
2kHz, leading to a limited bandwidth [1]. The occlusion
effect is affected by the ratio between the airborne and
body-conducted component of own voice, which depends on
the phonemes uttered by the user [2,3]. Body conduction from
different places of excitation and mouth movements during
articulation likely influence this transmission behavior, which
we refer to as transfer characteristics in this work. Additionally,
body-produced noise (e.g., breathing sounds, heartbeats) may
be recorded by an in-ear microphone [4]. To enhance the
quality of the in-ear microphone signal, several approaches have
been proposed aiming at bandwidth extension, equalization
and/or noise reduction, either based on signal processing [1]
or supervised learning [5]. For supervised learning-based
approaches large amounts of training data are typically required,
which may be hard to obtain for realistic in-ear recordings.

Similar requirements have been addressed in supervised
learning-based speech enhancement approaches using
bone-conduction sensors. In [6], it has been proposed to use
a device-specific corpus of recordings to train a deep neural
network (DNN) combining bone- and air-conducted speech
recordings. In [7], a semi-supervised training scheme has been
utilized to jointly train a DNN simulating bone-conduction and
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a multi-modal enhancement DNN together. In [8], it has been
proposed to convert airborne to bone-conducted speech using
a DNN that accounts for individual differences between talkers
using a speaker identification system. In previous work, we
have proposed to estimate the transfer characteristics between
the entrance of the ear canal and the in-ear microphone using a
time-invariant linear model to simulate short segments of in-ear
speech for data augmentation in DNN training [5].

In this paper, we propose to model own voice transfer
characteristics using a phoneme-dependent system identification
approach, where for each phoneme a different linear filter is
estimated. The proposed approach can be utilized to simulate
speech at an in-ear microphone from regular speech recordings.

2. SIGNAL MODEL

Fig. 1 depicts the considered scenario, where a talker is wearing
a hearable device equipped with an in-ear microphone and an
outer microphone, denoted by subscript i and o, respectively. In
the short time Fourier transform (STFT) domain the recorded
own voice signal at the outer microphone of talker a is denoted
by Y.%(k,l) with k the frequency bin index and [ the time frame
index. The signal recorded at the in-ear microphone Y;* is
assumed to contain an in-ear own voice speech component .S
and a body-noise component V;*, i.e.

Vi (k) =S¢ (k1) + Vi (K1) )

where S and V[ are assumed to be uncorrelated. The own
voice speech at the in-ear microphone S{ (k1) is related to the
own voice speech at the outer microphone Y,?(k,l) by transfer
characteristics 7{-}, i.e.

Sf (kD) =T Y5 (K1)} @

We assume these transfer characteristics to be linear, time-
varying and individual. The goal in this paper is to obtain an
accurate transfer characteristics model, which is robust against
talker mismatch.

3. MODELING
OWN VOICE TRANSFER CHARACTERISTICS

In this section, we present two system identification-based
approaches to model the transfer characteristics (see Fig. 2).
During identification, recordings of talker a are used to obtain
the model 7. During simulation, this model is used to obtain
an estimate SP(k,1) of the own voice of talker b. If a = b,
the model is applied to the same talker as in identification.
If a # b, the model is applied to a different talker, i.e. talker
mismatch is present. In Section 3.1, we present a time-invariant
speech-independent model; in Section 3.2 we propose a
time-varying speech-dependent model.

Y (k1)
T Y (k)
S (kD) \
T, Vi (k)
Sia(k:,l)

Figure 1: The signal model of own voice transfer
characteristics considered in this paper.
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Figure 2: Overview of the identification and simulation
steps for modeling own voice transfer characteristics.

3.1 Speech-independent model

Assuming a linear time-invariant filter, the transfer
characteristics 7T of the speech-independent model are
modeled as a relative transfer function (RTF) between the
outer microphone and the in-ear microphone. Since the outer
microphone signal does not contain any additive noise, the RTF

H*(k) can be estimated using the well-known least squares
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approach [9], i.e.

_ Y (k) Yi (k1)
oY (k2
where -* denotes complex conjugation. For simulation, own

voice speech of talker b recorded at the outer microphone is
filtered in the STFT domain as

He(k) (©)

SP (k1) =H"(k)- Y2 (k). @)

3.2 Speech-dependent model

Since own voice transfer characteristics likely depend on
speech content, we propose a time-varying speech-dependent
model for the transfer characteristics 7*. Using a phoneme
recognition system, we first obtain a frame-wise phoneme
annotation p(I) € 1,..., P of a recorded speech signal, with P
possible phoneme classes. For each unique phoneme p’, an
RTF is then estimated over all detected occurrences of this
phoneme within the identification utterances of talker a, i.e.

i (k)= ZP(Z):p’Y;)a’* (k1) Y (kD) . )
v > o VA IP

In total, the speech-dependent model hence consists of a
database of P RTFs.

For simulation, the phoneme sequence p(l) is first
determined on the own voice speech of talker b recorded at
the outer microphone. For each frame, the corresponding RTF
f{g( ) (k) is then used to filter this signal in the STFT domain, i.e.

S (k,d) = Hy ) (k)Y (K, D). ©)

4. TECHNICAL EVALUATION

In this section, the previously described transfer characteristics
models are evaluated in terms of their accuracy in predicting
own voice signals at an in-ear microphone.

4.1 Evaluation data and setup

A dataset of own voice speech from 14 native German talkers
with approximately 30 minutes of speech in total is utilized
in the evaluation. The hearable device used for recording is
the closed-vent variant of the Hearpiece [10]. Approximately
23 utterances per talker were recorded, resulting in a total of
329 utterances. For the speech-dependent model, an in-house
proprietary phoneme recognition system with P =62 phoneme
classes was utilized, which was trained on German speech.
Both the speech-independent and the speech-dependent model
were estimated on all utterances per talker. For simulation,
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Figure 3: LSD results for the same talker-condition.

in-ear speech was predicted for each utterance of 5 s length. No
voice activity detection was employed so that utterances may
contain small pauses between words. The estimation accuracy
is computed in two conditions: estimating speech of the same
talker (a="b) for each utterance of each talker, and estimating
speech with talker mismatch (a # b) each utterance of each talker
is simulated using a randomly assigned different talker model.
The simulations were carried out at a sampling frequency
of 5kHz to account for the reduced bandwidth of the in-ear
speech. An STFT framework with a frame length of K =256
(corresponding to 51.2ms), a frame overlap of 50 % and a
square-root Hann window for analysis and synthesis was used.
Since body-conducted speech travels faster than airborne speech,
a prediction delay of 11 samples was applied to the in-ear signals
prior to identification and simulation to enable causal modeling.
As evaluation metric, we utilize the log-spectral distance
(LSD) [11] between the real and simulated in-ear recordings,
where a lower value indicates a more accurate estimate.

4.2 Results and discussion

The results for the same talker-condition are shown in Fig. 3. It
can be observed that the in-ear speech signals can be predicted
much better using the time-varying speech-dependent model
than using the time-invariant speech-independent model.
Since in-ear recordings are assumed to also contain body
noise uncorrelated to the outer microphone signals, remaining
modeling errors are expected due to models not accounting
for body-noise.

The results for the talker mismatch-condition are shown in
Fig. 4. It can be observed for both models that the performance
is worse than in the same talker condition, where especially
for the speaker-independent model there is a larger spread
of LSD scores in the talker mismatch condition than in
the same-talker condition. Nevertheless, also for the talker
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Figure 4: LSD results for the talker mismatch-condition.

mismatch condition the speech-dependent model clearly
outperforms the speech-independent model.

5. CONCLUSION

In this paper, two approaches to model own voice transfer
characteristics in hearables have been investigated. Results
indicate that speech-dependent modeling is beneficial compared
to speech-independent modeling.
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