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ABSTRACT

Spatially selective active noise control (ANC) hearables are designed
to reduce unwanted noise from certain directions while preserving
desired sounds from other directions. In previous studies, the target
signal has been defined either as the delayed desired component in
one of the reference microphone signals or as the desired component
in the error microphone signal without any delay. In this paper, we
systematically investigate the influence of delays in different target
signals on the ANC performance and provide an intuitive explanation
for how the system obtains the desired signal. Simulations were
conducted on a pair of open-fitting hearables for localized speech
and noise sources in an anechoic environment. The performance was
assessed in terms of noise reduction, signal quality and control effort.
Results indicate that optimal performance is achieved without delays
when the target signal is defined at the error microphone, whereas
causality necessitates delays when the target signal is defined at the
reference microphone. The optimal delay is found to be the acoustic
delay between this reference microphone and the error microphone
from the desired source.

Index Terms— Active noise control, spatial selectivity, beam-
forming, signal delay, control effort

1. INTRODUCTION

Active noise control (ANC) hearables are designed to create a quiet
environment by using secondary sources to generate anti-noise, aim-
ing at minimizing sound at certain positions when superimposed on
the primary noise [1], [2]. Based on their fit, hearables can be cate-
gorized as closed-fitting (completely occluding the ear), open-fitting
(partially occluding the ear), and open-ear (no occlusion). Recent
research focuses on designing intelligent ANC hearables with spa-
tial selectivity, especially for complex acoustic environments like
cocktail-party scenarios with multiple sound sources from different
directions [3]–[5]. In these environments, users may want to focus on
desired sounds from a specific direction (e.g., from the front) while
blocking out undesired sounds from other directions.

Modern ANC hearables are commonly equipped with multiple
microphones, including both reference microphones on the exterior
of the hearable and error microphones in the interior close to the ear
canal. Hence, beamforming can be used to enhance a sound source
from a certain direction and reduce sound sources from other direc-
tions [6]–[8], e.g., using the linearly-constrained-minimum-power
(LCMP) or the minimum-power-distortionless-response (MPDR)
beamformer. While traditional beamforming relies solely on the
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Fig. 1. Block diagram of an ANC system with K reference micro-
phones, one loudspeaker and one error microphone. The control filter
is w, the secondary path is denoted by g and its estimate is denoted
by ĝ.

microphone signals and thus performs passive noise reduction, recent
advancements have proposed integrating a beamformer into an ANC
system, i.e., performing noise reduction by jointly processing the
microphone signals and playing back anti-noise through the loud-
speakers [9]–[12]. These studies have considered two types of target
signals, each associated with different delays. The first approach
defines the target signal as the delayed desired component in one of
the reference microphone signals (or a linear combination) [9]–[11],
where the delay is typically chosen to be half of the filter length to
maintain causality. The second approach defines the target signal as
the desired component in the error microphone signal without any
delay [12]. While the first approach is suitable for any fit, the second
approach is preferable for open-ear and open-fitting hearables.

In this paper, we systematically investigate the influence of delays
for different target signals on the performance of spatially selective
ANC for open-fitting hearables. The range of considered delays
spans from zero to half of the filter length, which is a common choice
for passive noise reduction algorithms. The findings identify an
optimal range of delays, particularly when considering the control
effort. Moreover, the delay analysis enables us to provide an intuitive
explanation for how the system obtains the target signal.

2. SIGNAL MODEL

As shown in Fig. 1, we consider an ANC system with K reference mi-
crophones. Without loss of generality, we consider one loudspeaker
as the secondary source and one error microphone, resulting in a total
of K + 1 microphones. We assume that acoustic feedback from the
secondary source to the reference microphones can be perfectly can-
celed. We assume that the desired sound is speech and is coming from
a different direction than the undesired noise. Subscripts (·)s and
(·)v denote the speech and noise components in signals, respectively.
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Before ANC is enabled, the primary sound signal p(n) at the
error microphone is given by,

p(n) = ps(n) + pv(n), (1)

where n denotes the time index. After ANC is enabled, the error
signal is

e(n) = es(n) + ev(n). (2)

The anti-noise at the error microphone can be represented by the
product of the stacked input vector x(n) with the stacked control
filter w and the convolution matrix G̃ of the secondary path, i.e.,

e(n) = p(n) + (G̃w)Tx(n), (3)

where superscript (·)T denotes the transpose. The stacked control
filter w is defined as

w =
[
wT

1 wT
2 . . . wT

K+1

]T
∈ R(K+1)Lw , (4a)

wk = [wk,0 wk,1 . . . wk,Lw−1]
T ∈ RLw , (4b)

where Lw denotes the control filter length for each channel. The
convolution matrix of the secondary path is given by

G̃ = blkdiag (GG . . . G) , (5a)

G =



g0 · · · 0
...

. . .
...

gLg−1 g0
...

. . .
...

0 · · · gLg−1

 ∈ R(Lg+Lw−1)×Lw , (5b)

where Lg is the secondary path filter length. The stacked input vector
x(n) is defined as

x(n) =
[
xT
1 (n) . . . xT

K(n) p̂T(n)
]T

∈ R(K+1)(Lg+Lw−1), (6)

with

xk(n) = [xk(n) . . . xk(n− Lg − Lw + 2)]T , (7a)

p̂(n) = [p̂(n) . . . p̂(n− Lg − Lw + 2)]T , (7b)

where p̂(n) is an estimate of the primary sound signal p(n). This es-
timate can be computed from the error signal e(n) and the secondary
source signal y(n) as

p̂(n) = e(n)− ĝTy(n), (8)

where ĝ denotes an estimate of the secondary path g = [g0 g1 . . .
gLg−1]

T.
Assuming a perfect estimate of the secondary path to be available,

i.e., ĝ = g, such that p̂(n) = p(n), the primary sound signal can be
written as p(n) = qTx(n), with

q =
[
0T 0T . . . 0T δT

]T
∈ R(K+1)(Lg+Lw−1), (9a)

δ = [1 0 . . . 0]T ∈ R(Lg+Lw−1), (9b)

such that the error signal in (3) can be written as

e(n) = qTx(n) + (G̃w)Tx(n) = (q+ G̃w)Tx(n). (10)

3. SPATIALLY SELECTIVE ANC

Conventional ANC systems minimize sounds regardless of their in-
coming directions. A spatially selective ANC system integrates a
beamformer into the system such that only undesired sounds from
certain directions are minimized, while the desired sound remains.
The desired components in the input signals can be separated from the
undesired components by computing the relative impulse responses
(ReIRs) of the desired source.

3.1. Cost function and solution

We denote the target signal as t(n), which is the signal the system
aims to obtain at the error microphone after ANC. There are various
possible choices of the target signal in a spatially selective ANC
system. The target signal can be defined as a filtered version of
the desired component in either one of the reference microphone
signals or the error microphone signal. Similar to MPDR and LCMP
beamformers, while also minimizing the power of the error signal
e(n), a spatial constraint based on the ReIRs of the desired source
can be applied to the control filter, i.e.,

HT(q+ G̃w) = f , (11)

with

H = [H1 H2 . . . HK+1]
T ∈ R(K+1)L×(Lh+L−1), (12)

where Hk ∈ R(Lh+L−1)×L is the convolution matrix with a similar
form as (5b) of the ReIR hk = [hk,0 hk,1 . . . hk,Lh−1]

T between
the k-th microphone and a chosen spatial reference microphone with
Lh being the ReIR filter length and L = Lg + Lw − 1. All ReIRs
can be determined from the acoustic impulse responses between the
desired source and the microphones. Here, we take the microphone
closest to the desired source as the spatial reference microphone and
assume all ReIRs to be causal. The constraint vector f ∈ RLh+L−1

in (11) reflects the target signal t(n). It can have different definitions
depending on different choices of the target signal, which will be
discussed in the next subsection.

Using (10) and (11), the cost function for a spatially selective
ANC system can be defined as

min
w

E
{
e2(n)

}
+ βwTw

= min
w

E
{
(q+ G̃w)TΦxx(q+ G̃w)

}
+ βwTw

s. t. HT(q+ G̃w) = f , (13)

where Φxx = E
{
x(n)xT(n)

}
is the autocorrelation matrix of the

input vector, with E{·} being the mathematical expectation operator,
and β being a control effort weighting factor.

The solution of (13) is given by [12]

w =−
[
I− Φ−1

rr G̃TH(HTG̃Φ−1
rr G̃TH+ ρI)−1HTG̃

]
Φ−1

rr ϕ

+Φ−1
rr G̃TH(HTG̃Φ−1

rr G̃TH+ ρI)−1
(
f −HTq

)
, (14)

with
Φrr = G̃TΦxxG̃+ βI, ϕ = G̃TΦxxq, (15)

where I denotes the identity matrix, and ρ is a regularization factor
due to matrix HTG̃Φ−1

rr G̃TH possibly being rank-deficient (e.g.,
due to delays in the secondary path) [13].
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3.2. Target signal and delays

Studies [9]–[12] all similarly minimized the noise component. How-
ever, they had different target signals to obtain.

In [9]–[11], the target signal was defined as the delayed desired
component at a reference microphone (e.g., the spatial reference
microphone), that is, t(n) = xref,s(n−∆). In this case, vector f is
given by

f = Ψδ∆, δ∆ = [0 . . . 0︸ ︷︷ ︸
∆

1 0 . . . 0]T ∈ RLh , (16)

where the spectral weighting matrix Ψ ∈ R(Lh+L−1)×Lh is the
convolution matrix from a minimum-phase high-pass filter ψ ∈ RL

(e.g., cut off at 120 Hz). Such a spectral weighting method can be
used to improve the noise reduction performance at the cost of some
signal distortion [12].

In [12], the target signal was defined as the desired component
at the error microphone, which may also include certain delays, i.e.,
t(n) = ps(n−∆). In this case, vector f is given by

f = ΨhK+1,∆, (17)

where hK+1,∆ is the ReIR from the spatial reference microphone to
the error microphone hK+1 delayed by ∆ samples.

4. SIMULATIONS

In this section, we systematically evaluate the influence of delays on
the system performance. Section 4.1 discusses the acoustic setup,
algorithm parameters and evaluation metrics. Sections 4.2 and 4.3
present simulation results when defining the target signal either at the
error microphone or at the spatial reference microphone.

4.1. Setup and evaluation metrics

For the simulations, we considered a pair of open-fitting hear-
ables [14], [15] inserted in both ears of a GRAS 45BB-12 KEMAR
Head & Torso simulator, as shown in Fig. 2. We used four refer-
ence microphones (concha microphones at the left and right ears,
entrance microphones at the left and right ears, labeled as #1 –
#4), one error microphone (located at the right ear, labeled as #5)
and one secondary source (outer receiver at the right ear). The
error microphone was assumed to be at the eardrum. To gener-
ate the microphone signals and compute the ReIRs, we used the
database from [15], which contains measured impulse responses
in an anechoic chamber for a source at various directions relative
to these microphones. In this setup, we considered a desired clean
speech source from 0◦ (“p234 005” from the VCTK dataset [16])
and a noise source from 90◦ (babble noise from the NOISEX-92
database [17]). The signals had a duration of 5 s with a sampling rate
of 16 kHz. The signal-to-noise ratio (SNR) at the error microphone
was set to –5 dB. The filter lengths of the control filter, the secondary
path and the ReIRs were equal to Lw = Lg = Lh = 280. The
causal ReIRs were computed using the least-mean-squares adap-
tive filter (after convergence) from microphone signals simulated
with white noise at 0◦, using the entrance microphone #3 as the
spatial reference microphone. The high-pass filter ψ had a cut-off
frequency at 120 Hz. In all cases, β = λmax(G̃

TΦxxG̃)/500 and
ρ = λmax(H

TG̃Φ−1
rr G̃TH)/30000, where λmax(·) denotes the

largest eigenvalue.

Reference
(concha)

Reference
(entrance)

Secondary source

Error

#1
#2

#3
#4#5

0◦

90◦

180◦

270◦

Fig. 2. Illustration of the open-fitting hearable, the considered micro-
phones and the simulation setup.

The following four metrics are used for evaluation. The noise
reduction (NR) level of the ANC is defined as

NR (dB) = 10 log10


N∑

n=1

p2v(n)

N∑
n=1

e2v(n)

 , (18)

where ev(n) can be obtained by using w in (14) to filter only the
noise components in the signals. N denotes the signal length.

The speech distortion index (SDI) is used to assess distortion in
the speech component at the error microphone after ANC [18]. It is
defined as

SDI (dB) = 10 log10


N∑

n=1

[t(n)− es(n)]
2

N∑
n=1

t2(n)

 , (19)

where es(n) can be obtained by using w to filter only the speech
components in the signals.

To assess the overall signal quality, we used the narrowband
perceptual evaluation of speech quality (NB-PESQ) mean opinion
score - listening quality objective (MOS-LQO) [19], either between
t(n) and p(n) (ANC off) or between t(n) and e(n) (ANC on). It
should be noted that the reference signals in the two cases are different,
since the definitions of the target signal are different.

Finally, we computed the control effort, an important factor to
consider in ANC systems [1], which is defined as

E =

N∑
n=1

y2(n). (20)

4.2. Target signal at the error microphone

Figure 3 depicts the evaluation metrics for various delays, ranging
from 0 to 140 (half of the control filter length, Lw/2) with a step
size of 1, when the target signal is defined as the delayed speech
component at the error microphone, i.e., t(n) = ps(n−∆).

For all considered metrics, it can be observed that the best per-
formance is obtained for small delays. In fact, for all metrics except
control effort, the best performance is obtained for ∆ = 0. The
lowest value for the control effort is obtained for ∆ = 16, but for this
value, the NR level is also degraded. For example, the NR level is
16.1 dB for ∆ = 0, but 10.5 dB for ∆ = 16, although the control
effort decreased from 2065 to 1063.
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Fig. 3. The NR level, SDI, NB-PESQ MOS-LQO score and control
effort for ∆ ∈ [0 : 1 : 140] sample delays in the target signal
(desired speech component at the error microphone). The shaded
areas indicate the recommended range for the delay.
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Target signal t(n)
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Minimize Match Reproduce
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Fig. 4. Illustration of the mechanism behind selective ANC for
various delays between the original desired component at the error
microphone ps(n) and the target signal t(n).

For three cases (no delay, small delay, large delay), Fig. 4 visu-
alizes the mechanism behind selective ANC, depicting the original
speech component in the error microphone, ps(n), and the target
signal, t(n) = ps(n−∆). For Case 1 (no delay), the original speech
component just needs to be preserved, requiring no action for this
system [12]. For Case 2 (small delay), there are three mechanisms
involved: minimizing the original speech component, matching the
original speech component to the target, and reproducing the target
signal. This will typically require more control effort than for ∆ = 0.
The extreme case is shown in Case 3 (large delay), where the original
speech component and the target are completely misaligned due to the
delay. The system will need to minimize the original speech compo-
nent first and then reproduce the target once again, thus requiring the
most effort. This may explain why for ∆ ≥ 40, there is a significant
increase of the control effort but with low NR levels.

In summary, these simulation results indicate that although a
slight delay is permissible (∆ ≤ 16, as seen in the shaded areas in
Fig. 3), it is still best to design the delay equal to zero when the target
is defined at the error microphone.
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Fig. 5. The NR level, SDI, NB-PESQ MOS-LQO score and control
effort for ∆ ∈ [0 : 1 : 140] sample delays in the target signal (desired
speech component at the spatial reference microphone). The shaded
areas indicate the recommended range for the delay.

4.3. Target signal at the spatial reference microphone

Figure 5 depicts the evaluation metrics for the same various delays,
when the target signal is defined as the delayed speech component
in the spatial reference microphone, i.e., t(n) = xref,s(n−∆). For
all considered metrics, it can be observed that the worst performance
is obtained for ∆ = 0. Since the system tries to obtain the origi-
nal speech component from the spatial reference microphone at the
error microphone, causality cannot be satisfied [9], [20], [21], thus
requiring certain delays.

In [9], [10], a delay of half of the filter length was used. For our
simulations, using ∆ = 140 results in 8.9 dB NR, −10.8 dB SDI,
0.03 PESQ improvement and a control effort of 2207. However, as
depicted in the shaded areas of Fig. 5, it is preferable to apply only
a minor delay (4 ≤ ∆ ≤ 16) to achieve the largest NR and PESQ
improvement, as well as the lowest distortion and control effort.
For example, ∆ = 4 results in 15.4 dB NR level, –12.7 dB SDI,
0.16 PESQ improvement with a control effort of 1983. In fact, the
acoustic delay between the spatial reference microphone and the error
microphone from the desired source also has four samples. Therefore,
it is sensible to allow for a four-sample delay in the system.

In summary, these simulation results indicate that when the target
signal is defined in a reference microphone, excessive delays result in
inefficient control and small (non-zero) delays are preferred instead.
The mechanism can be similarly explained as in Fig. 4.

5. CONCLUSION

This paper examined two types of target signals with various delays
in a pair of spatially selective open-fitting ANC hearables. When
the target signal is the desired component in the error microphone
signal, optimal performance was achieved when the original desired
component was preserved without any delay. However, when the
target signal is the desired component in a reference microphone
signal, a small delay is required to satisfy causality. The optimal delay
is found to be the acoustic delay between this reference microphone
and the error microphone from the desired source. Using large delays
leads to degraded performance and increased control effort as the
system attempts to minimize the original speech component before
reproducing the delayed version.
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