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ABSTRACT

In hearing aid applications, an important objective is to
accurately estimate the direction of arrival (DOA) of multiple
speakers in noisy and reverberant environments. Recently,
we proposed a binaural DOA estimation method, where the
DOAs of the speakers are estimated by selecting the directions
for which the so-called Hermitian angle spectrum between
the estimated relative transfer function (RTF) vector and a
database of prototype anechoic RTF vectors is maximized.
The RTF vector is estimated using the covariance whitening
(CW) method, which requires a computationally complex
generalized eigenvalue decomposition. The spatial spectrum
is obtained by only considering frequencies where it is likely
that one speaker dominates over the other speakers, noise and
reverberation. In this contribution, we exploit the availability
of an external microphone that is spatially separated from
the hearing aid microphones and consider a low-complexity
RTF vector estimation method that assumes a low spatial
coherence between the undesired components in the external
microphone and the hearing aid microphones. Using
recordings of two speakers and diffuse-like babble noise
in acoustic environments with mild reverberation and low
signal-to-noise ratio, simulation results show that the proposed
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method yields a comparable DOA estimation performance
as the CW method at a lower computational complexity.
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1. INTRODUCTION

In speech communication applications such as hearing aids,
methods for estimating the direction of arrival (DOA) of
multiple speakers are often required. To solve this estimation
task, (deep) learning-based and model-based methods are
continuously developed and advanced [1,2]. However, only
few methods exploit the availability of external mobile devices
equipped with microphones [3–6], although wirelessly
linking hearing aids to these devices has become increasingly
popular [7].

Recently, we proposed relative-transfer-function (RTF)
vector-based DOA estimation methods for a single speaker
in [5, 6], without relying on the external microphone to be
close to the target speaker and capturing only little noise
or reverberation as in [3, 4]. We estimated the DOA as the
direction that maximized the similarity between the estimated
RTF vector and a database of prototype anechoic RTF vectors
for different directions in terms of a frequency-averaged
distance function.

However, the methods in [3–6] considered only a single
speaker. To address DOA estimation for multiple speakers,
we introduced the so-called frequency-averaged Hermitian
angle spectrum from which the DOAs were estimated as the
directions corresponding to the peaks of this spatial spectrum
(throughout the paper, we refer to a direction-dependent
similarity score as a spatial spectrum) [8]. Opposed to [5,6],
the spatial spectrum was constructed from time-frequency
(TF) bins where one speaker was assumed to be dominant
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over all other speakers, noise, and reverberation, solely.
Estimation of the RTF vector of a speaker from noisy

microphone signals can be accomplished using, e.g., the state-
of-the-art covariance whitening (CW) method [9] or the spatial
coherence (SC) method [10]. Despite the effectiveness of the
CW method and the possibility to apply the method using only
the head-mounted microphone signals or all available signals,
such a computationally expensive method (due to the inherent
generalized eigenvalue decomposition) is less desirable than
methods with a lower computation complexity for resource-
constrained applications like hearing aids. Opposed to the CW
method, the SC method requires an external microphone but
does not perform expensive matrix decompositions. The SC
method relies on the assumption of a low spatial coherence
between the undesired component in one of the microphone
signals and the undesired components in the remaining micro-
phone signals. As shown in [10], this assumption holds quite
well, for example, when the distance between the external
microphone and the head-mounted microphones is large
enough and the undesired component is spatially diffuse-like.

In this paper, we propose to construct the frequency-
averaged Hermitian angle spectrum for DOA estimation for
multiple speakers using the computationally inexpensive SC
method. We compare the DOA estimation accuracy when
estimating the RTF vector using the SC method or the CW
method in a reverberant acoustic scenario with diffuse-like
babble noise. Experimental results show for multiple positions
of the external microphone that estimating the RTF vector
with the SC method yields a DOA estimation accuracy that
is comparable to the CW method at a lower computational
complexity.

2. SIGNAL MODEL AND NOTATION

We consider a binaural hearing aid setup withM microphones,
i.e., M/2 microphones on each hearing aid, and one external
microphone that is spatially separated from the head-mounted
microphones and can be located at an arbitrary position, i.e.,
M+1 microphones in total. We consider an acoustic scenario
with J simultaneously active speakers with DOAs θ1:J (in
the azimuthal plane) in a noisy and reverberant environment,
where J is assumed to be known. In the short-time Fourier
transform (STFT) domain, the m-th microphone signal can
be written as

Ym(k,l)=

J∑
j=1

Xm,j(k,l)+Nm(k,l), (1)

where m ∈ {1,...,M+1} denotes the microphone index,
k∈{1,...,K} and l∈{1,...,L} denote the frequency bin index

and the frame index, respectively, and Xm,j(k,l) and Nm(k,l)
denote the j-th speech component and the noise component in
the m-th microphone signal, respectively. For conciseness, we
will omit the frequency bin index k and the frame index l in the
remainder of this paper wherever possible. Assuming sparsity
in the STFT domain and one dominant speaker (indexed by
j=d) per TF bin [11], and stacking all microphone signals in
an (M+1)-dimensional vector y= [Y1, ... ,YM+1]

T , where
(·)T denotes transposition, the vector y is given by

y=

J∑
j=1

xj+n≈xd+n, (2)

with xj, xd, and n defined similarly as y.
Choosing the first microphone as the reference micro-

phone (without loss of generality) and assuming that the
speech component for each (dominant) speaker can be
decomposed into a direct-path component xDP

d and a
reverberant component xR

d , xd can be written as

xd=xDP
d +xR

d =gdX
DP
1,d +xR

d , (3)

where
gd=[1,G2,...,GM+1]

T (4)

denotes the extended (M+1)-dimensional direct-path RTF
vector and XDP

1,d denotes the direct-path speech component
of the dominant speaker in the reference microphone. The
M-dimensional head-mounted direct-path RTF vector gHd

corresponding to the head-mounted microphone signals can
be extracted from gd as

gHd
=EHgd, EH=[IM×M ,0M ], (5)

where EH denotes the (M×M+1)-dimensional selection
matrix for the head-mounted microphone signals with IM×M

denoting an (M×M)-dimensional identity matrix and 0M
denoting an M-dimensional vector of zeros. Both RTF
vectors gd and gHd

encode the DOA of the dominant speaker.
However, the extended RTF vector gd depends on the
(unknown) position of the external microphone, whereas the
head-mounted RTF vector gHd

with fixed relative positions of
the head-mounted microphones (ignoring small movements
of the hearing aids due to head movements) does not depend
on the position of the external microphone. Hence, for DOA
estimation, we will only consider the head-mounted RTF
vector gHd

.
The noise and reverberation components are condensed

into the undesired component ud = xR
d + n such that

y≈xDP
d +ud.
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Assuming uncorrelated direct-path speech and undesired
components, the covariance matrix of the noisy microphone
signals can be written as

Φy=E
{
yyH

}
=ΦDP

xd
+Φu, (6)

with
ΦDP

xd
=gdg

H
d ΦDP

Xd
, Φu=E

{
udu

H
d

}
, (7)

where (·)H and E{·} denote the complex transposition and
expectation operator, respectively. ΦDP

xd
and Φu denote

the covariance matrices of the direct-path dominant speech
component and undesired component, respectively, and
ΦDP
Xd

= E
{
|XDP

1,d |2
}

denotes the power spectral density of
the direct-path dominant speech component in the reference
microphone.

3. RTF-VECTOR-BASED DOA ESTIMATION

In this section, we review the RTF-vector-based DOA
estimation method proposed in [8] that is based on finding the
directions corresponding to the peaks of the spatial spectrum
called frequency-averaged Hermitian angle spectrum.

To estimate the DOAs θ1:J of the speakers from
the estimated head-mounted 1 RTF vector ĝHd

(k,l), the
estimated head-mounted RTF vector ĝHd

(k,l) is compared
to a database of prototype anechoic RTF vectors ḡ(k,θi) for
several directions θi,i=1, ... ,I using the Hermitian angle [12]
as a measure of dissimilarity, i.e.,

p(k,l,θi)=h(ĝHd
(k,l),ḡ(k,θi)), (8)

h(ĝ,ḡ)=arccos

(
|ḡHĝ|

∥ḡ∥2∥ĝ∥2

)
. (9)

These prototype anechoic head-mounted RTF vectors
can be obtained, e.g., via measurements using the same
microphone array configuration as used during the actual
source localization or using spherical diffraction models [13].

Accounting for the disjoint activity of the speakers in the
STFT domain and aiming at including only TF bins where

1 As previously stated, we only consider the estimated head-
mounted RTF vector ĝHd (k,l) for DOA estimation and not the
extended RTF vector ĝd(k,l) that depends both on the speaker DOA
and the (unknown) position of the external microphone.

the estimated head-mounted RTF vector ĝHd
(k,l) is a good

estimate for the direct-path RTF vector in (5) (of one of the
speakers), the narrowband spatial spectrum (8) is integrated
over a set K(l) of selected frequency bins, where it is likely
that one speaker dominates over all other speakers, noise, and
reverberation [8], i.e.,

P(l,θi)=−
∑

k∈K(l)

p(k,l,θi). (10)

Based on the usage of the Hermitian angle for the construction
of (8), the spatial spectrum in (10) is called the frequency-
averaged Hermitian angle spectrum. The DOAs θ1:J (l) are
estimated by selecting the directions corresponding to the J
peaks of this spatial spectrum (assuming J to be known).

In the context of DOA estimation, coherence-based
quantities such as the coherent-to-diffuse ratio (CDR) are a
common criterion for frequency subset selection [8,14–17].
The usage of the CDR as a criterion for frequency subset
selection can be motivated by the fact, that for higher values of
the CDR at the respective TF bin it is more likely that a speaker
dominates over all other speakers, noise, and reverberation
at the respective TF bin. As in [8], the subset K(l) is obtained
using the coherent-to-diffuse ratio (CDR) criterion (11), i.e.,

K(l)=
{
k :ĈDR(k,l)≥CDRthresh

}
, (11)

where the CDR is estimated as

ĈDR(k,l)=f
(
Γ̂y,eff(k,l),Γ̃u(k)

)
, (12)

with the CDR-functional f defined in (14) for a single
microphone pair comprising the microphones m = i and
m= j [18]. The arguments of the function in (14) are the
estimated coherence Γ̂y,i,j of the noisy signal

Γ̂yi,j(k,l)=Φ̂yi,j(k,l)/

√
Φ̂yi,i(k,l) Φ̂yj,j(k,l) (13)

with Φ̂yi,j
denoting an estimate of the (i,j)-th element of

the covariance matrix of the noisy microphone signals and
a model Γ̃u,i,j of the coherence of the undesired component.
To consider more than just a single microphone pair for
the estimation of the CDR, the coherence of the noisy
signals between multiple microphone pairs (denoted as the
microphone set M) between the left and the right hearing

f
(
Γ̂y,i,j,Γ̃u,i,j

)
=

Γ̃u,i,jℜ{Γ̂y,i,j}−|Γ̂y,i,j|2−
√

Γ̃2
u,i,jℜ{Γ̂y,i,j}

2−Γ̃2
u,i,j|Γ̂y,i,j|

2
+Γ̃2

u,i,j−2Γ̃u,i,jℜ{Γ̂y,i,j}+|Γ̂y,i,j|
2

|Γ̂y,i,j|
2−1

(14)
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aid is averaged prior to evaluating the CDR-functional in (14),
resulting in the binaural effective coherence [8,19], i.e.,

Γ̂y,eff(k,l)=
1

|M|
∑

i,j∈M
Γ̂yi,j(k,l), (15)

Thus, the binaural effective coherence represents the average
coherence between the head-mounted microphone signals.
Due to the arbitrary position of the external microphone, we
consider only the head-mounted microphones (with fixed
relative positions) for the estimation of the binaural effective
coherence Γ̂y,eff(k,l).

To model the coherence of the undesired component for
the estimation of the CDR in (14) between the head-mounted
microphone signals, head shadow effects need to be included.
Assuming a diffuse sound field for both the noise and
reverberation component, a modified sinc-model [20] is
employed, i.e.,

Γ̃u(k)=sinc
(
α
ωkr

c

) 1√
1+

(
βωkr

c

)4 , (16)

where ωk denotes the discrete angular frequency, r denotes the
distance between the microphones of left and right hearing aid
which is approximated as the diameter of a head, c denotes the
speed of sound, and α=0.5 and β=2.2 denote empirically
determined parameters of the modified sinc-model.

In this paper we compare the influence of different RTF
vector estimation methods on constructing the frequency-
averaged Hermitian angle spectrum in (10). In [8] no
external microphone was used and therefore the DOAs were
estimated from the spatial spectrum as in (17) constructed
from head-mounted RTF vectors that were estimated using
the CW method as in (19), i.e.,

P (CW)(l,θi)=−
∑

k∈K(l)

h
(
ĝ
(CW)
Hd

(k,l),ḡ(k,θi)
)
. (17)

In this paper, we propose to exploit the availability of
the external microphone and estimate the DOAs from the
spatial spectrum constructed as in (18) constructed from
head-mounted RTF vectors that are estimated using the SC
method as in (22), i.e.,

P (SC)(l,θi)=−
∑

k∈K(l)

h
(
ĝ
(SC)
Hd

(k,l),ḡ(k,θi)
)

(18)

A summary on the covariance whitening (CW) method [9]
and the spatial coherence (SC) method [10] is provided in
the next section.

4. RTF VECTOR ESTIMATION

In order to estimate DOAs of multiple speakers, a frequency-
averaged Hermitian angle spectrum is constructed, which
assess the similarity between the estimated M-dimensional
head-mounted RTF vector ĝHd

(k,l) and a database of
prototype anechoic RTF vectors for different directions. In
this section, we review two RTF vector estimation methods.
The computationally expensive state-of-the-art covariance
whitening (CW) method [9] is summarized in Section 4.1.
The computationally inexpensive spatial coherence (SC)
method [10] is discussed in Section 4.2.

4.1 Covariance whitening (CW)

To apply the CW method [9], estimates Φ̂y and Φ̂u of the
covariance matrices of the noisy signal and the undesired
signal component are required. Based on these estimates, the
head-mounted direct-path RTF vector gHd

can be estimated
using only the head-mounted microphone signals as

ĝ
(CW)
Hd

=f
(
EHΦ̂yE

H
H ,EHΦ̂uE

H
H

)
, (19)

f
(
Φ̌y,Φ̌u

)
=

Φ̌
1/2

u P
{
Φ̌

−1/2

u Φ̌yΦ̌
−H/2

u

}
ěT1 Φ̌

1/2

u P
{
Φ̌

−1/2

u Φ̌yΦ̌
−H/2

u

} , (20)

where P{·} denotes the principal eigenvector of a matrix,

Φ̌
1/2

u denotes a square-root decomposition (e.g., Cholesky
decomposition) of the M̌-dimensional matrix Φ̌u and
ě1=[1,0,...,0]

T denotes an M̌-dimensional selection vector.
Note that gHd

can be estimated likewise from the head-
mounted microphone signals and the external microphone
signal together, via EHf

(
Φ̂y,Φ̂u

)
, differing in general from

the estimate ĝ(CW)
Hd

as in (19). However, based on the results
of [5] and [6], we will consider only the estimate as in (19)
obtained from the head-mounted microphone signals only as
no significant benefit in DOA estimation performance was
reported when all microphone signals were used.

4.2 Spatial coherence (SC)

The SC method [10] requires an external microphone and
relies on the assumption of a low spatial coherence between
the undesired component UM+1 in the external microphone
signal and the undesired components Um,m∈{1,...,M}, in
the head-mounted microphone signals, i.e.

E
{
UmU∗

M+1

}
≈0, m∈{1, ... ,M}. (21)
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Figure 1. Experimental setup with a head-mounted
binaural hearing setup and an external microphone
depicted in red at four different positions (E1-E4).

As shown in [10], this assumption holds quite well, for
example, when the distance between the external microphone
and the head-mounted microphones is large enough and the
undesired component is spatially diffuse-like. Exploiting this
assumption, results in E

{
YmY ∗

M+1

}
=E

{
XmX∗

M+1

}
,m∈

{1, ... ,M}, thus the RTF vector can be efficiently estimated
without expensive matrix decompositions as

ĝ
(SC)
Hd

=EH
Φ̂yeM+1

eT1 Φ̂yeM+1

, (22)

with em denoting an (M+1)-dimensional selection vector
selecting the m-th element.

5. EXPERIMENTAL RESULTS

Applying the CW and SC method for RTF vector estimation,
in this section we compare the DOA estimation performance
when using the SC-based frequency-averaged Hermitian angle
spectrum as in (18) against the DOA estimation performance
when using the CW-based frequency-averaged Hermitian
angle spectrum as in (17). We evaluate the methods with
recorded signals for an acoustic scenario with two static
speakers in a reverberant room with diffuse-like babble
noise. The experimental setup and implementation details
of the algorithms are described in Section 5.1. The results
in terms of localization accuracy are presented and discussed
in Section 5.2.

5.1 Experimental setup and implementation details

For the experiments we used signals that were recorded in
a laboratory at the University of Oldenburg with dimensions
of about 7×6×2.7m3, where the reverberation time can be
adjusted by means of absorber panels, which are mounted
to the walls and the ceiling. The reverberation time was set to
approximately T60≈250ms. Fig. 1 depicts the experimental
setup. A dummy head with a binaural hearing aid setup
(M = 4) was placed approximately in the center of the
laboratory. For this hearing aid setup a database of prototype
anechoic RTF vectors is obtained from measured anechoic
binaural room impulse responses [21] with an angular
resolution of 5◦ (I=72). A single external microphone was
placed at four different positions (denoted as E1 - E4), which
was not restricted to be close to a speaker. Two speakers from
the EBU SQAM CD corpus [22] (male and female, English
language) were played back via loudspeakers that were located
at approximately 2m distance from the dummy head. For the
evaluation, all 72 pairs of DOAs of non-collocated speakers
(each of the 9 DOAs in the range [−160◦,−120◦,...,160◦])
were considered. The speech signals were constantly active
and had a duration of approximately 5 s. Diffuse-like noise
was generated with four loudspeakers facing the corners of the
laboratory, playing back different multi-talker recordings. The
speech and noise components were recorded separately and
were mixed at {−5dB,0dB,5dB} broadband signal-to-noise
ratio (SNR) averaged over all head-mounted microphones of
the hearing aid setup. All microphone signals were recorded
simultaneously, hence neglecting synchronization and latency
aspects.

The microphone signals were processed in the STFT-
domain using a 32ms square-root Hann window with
50 % overlap at a sampling frequency of 16kHz. The
covariance matrices Φy and Φu were estimated recursively
during detected speech-and-noise and noise-only TF bins,
respectively, using smoothing factors corresponding to time
constants of 250ms for Φ̂y and 500ms for Φ̂u, respectively.
The speech-and-noise TF bins were discriminated from noise-
only TF bins based on the speech presence probability [23],
averaged and thresholded over all head-mounted microphone
signals.

We assess the DOA estimation performance by averaging
the localization accuracy over the considered DOA pairs
and SNRs. For the localization accuracy we average the
per-frame-accuracies over all frames, where we define the
per-frame accuracy as

ACC(l)=jcorrect(l)/J, (23)
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Figure 2. Average localization accuracy without
(unhatched blue) and with (hatched orange) frequency
subset selection using an external microphone placed at
one of four different positions (SC-E1 – SC-E4) or not
using an external microphone (CW) for the construction
of the spatial spectrum.

with jcorrect (l) denoting the number of speakers that are
correctly localized within a range of ±5◦ in the l-th frame
and J=2.

5.2 Results

Fig. 2 depicts the average localization accuracies that are
obtained from the spatial spectrum as in (17), denoted by
“CW“, and the accuracies obtained from the spatial spectrum
as in (18), denoted by “SC-EX“, where “X“ stands for one
of the four positions of the external microphone. To show
the effectiveness of the subset selection, we considered two
threshold values, CDRthresh = −∞dB (corresponding to
selecting all frequencies) and CDRthresh =0dB, shown as
unhatched blue bars and hatched orange bars, respectively.

First, for every condition a large improvement in the
localization accuracy of up to 11% due to the frequency subset
selection can be observed. This result is in line with the results
reported in [8]. Second, considering the spatial spectrum
obtained from (18), it can be observed that the position of
the external microphone has a minor effect on the estimated
DOA, resulting in localization accuracies in the range 62%
- 66% using a threshold value of CDRthresh=0dB. For the
external microphone placed at positions E3 or E4, i.e., close
to the loudspeakers playing back the noise, a slightly lower
DOA estimation accuracy can be observed when comparing
to the external microphone placed at positions E1 or E2.

Third, comparing the DOA estimation performance when
using the CW method against the SC method for estimating
the head-mounted RTF vector, a difference up to around
5% - 7% can be observed. Thus, the low-complexity SC
method yields a comparable DOA estimation performance
for multiple speakers as the CW method, which is line with
the single speaker DOA estimation results reported in [5].

6. CONCLUSIONS

Based on two RTF vector estimation methods, in this paper
we compared the DOA estimation performance for multiple
speakers for a binaural hearing aid setup exploiting an
external microphone or not. We did not restrict the position
of the external microphone to be close to the target speaker.
Estimating the RTF vector using either the CW method
without exploiting the external microphone or using the SC
method exploiting the external microphone, we constructed a
frequency-averaged Hermitian angle spectrum from which the
DOAs of the speakers were estimated as the directions that
maximized the spatial spectrum. We evaluated the approach
using simulations with recorded two speaker scenarios in
acoustic environments with mild reverberation and diffuse-like
babble noise scaled to low SNRs for different positions of
the external microphone. The results show that using the
SC method for the construction of the frequency-averaged
Hermitian angle spectrum yields a DOA estimation accuracy
(62% - 66%) that is comparable to the CW method (≈70%)
at a lower computational complexity.
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