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Abstract—Low-latency configurable speech transmission pre-
sents significant challenges in modern communication systems.
Traditional methods rely on separate source and channel coding,
which often degrades performance under low-latency constraints.
Moreover, non-configurable systems require separate training for
each condition, limiting their adaptability in resource-constrained
scenarios. This paper proposes a configurable low-latency deep
Joint Source-Channel Coding (JSCC) system for speech trans-
mission. The system can be configured for varying signal-to-noise
ratios (SNR), wireless channel conditions, or bandwidths. A joint
source-channel encoder based on deep neural networks (DNN) is
used to compress and transmit analog-coded information, while a
configurable decoder reconstructs speech from noisy compressed
signals. The system latency is adaptable based on the input speech
length, achieving a minimum latency of 2 ms, with a lightweight ar-
chitecture of 25 k parameters, significantly fewer than state-of-the-
art systems. The simulation results demonstrate that the proposed
system outperforms conventional separate source-channel coding
systems in terms of speech quality and intelligibility, particularly in
low-latency and noisy channel conditions. It also shows robustness
in fixed configured scenarios, though higher latency conditions and
better channel environments favor traditional coding systems.

Index Terms—Low-latency, speech transmission, configurable
deep neural networks, joint source channel coding.

I. INTRODUCTION

ACHIEVING low-latency and high-quality speech trans-
mission is a fundamental challenge in communication

systems [1], [2], [3]. Traditional approaches rely on separate
source and channel coding, where source coding reduces data
redundancy and perceptually irrelevant information, and channel
coding ensures reliable transmission by mitigating bit errors
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[3], [4]. Digitally compressed speech signals, however, are
highly sensitive to bit errors, necessitating the use of robust
channel codes like Reed-Solomon and LDPC [5], [6]. Higher
latency typically allows better channel coding and compression
performance [1], [7]. Joint source-channel coding (JSCC) has
been shown to reduce overall system latency while maintaining
competitive rate-distortion performance compared to separate
coding designs [8], [9], [10], [11], [12]. The latency of traditional
speech coders varies on the basis of their design. Codecs like
Opus [13] and DPCM [2] offer flexible latency and bitrate
options, with Opus supporting latencies from 7.5 to 65 ms
and bitrates from 6 to 256 kbps, while DPCM operate with
latencies as low as a single sample and arbitrary bitrates. Other
ultralow-latency codecs such as aptX [14] (2 ms) and subband
coding (SBC) [15] (3.3 ms) require high bitrates (300 and 96
kbps, respectively), making them less suitable for low bitrate
and adverse channel conditions.

Deep learning has gained significant traction in communi-
cation systems, with autoencoder-based deep neural networks
(DNNs) proving effective due to their encoder-decoder struc-
ture [16], [17], [18]. These models have been successfully
applied to tasks such as audio, speech, and image compression,
exceeding traditional methods [19], [20], [21]. Recently, deep
learning-based audio codecs, such as those in [19] and [20],
have achieved latencies ranging from 7.5 to 26 ms. However,
these codecs rely on additional channel coding to ensure reliable
transmission, which increases overall latency, especially when
entropy coding is used, as it requires longer channel coding
lengths to prevent errors [20]. On the other hand, deep JSCC
has emerged as a promising approach, reducing transmission la-
tency and outperforming traditional separate source and channel
coding in tasks such as wireless image, text and semantic speech
transmission [22], [23], [24], [25], [26].

A deep JSCC system presented in [25] eliminates the need for
separate channel coding but requires long speech data sequences
(e.g., 2 seconds), which limits its practicality for real-time com-
munication. Applications with strict low-latency requirements,
such as hearing aids, often require total latencies lower than
10 ms [27]. In [26] a low-latency speech transmission system
with 8 ms latency was proposed. In addition, a joint speech
transmission and enhancement system with a latency of 2 ms was
introduced in [28]. However, these deep JSCC speech transmis-
sion systems are trained with fixed bandwidth or SNR settings,
which restrict their use in resource-constrained applications.
These systems typically require multiple DNN models to handle
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different bandwidths or SNR levels, increasing complexity and
cost in system design.

Recent research has explored adaptive and configurable band-
width and SNR approaches in JSCC-based image transmis-
sion using a single DNN [23], [29], [30], [31], [32]. For in-
stance, [30] proposed a configurable bandwidth DNN utiliz-
ing a simple thresholding technique, but the threshold value
often varies for different data, challenging consistent config-
urability. [23] introduced an adaptive-bandwidth JSCC image
transmission system that adjusts the number of transmitted
samples based on SNR, increasing the data rate at low SNRs
and decreasing it at higher SNRs. However, this model is less
suited for scenarios requiring fixed bandwidth or SNR. Addi-
tionally, [33] investigated a configurable speech transmission
system adaptable to various wireless channels with a latency of
2 ms.

In this paper, we extend the system presented in [33] to
develop a deep configurable system that can be adapted either
for different SNRs, bandwidths, or wireless channels or for
both SNR and wireless channels. This system is designed for
low-latency and low-complexity speech transmission, achieving
an algorithmic latency of 2 ms, which is suitable for very
low-latency applications like wireless hearing assistive systems
where low latency and high speech intelligibility are prioritized
over speech quality. Notably, this system has approximately 25 k
parameters, making it considerably smaller than conventional
DNN-based speech transmission systems [25], [26] and much
more efficient compared to state-of-the-art DNN-based speech
codecs [19], [20], which typically involve millions of parame-
ters.

The proposed deep JSCC system operates in the analog do-
main, similar to other DNN-based JSCC systems [22], [25], [33],
where source and transmitted data are not quantized or mapped
to bits but are transmitted directly over transmission channels.
While analog communication is more vulnerable to channel
noise and errors, it benefits from lower bandwidth requirements,
reduced computational cost, and notably, lower latency com-
pared to digital communication [3], making it well-suited for
low-latency applications.

Through comprehensive simulation studies, we demonstrate
that the proposed configurable system often exhibits greater ro-
bustness across different SNRs, bandwidths, and wireless chan-
nels than the expert nonconfigurable systems. The low-latency
configurable JSCC system outperforms existing separate source
and channel coding techniques in terms of speech intelligibility,
quality, and estimated speech reconstruction performance, par-
ticularly under low bandwidth or challenging wireless channel
conditions. However, it is important to note that in scenarios
with favorable wireless channel conditions and high bandwidth,
traditional separate source-channel coding methods outperform
the proposed JSCC system.

The remainder of the paper is structured as follows. Section II
presents the system model, encompassing detailed descriptions
of the encoder and decoder, communication channel models,
and the configurable network design. In Section III, numerical
simulations are conducted to evaluate the proposed method.
Finally, Section IV concludes the paper, summarizing the key
findings and potential future directions.

Fig. 1. The DNN architecture of the JSCC-based proposed system for speech
transmission. The output size of each layer is shown in the figure for the batch
size of 1.

II. SYSTEM MODEL

In this section, we present the system model for the low-
latency configurable JSCC-based speech transmission system.
This system is same as the system in [33] which includes
three main components and Fig. 1 provides an overview of the
proposed method’s structure. i) The first component is the joint
source and channel encoder, which is responsible for compress-
ing the input signal by extracting relevant features and perform-
ing channel coding by introducing redundancy. It processes the
input signal, x� ∈ R

n and generates the encoded representation
y� ∈ C

k/2, where n and k/2 are the dimensions of the input and
output signal of the encoder, respectively. ii) The second compo-
nent is the physical wireless channel module, denoted as WC in
Fig. 1, which simulates analog wireless channels. This module
takes the analog encoded representationy� as input and produces
the channel output ŷ� ∈ C

k/2, which is received by the decoder.
iii) The third component is the joint channel and source decoder,
which jointly decodes the received signal ŷ� and reconstructs the
time-domain signal x̂� ∈ R

n. Additionally, Feature-wise Linear
Modulation (FiLM) layers [34] are employed in both the encoder
and decoder to introduce configurability to different SNRs and
bandwidths. These FiLM layers play a crucial role in enabling
the proposed system to dynamically adjust its behaviour based
on the specific SNR and bandwidth conditions. The entire system
model is trained end-to-end using a time-domain reconstruction
loss. In the subsequent subsections, we will delve into further
details about each of these components.

A. Joint Source-Channel Encoder

The system architecture primarily relies on convolutional
blocks with varying strides and dilations. Such blocks have



BOKAEI et al.: LOW-LATENCY DEEP ANALOG SPEECH TRANSMISSION USING JOINT SOURCE CHANNEL CODING 1403

demonstrated remarkable performance across diverse audio ap-
plications, including neural vocoders [35], [36], artificial band-
width extension [37], [38], and audio codecs [19], [20]. While
our approach shares a similar structure to the aforementioned
audio codecs [19], [20], it offers reduced latency and complexity.
This JSCC transmission system operates with a latency of 2 ms.
In Fig. 1, the architecture of the proposed joint source and
channel encoder is depicted. The output size of each layer is also
depicted for more clarity. Three encoder blocks are used in this
architecture, each encoder block comprises three residual units
and one strided convolutional layer for downsampling. Each
residual unit employs dilated convolutions with dilation rates
of 1, 3, and 9. Subsequently, a convolutional layer is employed
to implement the stride. The number of channels and stride rates
for each encoder block, denoted by NC and s, respectively, are
illustrated in Fig. 1. The final convolutional layer has a kernel
size of 3 and Ncout

channels. Layer normalization is applied
to obtain a specific encoder output power to ensure the wireless
channel’s SNR. At the end there is a reshaping layer adjusting the
encoder’s output dimensionality to a (1, k/2) complex vector,
where k =

Ncoutn

Π3
i=1si

, and where si represent the downsampling
level of layer i and n is the dimensionality of the input signal.
In our case Π3

i=1si = 2× 2× 2 = 8. We define the bandwidth
compression ratioR as the ratio between the encoder output size
and input size:

R = k/n =
Ncout

Π3
i=1si

. (1)

All convolutions are causal to enable real-time implementation,
and Parametric ReLU (PReLU) activation functions [39] are
utilized.

B. Wireless Channel Model

After the joint source and channel encoding operation, the
data y� is transmitted over the analog wireless communication
channel. We model the wireless channels by linear operation
on complex numbers. The wireless channel WC : Ck/2 → C

k/2

introduces random errors in the transmitted signals. To be able to
train the full system in an end-to-end manner, the only constraint
on the wireless channel is that it must be differentiable for the
sake of backpropagation. A differentiable wireless channel can,
for example, be modeled as follows:

ŷtr = WC(ytr) = hytr + n, (2)

where h ∈ C
k/2×k/2 is complex channel gain and n ∈ C

k/2 is
complex Gaussian noise,n ∼ CN (0, σ2Ik/2), in whichσ2 is the
noise power and CN denotes a complex Gaussian distribution.
In this paper, we consider four widely used wireless channels.
In this wireless channel model, n and h represent the additive
Gaussian noise and the wireless channel fading effects, respec-
tively.

1) Additive White Gaussian Noise channel (AWGN): h =
Ik/2

2) Slow Rayleigh fading channel:h ∈ C
k/2×k/2 is a diagonal

matrix where each element is drawn from a complex
normal distribution. In slow fading, the characteristics

of the wireless channel do not change over a symbol
transmission.

3) Phase Invariant slow Rayleigh fading channel: h is made
similarly to slow Rayleigh fading but with real normal
random distribution.

4) Rician fading channel: h = a+ bĥ, where ĥ is made

similarly as slow Rayleigh fading, a =
√

z
z+1 , b = 1

z+1 ,

and z is the Rician factor. Rician fading with z = 0 equals
a Rayleigh fading channel.

C. Joint Source-Channel Decoder

The architecture of the decoder is depicted in Fig. 1 where the
output size of each layer is shown. It exhibits a structure similar
to the encoder, with the exception of the normalization layer. The
decoder begins with a 1D convolutional layer, utilizing a kernel
size of 3 and the 16 number of channels. This is followed by
three decoder blocks and a 1D convolutional layer with a kernel
size of 5 and a single kernel responsible for reconstructing the
time-domain speech signal x̂. The decoder blocks reverse the
operations performed by the encoder blocks: they commence
with transpose 1D convolutions for signal upsampling, followed
by the same three residual units. The number of channels and
stride rates for each decoder block are denoted as NC and si,
respectively. For each decoder block, NC and si values are the
same as the NC and si values for the counterpart encoder block.

D. Configurable Networks Using FiLM

The proposed model, without the FiLM layers, exhibits lim-
ited performance outside of a narrow range of SNRs close to
the SNR used during network training and for different band-
widths than the bandwidth the network is trained for. Prelimi-
nary promising configurability performance of this system for
different wireless channels is shown in [33] by incorporating
FiLM [34] layers between the blocks of the model, as depicted
in Fig. 1. FiLM is a technique that introduces modulation to
individual features within a neural network, thereby improving
flexibility. By integrating learnable scaling and shifting factors
into the activation process of each feature map, FiLM enables the
network to dynamically adjust its behavior based on contextual
cues. These modulation factors are conditioned on an external
input, enabling the network to adapt its feature representations
context-dependently [34]. Here, we use this system to make the
system configurable either for different SNRs, bandwidths, or
SNR and wireless channels simultaneously. In communication
systems, it is common practice to have access to the CSI,
which corresponds to the wireless channel SNR, bandwidth,
and type of the wireless channel in our case. As shown in
Fig. 1, a skip connection is added to the FiLM layer to help
stabilize the training process. Additionally, we found that the
proposed system exhibits improved adaptability when a FiLM
layer is placed between any two consecutive layers in both the
encoder and decoder. This configuration allows the network to
effectively incorporate the CSI and adapt its feature representa-
tions accordingly, leading to enhanced performance in terms of
configurability.
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The encoder and decoder are trained end-to-end by minimiz-
ing a cost function that captures the distortion between the input
signal x� and the output signal x̂�. The cost function is defined
as follows:

L =
1

B

M∑
i=1

wi

B∑
�=1

d(x�, x̂�) =
1

B

M∑
i=1

wi

B∑
�=1

‖x� − x̂�‖22,

(3)

where B is the minibatch size, M is the total number of sce-
narios that we want to train for, and wi represents a weighting
factor that accounts for the scenario that is used for the input
frame x�. Thus, x̂� implicitly depends upon i. These weighting
factors allow the network to balance the importance of errors in
different scenarios. For instance, when training the network for
configurable SNRs, the distortion measure value will be higher
for lower SNRs compared to higher SNRs. Without the weights,
the trained network exhibits a biased performance towards
larger errors associated with lower SNRs. By incorporating the
weights, we ensure that the distortion is equally considered
across different scenarios, promoting the network’s performance
for all scenarios. In the simulation section we mention how to
choose the wis in each case.

III. SIMULATIONS & SUBJECTIVE EVALUATIONS

In this section, we conduct a comprehensive evaluation of
our proposed method under various scenarios. We employ the
following evaluation metrics to measure different aspects of the
system’s performance:

1) Perceptual Evaluation of Speech Quality (PESQ) [40]:
PESQ is a widely used metric for evaluating the perceived
quality of processed speech signals. It provides a measure
of the similarity between the processed speech and the
reference signal. A higher PESQ score indicates better
speech quality.

2) Extended Short-Time Objective Intelligibility (ESTOI)
[41]: ESTOI is a metric used to assess the intelligibility
of speech signals. It measures the correlation between the
enhanced speech and the clean reference speech in terms
of their short-time spectra. Higher ESTOI scores indicate
improved speech intelligibility.

3) Normalized Mean Square Error (NMSE): NMSE is a
commonly used metric for evaluating the reconstruction
quality of signals. A lower NMSE indicates better recon-
struction accuracy

NMSE(x, x̂) =
‖x− x̂‖22
‖x‖22

.

4) Subjective evaluation: We conduct subjective evaluations
to compare the proposed system and the baseline systems
using webMUSHRA interface [42].

We also compared the system performances with the open-
source ViSQOL [43] metric. It has been reported that ViSQOL
shows a good correlation with subjective tests [19]. We saw very
similar behavior between ViSQOL and PESQ scores; therefore,
we did not add ViSQOL to the comparison metrics.

We first assess the performance of the proposed configurable
deep speech transmission system in terms of objective speech
quality measures, including PESQ, ESTOI, and NMSE with
respect to different SNRs and bandwidth compression ratios
R. Next, we compare the performance of our proposed system
with baseline systems using the same objective performance
measures. Furthermore, we evaluate the effectiveness of the
proposed deep configurable JSCC-based speech transmission
system across different wireless communication channels and
compare them with baseline performance for the same wireless
communication channel conditions. By considering these com-
prehensive evaluations, we aim to provide a thorough analysis of
the proposed method’s performance across different scenarios
and its competitiveness compared to existing systems.

For the training and evaluation of our proposed framework for
speech transmission, we utilized the Librispeech dataset [44].
We used a total of 2200 flac files (total 13100 s duration), with a
sampling frequency of 16 kHz, for the training phase. Addition-
ally, 200 flac files were reserved for the evaluation phase with a
total duration of 1300 s. During the training process, we utilized
the Adam optimizer [45] with a learning rate of 10−4. To prevent
overfitting, we implemented early stopping with a patience of 7
epochs. The batch size was set to 128. To accommodate different
latency requirements, we varied the input sizes. Specifically, we
set the input size ton = 128 samples, corresponding to a latency
of 8 ms. For latencies of 4 and 2 ms, the input size is 64 and 32,
respectively. The specific considerations for each subsection are
described therein.

We should note that the ideal system would be one that can
be configurable for different SNRs, bandwidths, and wireless
channels simultaneously. However, we observed that training a
system configurable for different bandwidths in addition to other
features often resulted in suboptimal performance. As a result,
we have decided to leave this challenge for future work.

The remainder of this paper is structured as follows. In the first
two subsections, we analyze the configurability of the proposed
system for various SNRs and bandwidths. The next subsection
compares the performance of the proposed system with baseline
separate source-channel coding systems in terms of objective
metrics under an AWGN wireless channel. Subsequently, we
perform the part of the same comparison using subjective lis-
tening tests. Finally, in the last subsection, we analyze the con-
figurability of the proposed system for various wireless channel
types and compare its performance with baseline systems under
diverse wireless channel conditions.

A. Configurable SNR

In this subsection, we compare the performance of the pro-
posed SNR-configurable speech transmission system with the
expert systems trained specifically for a single SNR to assess its
effectiveness in handling varying SNR conditions.

As described in Section II-D, FiLM layers are added between
the encoder and decoder blocks. The SNR of the wireless channel
is given to the network through the FiLM layers Fig. 1. The
bandwidth compression rate is set to R = 1, and an AWGN
wireless channel is considered.
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Fig. 2. Performance comparison of the proposed SNR-configurable system with expert systems (trained for specific SNRs), small expert systems (with a higher
total number of parameters), and fix configuration SNR-configurable systems, in terms of ESTOI, PESQ, and NMSE.

Note that the total number of parameters in the proposed
model is 25 k, out of which 6 k belong to the FiLM layers. Two
versions of the expert system are used for comparison. For the
first one, we increased the number of filters in the first encoder
block and the last decoder block from 8 to 16 to align the number
of parameters for the proposed system and the expert system. We
should note that we compared two expert systems with different
methods of increasing parameters, whether by increasing filters
or system depth and found no significant difference in their
performance. With these changes, the number of parameters for
the expert system is 28.6 k. For the second expert system, we
trained five small expert systems for SNRs = 0 dB, 5 dB, 10 dB,
15 dB, 20 dB with 6 k number of parameters for each, which
leads to a total of 30 k parameters. We called the combination
of these systems, a small expert system.

During training, for each signal transmission, the SNR is
randomly chosen from the range of [SNRmin, SNRmax] dB. To
get better performance during inference, for SNRs higher than
the maximum trained SNR and lower than the minimum trained
SNR, the input SNR to the encoder and decoder is set to the
SNRmax and SNRmin, respectively. We set SNRmax = 20 dB
andSNRmin = 0dB to cover the range from high to low wireless
channel transmission SNRs. For the small expert systems, for
SNRs out of the trained range, we used the system with the
closest trained SNR.

In the cost function in (3), the weights wi are included to have
a balanced loss for all SNRs, and they are calculated as follows:

wi = 10
SNRi−SNRmin

10 , i = 1, . . . , B, (4)

where B is the batch size. Based on simulation we observed that
the value of the loss of the expert system, which is trained for a
particular SNRi, has a logarithmic relation to the SNRi value.
Therefore, we choose the weights as in (4) to balance the loss
for all SNRs.

In Fig. 2, we present the performance of the SNR-configurable
system, three expert systems, three SNR-configurable system
with fix configuration at SNRs of 0 dB, 10 dB, 20 dB, and a
small expert system. The performance is measured using NMSE,
PESQ, and ESTOI versus the test SNR. For each fixed configured

system with an SNR of a dB, the reported SNR remains at a
dB, while the actual channel SNR is the tested SNR shown
on the x-axis. In this figure, curves with the same color and
marker represent the performance of both the expert and fixed
configured systems, where the expert system is trained for the
SNR reported by the fixed configured system. Solid curves
indicate expert systems, while dashed curves represent fixed
configured systems.

The results in Fig. 2 show that, as expected, systems trained
for specific SNR levels perform best at those levels. The con-
figurable system’s performance closely matches that of the
expert systems at their respective trained SNRs across all met-
rics. Moreover, the proposed configurable system consistently
outperforms the small expert systems across all metrics and
SNRs, despite having fewer total parameters. For incorrect
SNRs (i.e., non-trained SNRs for the expert systems and fixed
configured SNRs for the configurable systems), the fixed con-
figured systems outperform the expert systems at SNRs of 0 dB,
10 dB across all metrics, indicating that the configurable system
demonstrates better robustness to mismatched SNR scenarios
compared to the expert systems at these SNR values. At SNR =
20 dB, the fixed configured system surpasses the expert system
for test SNRs of 10 dB, 15 dB across all metrics and even shows
higher performance at a test SNR of 20 dB according to PESQ.
However, for other test SNR values, the expert system displays
greater robustness than the fixed configured system.

Overall, the experimental results demonstrate that the config-
urable system not only outperforms the small expert systems but
also shows higher robustness compared to the expert systems in
various scenarios. However, at higher SNRs, the expert systems
occasionally demonstrate greater robustness depending on the
specific metric and SNR.

B. Bandwidth Configurable System

In this subsection, our aim is to train the proposed config-
urable speech transmission system to be configurable to various
bandwidths rather than targeting a specific bandwidth. Similar
to the previous subsection where the encoder and decoder had
knowledge of the wireless channel’s SNR using the FiLM layers,
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Fig. 3. The performance of the proposed bandwidth configurable system compared to the non-configurable expert systems, which are trained for a specific
bandwidth, and fix configuration configurable systems in terms of ESTOI, PESQ, and NMSE.

TABLE I
THE ACQUIRED WEIGHTS wi = wbalance FOR CONFIGURABLE BITRATE

SIMULATION WITH RESPECT TO FIG. 3

in this case, the encoder and decoder are aware of the number
of transmitted samples in a given time unit over the wireless
channel using the same FiLM layer. The number of transmitted
samples per time unit is linearly related to the required trans-
mission bandwidth and bandwidth compression rate in (1).

To allow configurability, the system controls the required
transmission bandwidth by multiplying the encoder output (la-
tent space) with a constant mask during both the training and
the testing phases. Then, the non-zero elements of the output
pass through the wireless channel. For simplicity during training,
we consider C = 8 masks, where C represents the number of
kernels in the last layer of the encoder, i.e., the latent space. Mask
number c retains the outputs of the first c kernels in the latent
space. For each signal transmission during training, the value of
c is randomly chosen from the range 1 to C. Specifically, for
a batch with a batch size of B, B random numbers within the
range 1, C are selected to create the masks for that batch.

Note that when setting the weights for each mask (equiva-
lently, a compression rate R and bandwidth) based on the error
of the network trained exclusively for that mask, the network
performs well at low R values but exhibits inferior performance
at high R values. Therefore, we carefully tune the weights wi

to achieve a balanced importance across all compression rates
R and call these tuned weights wi = wbalance. We check the
loss importance for each compression rate by comparing the
performance of the configurable system in that bandwidth (or
mask) with the network that is only trained for that bandwidth
(or mask). The tuned weights are shown in Table I.

The results are presented in Fig. 3, which consists of three
sub-figures depicting the performance of NMSE, PESQ, and
ESTOI with respect to the bandwidth compression rate R.

Similar to the SNR-configurable simulation, we compare
the bandwidth-configurable system (which is trained with the
wbalance weighting strategies), four expert systems trained for
bandwidth compression ratios R = 0.25, 0.5, 0.75, 1, and four
fixed configured systems which are the same as the configurable
system but the reportedR is setR = 0.25, 0.5, 0.75, 1 regardless
of the actual R during testing. In Fig. 3, we present the perfor-
mance of the configurable system, fixed configured systems, and
expert systems. Curves with the same color and marker style
represent the expert and fixed configured systems, with expert
systems shown using solid lines and fixed configured systems
using dashed lines.

According to the NMSE, the expert systems outperform the
configurable system at the specific R values for which they
are trained. However, based on PESQ and ESTOI values, the
configurable system occasionally shows better performance (for
example, at R = 0.5). Comparing the robustness, we observe
that at R = 0.5, the fixed configured system noticeably outper-
forms the expert system across all metrics. For R = 0.25, the
fixed configured system performs better at lowerR values across
all metrics, while the expert system performs better at higher
R values. This difference is more pronounced in the PESQ
score, though the gap is small based on NMSE and ESTOI.
For R = 0.75, 1, the fixed configured system outperforms the
expert system by a significant margin at lower R values for all
metrics. However, at higher R values, the expert system slightly
outperforms the fixed configured system.

Overall, we observe that under ideal test conditions, the con-
figurable system performs comparably to the expert systems and
generally exhibits greater robustness than the expert systems,
with only a few exceptions.

C. Comparison to Baseline

In this subsection, we present a comparison between the
performance of the proposed deep analog speech transmission
system and baseline separate digital speech transmission sys-
tems in terms of ESTOI, PESQ, and NMSE of the received
speech.
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We selected digital communication as the baseline system.
This choice is justified by the prevalence of digital audio and
speech codecs in the current state-of-the-art [1], [19]. Fur-
thermore, digital transmission exhibits superior capability in
handling channel noise and distortions compared to analog
communication, albeit at the expense of increased latency [3].

This section is divided into three subsections. In the first
subsection, we discuss how to compare analog and digital trans-
mission. The second subsection provides a detailed description
of two baseline systems in the field. Finally, in the third subsec-
tion, we compare the performance of the proposed configurable
system against these two baseline systems, presenting the results
obtained for ESTOI, PESQ, and NMSE metrics.

1) Required Conditions for Digital Transmission: This sec-
tion aims to find the required bitrate, data rate, and latency
for digital transmission to properly compare two analogue and
digital systems. We define a condition for each and discuss these
conditions in the Appendix.

2) Baseline Systems: Two baseline systems are employed
for comparison with the proposed system. As explained in the
Appendix, the maximum bitrate of the baseline system can be
determined by the channel capacity and the bandwidth compres-
sion ratio. Specifically, withR = 1, SNR= 10 dB, and fs = 16,
the maximum bitrate is 27 kbps. Therefore, the audio codec used
must operate at a bitrate below this threshold. To the best of
our knowledge, Opus speech codec [13] and Differential Pulse
Code Modulation (DPCM) coder [2] are the only suitable speech
coders that can achieve low latency at low bitrates. Therefore,
we choose Opus and DPCM as the audio coder for two baseline
systems. In the following we describe the two baseline systems.

It is important to note that we do not compare the proposed
system with a system that uses [19] or [20] as audio codecs
because these systems are not directly comparable for two key
reasons. First, the lowest latency of [19] is 11.25 ms at a 16 kHz
sampling frequency (equal to 7.5 ms at 24 kHz), which is
significantly higher than the 2 ms latency of the proposed system.
Second, [19] has 8.4 M parameters, making it unsuitable for
resource-constrained scenarios, whereas our system is designed
for low-cost and low-complexity applications.

(System 1): The first system utilizes a closed-loop and pack-
etized Differential Pulse Code Modulation (DPCM) coder [2]
as the speech coder (source coding). The DPCM codec em-
ploys a predictor to estimate the original speech signal based
on the quantized prediction error. To accommodate the short
input speech length, a fifth-order predictor is employed. In
addition to transmitting the compressed residual data, DPCM
codecs require the transmission of predictor coefficients over the
wireless channels. Although we assume error-free transmission
of these coefficients, their bitrate usage is considered when
calculating the overall bitrate using (5). The quantized residual
data obtained from the DPCM coder are further compressed
using arithmetic coding, where the average length of the coder’s
output determines the bitrate of the source coder. It is worth
noting that errors in arithmetic coding can have a significant
impact on the decoded data. To mitigate this issue, we adopt
packetized DPCM, where errors are confined within a packet
and do not propagate across packets [46]. For channel coding, a

Reed-Solomon RS(2m − 1, l) coder with a symbol size of m is
utilized. Here, l and m are positive integers, with l determining
the allocation of bitrates between source coding and channel
coding. Specifically, l

2m−1Rmax and 2m−1−l
2m−1 Rmax represent the

bitrate allocation for source coding and channel coding, respec-
tively. Increasing the value of m reduces the channel coding
error while increasing the latency. The maximum value of m is
chosen such that it adheres to the latency condition (C3). For
each simulation, the value of l is selected through a grid search
based on the NMSE results. Finally, QAM modulation is chosen
for SNR 10 dB, while BPSK modulation is selected for an SNR
of 0 dB, in accordance with condition (C2).

(System 2): The second baseline system is based on the Opus
speech codec [13], which offers a minimum algorithmic latency
of 7.5 ms. The input size is set to 2.5 ms, and a look-ahead
of 5 ms is employed. Similar to System 1, an RS code is used
for channel coding. However, in this case, instead of utilizing
separate channel coding and modulation techniques, we rely on
the built-in packet loss option provided by the Opus codec. The
modulation scheme, the chosen channel code, and the size of the
Opus packet collectively determine the overall packet loss. It is
important to note that both systems do not account for delays
introduced by channel encoder and decoder.

3) Performance of the Systems: In this section, we compare
the experimental results of our proposed low-latency speech
transmission system with the described two baseline digital
methods. For the evaluation, we consider two different SNRs:
SNR = 10 dB and SNR = 0 dB and various latencies. The
results for each SNR are presented in Figs. 4 and 5, respectively.
The proposed SNR configurable system is trained for SNRs in
the range of [0, 20] dB range using the Librispeech dataset;
therefore, the encoder and decoder have access to the CSI (SNR).
However, for each latency and bandwidth, a different system is
trained.

Fig. 4 displays the performance of the different systems at
SNR = 10 dB. This figure comprises three sub-figures corre-
sponding to ESTOI, PESQ, and NMSE metrics versus band-
width compression rate (R). Each sub-figure contains eight
curves representing different scenarios and systems. Fig. 4
shows three curves representing the performance of our pro-
posed configurable system at different latencies: 8 ms, 4 ms,
and 2 ms. Additionally, there are three curves illustrating the
performance of the baseline system 1 at the same latencies.
The remaining two curves in each sub-figure depict the per-
formance of the baseline system 2 at latencies of 7.5 ms
and 10 ms since the Opus codec operates with these specific
latencies.

From the results in Fig. 4, we observe that the performance
of our proposed configurable system improves slightly as the
latency increases for all the evaluated metrics. In comparison
to the baseline system 1, which utilizes DPCM speech coding
with equal latencies, our proposed system exhibits a signifi-
cant performance advantage. Furthermore, when compared to
baseline systems, our proposed system with a latency of 2 ms
outperforms them even when the baseline system 1 and system
2 operate at a latency of 10 ms and 8 ms, respectively. Notably,
the proposed configurable system consistently outperforms the
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Fig. 4. The performance of the proposed configurable system and baseline systems in terms of ESTOI, PESQ, and NMSE versus channel bandwidth compression
rate R for SNR = 10 dB.

Fig. 5. The performance of the proposed configurable system and baseline systems in terms of ESTOI, PESQ, and NMSE versus channel bandwidth compression
rate R for SNR = 0 dB.

baseline systems, particularly at lower bandwidth compression
rates (R).

It is important to note that at higher bandwidth compression
ratios and higher SNRs, the baseline systems demonstrate better
performance than the proposed configurable system. An exam-
ple of this is shown in Fig. 4, where the Opus speech coder
shows a better performance than the proposed system at higher
bandwidth compression ratios.

We conducted an informal listening test for the scenario with
SNR = 10 dB, which revealed noticeable differences in system
performance under identical conditions. We provide audio sam-
ples from the simulations at the following link,1 so the reader
can experience the performance of the system by listening to the
audio samples.

Fig. 5 shows the results for SNR = 0 dB, and we once again
have three sub-figures representing ESTOI, PESQ, and NMSE
metrics. Each sub-figure includes five curves: three curves for
the proposed configurable system at latencies of 8 ms, 4 ms, and
2 ms, and two curves for the baseline systems. Similar to SNR=
10 dB, we observe that the performance of our proposed system

1https://mohammadbokaei.github.io/Low-Latency-Speech-Transmission/

improves slightly as the latency increases for all the evaluated
metrics. The proposed system for different latencies consistently
outperforms the baseline systems, even with higher latencies.
Furthermore, our proposed configurable system is capable of
operating at a lower bandwidth compression rate (R = 1/8),
while the baseline systems are limited to R = 6/8. We should
note that even with higher latencies, the performance of the
baseline systems does not match the level achieved by our
proposed system at SNR = 0 dB.

The curves for the baseline systems in Figs. 5 and 4 are
shorter than those of the proposed systems and in Fig. 4, we
plot fewer curves representing the traditional systems than in
Fig. 5. These are due to the limitations of the speech coders
used in the traditional systems, which are unable to operate at
the allocated bitrate.

Overall, the simulation results depicted in Figs. 4 and 5
demonstrate the superior performance of the proposed config-
urable low-latency speech transmission system compared to the
baseline systems, particularly at lower latencies and bandwidth
compression rates. The baseline systems outperform the pro-
posed configurable systems for higher bandwidth compression
ratios and higher SNRs.
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Fig. 6. Box plots of the subjective ratings results at SNR = 10 dB for two compression rates (R = 1, and R = 0.5, subfigures (a) and (b), respectively). The box
plots show the range from the 25% percentile to the 75% percentile, with the line inside the box indicating the median value. Outliers are marked with + symbols.
The systems include the proposed system with latencies of 8ms and 2ms, baseline system with DPCM speech coder with latencies of 8 ms and 2 ms and another
baseline system with opus speech coder with latency of 7.5 ms, as well as the reference and anchor speech signals.

D. Subjective Evaluations

In this section, we present the results of a subjective listening
test conducted to compare the speech quality of the proposed
system with two baselines systems. A MUSHRA-like test was
employed using the webMUSHRA interface [42]. The study
involved 27 participants with self-reported normal hearing and
an average age of 29.8± 3.8 years.

The listening test was based on the simulation described in
the previous section, considering on scenario with SNR = 10 dB
(see Fig. 4) for compression rate (R) of 1 and 0.5. This setup
leads to bitrate of 27 kbps and 13.5 kbps for the baseline systems,
respectively for each R. The evaluation compared the proposed
system with latencies of 2ms and 8ms against two baseline
systems: a (DPCM + RS + QAM) system with latencies of
2ms and 8ms, and an (Opus + RS + QAM) system with a
latency of 7.5ms. Including the hidden reference signal and
the anchor signal, in total seven conditions were rate by par-
ticipants. Unlike traditional anchors that use a lowpass filter, the
anchor here was designed with the lowpass filter (3.5 kHz cut
frequency) of the (DPCM + RS + QAM) at R = 0.5 which has
the worst performance between all the test conditions. For each
compression rate (R), participants rated all conditions on four
different audio samples, comprising two male and two female
speakers, each approximately 10 s long. This resulted in a total
of 8 test scenarios per participant, with two training phases
to familiarize the participants with the procedure. The results
of the subjective listening test were analyzed using ANOVA,
followed by post-hoc pairwise comparisons employing Tukey’s
Honestly Significant Difference (HSD) procedure. These anal-
yses provided detailed insights into the relative performance
of the proposed system and baseline systems under different
conditions.

For both considered compression rates, Fig. 6 shows box plots
of the subjective ratings for all conditions. As expected, the refer-
ence and anchor conditions exhibited the best and worst median

scores for both compression ratios, respectively. Participants
consistently identified both conditions correctly, highlighting the
reliability of the evaluation methodology. For both compression
ratios, the proposed system with an 8 ms latency demonstrated
the highest median score (73.5 for R = 1 and 58.5 for R = 0.5)
among all tested systems. Statistical analyses showed significant
differences between proposed system with a latency of 8 ms and
other conditions with a maximum p-value of 0.0002 for both
compression rates.

The proposed system, with a latency of 2 ms, demonstrated
strong performance across both compression rates, achieving
higher scores than baseline systems even at greater latencies.
Specifically, for compression ratesR = 0.5 andR = 1, the max-
imum p-values between the proposed system (latency of 2 ms)
and the other conditions were 0.0002 and 0.03, respectively,
indicating statistically significant differences. This underscores
the effectiveness of the proposed system in maintaining better
audio quality even at reduced latency.

Within the baseline systems, performance trends varied. For
the (DPCM + RS + QAM) system, higher latency generally
resulted in higher median score for both compression ratios. At
R = 1, the (Opus + RS + QAM) system has higher median score
than (DPCM + RS + QAM) system, indicating the importance of
codec selection in high-rate scenarios. All considered baseline
systems yielded very low median scores for R = 0.5. In conclu-
sion, the results of the subjective listening test in Fig. 6 clearly
shows that the proposed system outperforms the considered
baseline systems in terms of speech quality, even at latency of
2 ms. The results correspond well to the objective performance
metrics in Fig. 4.

E. Wireless Channels

In Sections III-A, III-B, and III-C2, we evaluated the perfor-
mance of the proposed SNR configurable and bandwidth con-
figurable systems in the presence of AWGN wireless channels.
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Fig. 7. The performance of the proposed channel type configurable system compared to the non-configurable expert systems, which are trained for a specific
channel type, and fix configured systems in terms of ESTOI, PESQ, and NMSE.

However, real-world wireless channels are more intricate than
AWGN channels, incorporating various obstacles and reflec-
tions within the environment [3]. Therefore, in this subsection,
we analyze the effectiveness of the proposed system in three
commonly used wireless channel models: i) Rayleigh fading,
ii) Phase Invariant (PI) Rayleigh fading, and iii) Rician fading
channels. First, we analyze the robustness of the configurable
system with expert systems that are trained for specific wireless
channels. Then we compare the performance of the configurable
system with baseline separate source-channel coding systems.

To analyze robustness, we evaluate three expert systems,
each trained specifically for one of the following channel types:
AWGN, Rician, and Rayleigh fading. we evaluate three ficed
configured systems, each configured for one channel type and
evaluated across all channels. In this setup, we fix the SNR at
10 dB, set the bandwidth compression ratio to R = 1, and a
system latency to 2 ms, without applying any weighting in the
loss function. For clarity, we excluded the PI fading channel from
this simulation because its performance and behavior closely
resemble those of the AWGN channel.

In Fig. 7, we present a comparison of the performance of
the expert systems and fixed configured systems using NMSE,
PESQ, and ESTOI. The x-axis represents different channel
types, ordered from the easiest to the most challenging type:
starting with AWGN, followed by Rician fading, and ending with
Rayleigh fading. Each curve in the figure shows the performance
of a system under these various channel conditions. The curves
with the same marker and color indicate the performance of
expert and fixed configured systems that were either trained
on or fixed configured for a specific wireless channel type.
Solid curves represent the expert systems, while dashed curves
represent the fixed configured systems. The results demonstrate
that expert systems generally achieve the best performance
when tested on the channel type they were trained for, with
the exception of the Rayleigh fading channel based on ESTOI.
Notably, the proposed configurable system’s performance is
nearly equivalent to that of the expert systems when evaluated
on the channel type each was trained for across all metrics
except the AWGN system. Additionally, Fig. 7 shows that the
fixed configured systems often exhibit better robustness than

the expert systems when tested across various channel con-
ditions, indicating the channel-configurable system’s superior
robustness.

We evaluate the performance of the proposed configurable
system in comparison to the baseline system under various
wireless channel conditions. We set the latency to 2 ms, and
the proposed configurable system is trained for SNRs in the
range of [0, 20] dB using the Librispeech dataset; we assume
that the encoder and decoder have access to the CSI (wireless
channel SNR). However, a different system is trained for each
bandwidth and wireless channel type.

The capacity of the AWGN communication channel is pro-
vided in (6). It is shown in [4] that the capacity of the Rayleigh
fading and PI Rayleigh fading for complex input is equal to
CRayF = CPI-RayF = CAWGN − 0.83 for high SNRs. The capacity
of the Rician fading channel is dependent on the Rician factor z.
We assume z = 1 for the Rician fading channel, which is a
common assumption for the Rician factor. By simulating the
Rician fading channel with this assumption, we find the relation
CRicF = CAWGN − 0.7.

We compare the performance of the proposed configurable
system with baseline systems under various wireless channel
models at SNR = 10 dB. The baseline systems consist of Opus
and Reed-Solomon RS(5,7) coders for speech and channel cod-
ing, respectively, followed by QAM modulation. Due to the
limitation of the Opus encoder, the minimum latency of the
baseline system is 7.5 ms. We consider latencies of 7.5 ms
and 22.5 ms for baseline system. To model channel coding and
modulation effects, we used the packet loss option provided by
the Opus codec. We calculated the packet error rate for the Opus
with respect to modulation, channel coding and wireless channel
conditions [4]. Also, the capacity of each wireless channel is cal-
culated [4], which is directly related to the maximum available
bitrate (5) for the digital baseline system.

Fig. 8 shows performance as the ESTOI, PESQ, and NMSE
versus the bandwidth compression rate. Each sub-figure depicts
three curves for each wireless channel model (in total, twelve
curves), representing the performance of the proposed system
and the baseline system under the corresponding wireless chan-
nel conditions and latencies.
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Fig. 8. The performance of the proposed configurable speech transmission system and a baseline system, including the opus speech coder and RS channel coder
versus bandwidth compression rate (R) in terms of ESTOI, PESQ, and NMSE. The performance of these two systems for different wireless channels is shown in
different curves.

The results in Fig. 8 clearly demonstrate the impact of the
wireless channel type on performance. As expected, the pro-
posed configurable system exhibits the highest performance in
the AWGN channel, followed by PI Rayleigh fading, Rician
fading, and finally, Rayleigh fading channel. These results un-
derscore the importance of considering channel conditions when
designing speech transmission systems.

Based on ESTOI scores and NMSE, the proposed config-
urable system achieves better performance than the baseline with
7.5 ms in terms of overall reconstruction accuracy and speech in-
telligibility across all channels. When considering PESQ scores,
the performance gap between the AWGN and other channels is
more apparent between these two systems. The AWGN channel
yields significantly higher PESQ scores, indicating better per-
ceptual speech quality, while the other channels exhibit a lower
PESQ performance. The disparity in PESQ scores highlights the
greater difficulty in achieving high perceptual speech quality
over non-AWGN channels, reflecting the impact of channel
characteristics on speech transmission. Interestingly, even the
proposed system trained specifically for the most challenging
wireless condition, Rayleigh fading, exhibits better performance
than the baseline system with a latency of 7.5 ms trained with
the easiest wireless condition, AWGN. This highlights the su-
periority of the proposed system over existing approaches.

The baseline system with a latency of 22.5 ms outperforms the
proposed configurable system with a latency of 2 ms concerning
PESQ and ESTOI metrics, while the proposed system demon-
strates superior performance in terms of the NMSE metric. It is
worth emphasizing that ESTOI and PESQ scores are indicative
of more robust performance compared to the NMSE metric for
speech input. We also provided audio samples for this compari-
son to provide the readers the option to listen to processed files.

IV. CONCLUSION

In this paper, we presented a deep Joint Source-Channel
Coding (JSCC) system for low-latency speech transmission that
is configurable either for various SNRs, bandwidths, or SNR

and wireless channel conditions. The proposed system leverages
a compact Deep Neural Network (DNN) with a configurable
joint source-channel encoder and decoder, making it well-suited
for resource-constrained applications. Through extensive sim-
ulations, we demonstrated that the configurable JSCC system
outperforms traditional separate digital source-channel speech
transmission systems, particularly in low-latency and challeng-
ing channel conditions, with respect to estimated speech qual-
ity, intelligibility, and robustness. However, we acknowledge
that separate coding schemes perform better in scenarios with
higher latencies and more favorable wireless channel conditions.
While the ideal solution would be a system that is configurable
across all parameters, we identified that achieving configura-
bility beyond bandwidth remains a challenging task, which we
leave for future work. Our findings underscore the potential of
configurable deep JSCC systems in addressing the challenges
of low-latency speech transmission in adverse wireless channel
conditions.

APPENDIX REQUIRED DATA RATE AND LATENCY FOR DIGITAL

TRANSMISSION

In this appendix, we discuss the required conditions for
digital transmission for proper comparison between digital and
analogue transmission systems. The proposed conditions are as
follows:

1) Maximum bitrate for digital communication

Rdig ≤ Rmax = RCfs [bits/s]. (5)

where R is bandwidth compression rate (1), C is the wire-
less channel capacity, and fs is the sampling frequency of
the speech. This condition is derived from Shannon’s sep-
aration theorem, which establishes the maximum achiev-
able rate for reliable transmission over a discrete memory-
less channel with a capacity of C. Reliable transmission
refers to the ability to transmit the signal with an arbitrar-
ily low error probability. Rmax represents the maximum
bitrate, where R represents the bandwidth compression
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rate (as defined in (1)), C denotes the wireless channel
capacity, and fs corresponds to the sampling frequency of
the speech or audio signal. For instance, the capacity of
the AWGN communication channel with complex input
is CAWGN = log2(1 + SNR) [4]. By applying it to (5), the
maximum bitrate for the AWNG communication channel
is

RAWGN = R log2(1 + SNR)fs [bits/s], (6)

which is a function of channel SNR, R, and fs. In a digital
transmission system, the maximum bitrate is allocated
between source coding and channel coding. This condition
has been utilized in prior works such as [22], where a
comparison between JSCC image transmission and state-
of-the-art digital image transmission was conducted.

2) We assume an equal number of transmissions over the
wireless channel for the analogue and the digital method
within a specified time frame. In digital transmission,
employing a lower number of bits per symbol for the
modulation reduces the error probability. However, it
necessitates the transmission of more symbols, which
could lead to increased latency or higher bandwidth usage.
This condition guarantees an equal number of transmitted
symbols between the digital and analogue systems over a
wireless channel.

3) Ensuring the latencies of the analogue and the digital
systems are as closely matched as feasible. Certain base-
line speech and audio coders are specifically designed
to operate within specific frame lengths (latencies) and a
range of bitrates. This condition aims to maintain similar
total latencies between the compared methods.

By adhering to these conditions, all comparisons between the
proposed analogue and digital systems ensure compliance with
these principles.
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