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Abstract—Determining the head orientation of a talker is not
only beneficial for various speech signal processing applications,
such as source localization or speech enhancement, but also
facilitates intuitive voice control and interaction with smart
environments or modern car assistants. Most approaches for
head orientation estimation are based on visual cues. However,
this requires camera systems which often are not available. We
present an approach which purely uses audio signals captured
with only a few distributed microphones around the talker.
Specifically, we propose a novel method that directly incorporates
measured or modeled speech radiation patterns to infer the
talker’s orientation during active speech periods based on a co-
sine similarity measure. Moreover, an automatic gain adjustment
technique is proposed for uncalibrated, irregular microphone
setups, such as ad-hoc sensor networks. In experiments with
signals recorded in both anechoic and reverberant environments,
the proposed method outperforms state-of-the-art approaches,
using either measured or modeled speech radiation patterns.

Index Terms—acoustic head orientation estimation, speech
directivity, speech radiation pattern, distributed microphones

I. INTRODUCTION

Measurements of the human speech radiation pattern reveal
that the average speech directivity is highly frequency de-
pendent: while low frequencies are emitted almost omnidi-
rectionally, high frequencies are strongly directive and reach
attenuations of more than 20 dB above 8 kHz in the backward
direction compared to the frontward direction [1]–[3] (see
Figs. 1 and 2). Due to this strong directivity, the orientation
of a talker has an impact on speech intelligibility [4] and may
be crucial to consider in some speech processing applications.
For instance, incorporation of the head orientation can improve
speech enhancement [5], [6] or speech source localization [7].
Additionally, knowledge of the talker’s orientation facilitates
intuitive voice control in smart environments involving smart
device detection [8], [9] or navigation [10].

Compared to the large variety of approaches for head orien-
tation estimation using visual features [11], those using only
audio features are scarce. However, due to the omnipresence
of smart devices around us, each equipped with at least
one microphone, audio-based approaches involving multiple
spatially distributed microphones are becoming more desirable
and relevant in practice.

This project has received funding from the SOUNDS European Training
Network – an European Union’s Horizon 2020 research and innovation
programme under the Marie Skłodowska-Curie grant agreement No. 956369.

Early works introduced the Oriented Global Coherence
Field (OGCF) to jointly estimate the speaker’s position and
head orientation using a variation of the steered response
power with phase transform (SRP-PHAT) algorithm [7], [12]
with distributed microphone arrays. Several publications ap-
plying similar approaches or extensions thereof followed [8],
[13], [14]. Other methods for head orientation estimation
implicitly exploit the characteristic speech directivity in dif-
ferent frequency bands with distributed arrays [15]–[17] or a
single array [18]. By contrast, [19], [20] use datasets of mea-
sured source radiation patterns rather than heuristic features
to deduce the speaker orientation by matching an observed
radiation pattern with the measured datasets using extensive
microphone arrays. Other publications apply machine learning
techniques [6], [21]–[23], often aiming at reducing the number
of microphones involved.

In this work, we propose a novel method to estimate the
talker’s head orientation with only a few distributed single
microphones, where the angles of the microphones relative
to the talker are known a priori. Specifically, we compute
the cosine similarity between the signal power captured at
the microphones and expected energy patterns for multiple
candidate head orientations. To this end, the expected energy
patterns can be extracted from either measured or modeled
speech radiation patterns. Furthermore, we present a method
to compensate for distance or gain deviations between micro-
phones, which also makes it applicable to ad-hoc networks.
An evaluation study was performed involving recordings of
different speaker positions and multiple orientations with six
distributed microphones in an anechoic room and a car interior.
The proposed method is compared to applicable state-of-the-
art methods for both cases: using measured or modeled speech
radiation patterns.

II. DIRECTIVITY OF HUMAN SPEECH

The radiation of human speech differs significantly between
low frequencies, where sound is emitted almost omnidirection-
ally, and high frequencies with strong directivity towards the
frontal direction [3] (see Fig. 1). There are several publications
that comprise a detailed directional analysis of human or
artificial speech radiation based on measurements [1]–[3],
[24]–[26]. Other works focus on the modeling of the mouth
radiation or compare such analytic models with measurements
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of human or artificial speech [27]–[29]. Such models usually
consist of a vibrating mouth opening in a rigid sphere (head),
whereas the torso is not modeled. Below, the datasets and the
analytic speech radiation model which we used for the pro-
posed head orientation estimation approach (see Section IV)
are briefly described.

A. Datasets of Measured Speech Directivities
[1] : Speech directivities averaged over 40 human talkers and

directivity of a B&K 4128 head and torso simulator
(HATS) in 1/3-octave bands between 160 Hz and 8 kHz.

[2] : Speech directivities averaged over 6 human talkers and di-
rectivity of a KEMAR HATS in 1/3-octave bands between
100 Hz and 10 kHz with finely sampled angular grid.
Fig. 1 shows the according speech radiation patterns in
the horizontal and sagittal plane for different frequencies.

B. Analytic Model of Speech Directivity
In [29], a physical model for speech radiation is described and
the resulting directivity is compared to measured directivities
of a HATS. The mouth and head are represented by a circular
piston in a spherical baffle, which yields a rotationally sym-
metric radiation pattern. According to [30], the sound pressure
in the free field at a point with distance r from the source at an-
gle θ with respect to the frontal direction can be calculated as

p(ω, r, θ) =
iρ0c v0

2

∞∑
n=0

κn

h
(2)
n

(
ω
c r

)
hn
′(2)(ω

c a
) Pn(cos θ) , (1)

where ω = 2πf is the angular frequency, i is the imaginary
unit, ρ0 is the fluid density of air, c is the speed of sound,
v0 is the velocity of the piston, h(2)

n in the numerator is the
spherical Hankel function of second kind of order n1, while
the denominator contains the derivative of h(2)

n , a is the radius
of the spherical head model, Pn is the Legendre polynomial
of order n and κn=[Pn−1(cosα) − Pn+1(cosα)], where α
is the angle defining the radius of the circular piston (mouth
opening) and κ0 = 1−cosα. The directivity at angle θ relative
to the forward direction (0◦) with r ≫ a can be calculated as

D(ω, θ) =
p(ω, r, θ)

p(ω, r, 0◦)
. (2)

In this work we used a head radius a=9 cm, and α=5.7◦

corresponding to a mouth opening with 9 mm radius. The
infinite sum in Eq. (1) was evaluated until order nmax =50.

C. Comparison of Measured and Modeled Directivities
Fig. 2 compares the horizontal frequency-dependent speech di-
rectivity of the reference measurements and the analytic model
for different azimuth angles. While the measured directivity
data of [1] and [2] are similar, the analytic model shows some
distinct deviations from the measured data due to the missing
torso, especially between 500 Hz and 1500 Hz. Furthermore,
the model has much less attenuation towards the rear direction
(180◦), where only less than 8 dB appear at 8 kHz, compared
to about 20 dB for the measured data.

1The wave number, mostly denoted by k, is written explicitly as ω
c

here
to avoid confusion with the frequency bin index that is used later.
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Fig. 1. Average radiation patterns of human speech for different frequencies
according to [2]. The right-hand side (0◦) indicates the front direction.
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Fig. 2. Speech magnitudes in 1/3-octave bands for different azimuth angles
between 0◦ and 180◦ in the horizontal plane normalized to the front direction
(0◦). Dashed and dotted lines refer to average measured data from [1], [2].
Solid lines display magnitudes according to an analytic radiation model [30].

III. HEAD ORIENTATION ESTIMATION USING
INDIVIDUAL MICROPHONE FEATURES

In this section, we review applicable state-of-the-art methods
for head orientation estimation. Specifically, we only consider
reference methods that can be applied using distributed micro-
phones (i.e. not distributed arrays) and require no training. The
approaches described below estimate the head orientation in
two steps: head orientation information is firstly obtained by
individual microphone features and, secondly, these features
are used in a vectorial orientation decision technique.

A. Individual Microphone Features
High-to-Low-Band Energy Ratio (HLBR) [15], [16]: This

method introduces a feature that computes the energy ratio
between a high and low frequency band. Two different head
orientation estimation methods based on this feature are de-
scribed in [15]. We consider the vectorial HLBR here, which
showed better performance at lower complexity. For each
microphone m∈{0, ...,M−1}, the HLBR is computed as

HLBRm =

∑
k∈Khi

|Ym(k)|2∑
k∈Klo

|Ym(k)|2
, (3)

where Ym(k) is the short-time Fourier transform (STFT)
spectrum of microphone m at frequency bin k. The frame
index is omitted for better readability. The sets Khi and Klo
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contain all frequency bins of the high and low frequency band,
respectively. Tab. I explicitly displays the frequency bands
used in this work for each of the described approaches2. As
high frequencies are highly attenuated at a microphone behind
the talker, the resulting HLBR can be expected to be lower
than that of a microphone in front of the talker. However,
speech is highly dynamic and often there is primarily speech
energy in either the low or the high frequency band. In
practice, this may lead to strong fluctuations of the HLBR
measure. The HLBR is independent of individual microphone
gains and thus requires no microphone calibration.

High-Band Variance (HBV) [17]: Similar to the previous
feature, the HBV makes use of the increasing low-pass char-
acteristics of speech radiation towards rear directions. Accord-
ingly, the variance of high-frequency speech spectra behind
the talker is assumed to be lower than in front of the talker.
Though originally proposed for distributed microphone arrays,
this feature is directly applicable to individual microphones as

HBVm =
1

dm

(
1

|Khi|
∑
k∈Khi

(
|Ym(k)| − µm

)2)
, (4)

where µm= 1
|Khi|

∑
k∈Khi

|Ym(k)| is the mean magnitude spec-
trum over a high frequency band Khi, and |Khi| denotes the
number of frequency bins in this band. The same notation
(| · |) will be used to refer to the cardinality of other sets in the
remainder of this paper. The HBV is weighted by the inverse
of the distance dm between the talker and microphone m in
order to de-emphasize the variance of microphones with larger
distance to the talker, where the sound field is more diffuse.
This feature thus requires knowledge of the microphone
distances. Furthermore, it is sensitive to different microphone
gains as it is proportional to the microphone signal power.

Spectral Difference (SD) [17]: In contrast to the previous
features, which exploit information of each microphone indi-
vidually, the SD relates individual high-band magnitude spec-
tra to an average of all microphones. Furthermore, the authors
propose a cepstral smoothing of the microphone spectra to
reduce the influence of noise and the speech content. The SD
is defined as

SDm =
1

|Khi|
∑
k∈Khi

(
|Y̌m(k)| − Y̌mean(k)

)
, (5)

where Y̌m(k) denotes the spectrum after cepstral low-pass
liftering and Y̌mean(k)=

1
M

∑
m|Y̌m(k)| is the average magni-

tude spectrum of all M microphones. Similar to the HBV,
this feature is influenced by individual microphone gains and
thus necessitates microphone calibration.

B. Vectorial Head Orientation Decision
This geometrical technique for head orientation estimation
based on individual microphone features was initially proposed
in [15]. The head orientation angle θ̂ can be estimated by sum-
ming over feature-weighted microphone steering vectors as

2The high- and low-band frequencies differ between [15]–[17]. We chose
the frequencies yielding the best results in the present evaluation study.

θ̂ = ∠vsum with vsum =

M−1∑
m=0

vm {•}m , (6)

where vm is a unit-length vector pointing from the talker to
microphone m, {•}m is a placeholder for the according feature
(HLBRm, HBVm or SDm), and ∠ denotes the azimuth with
respect to a reference vector defining the frontal orientation 0°.
To reduce fluctuations of θ̂ caused by the non-stationarity of
speech, recursive smoothing can be applied to the microphone
STFT spectra Ym(k).

A practical drawback of the vectorial head orientation
decision method is that it implicitly assumes a uniform angular
distribution of the microphones surrounding the talker. In
practice, this approach thus might be sensitive to off-center
talker positions or setups with uneven angular microphone dis-
tribution, as becoming evident in the evaluations in Section V.

IV. PROPOSED HEAD ORIENTATION ESTIMATION
USING SPEECH RADIATION PATTERNS

In this section, the proposed method for head orientation
estimation is described. Unlike the features described in the
previous section, which heuristically exploit the directivity
of high-frequency speech in a single frequency band, this
approach explicitly uses speech radiation patterns in multiple
frequency bands to estimate the talker’s orientation.

A. Radiation Pattern Matching (RAPM)

We propose to evaluate the short-time power spectral density
(PSD) of each microphone m in 1/3-octave bands:

Φm,b =
1

|Kb|
∑
k∈Kb

Φm(k) , (7)

where b is the frequency band index, Φm(k) = E
{
|Ym(k)|2

}
is the short-time PSD with E{·} being the expectation op-
erator, and Kb is a set containing all frequency bins of
1/3-octave band b. In practice, PSDs can be estimated by
recursive smoothing of instantaneous PSDs |Ym(k)|2 in each
time frame. From the speech radiation patterns described
in Section II, we can directly extract the expected speech
radiation power towards each microphone direction for any
hypothetical head orientation θ as

Pm,b(θ) =
∣∣Db(θm− θ, φm)

∣∣2 , (8)

where Db(θm− θ, φm) is the speech directivity towards mi-
crophone m with azimuth θm and elevation φm in the b-th
band, relative to a candidate head orientation θ.3 It should be
noted that the orientation-dependent radiation power Pm,b(θ)
is subject to certain assumptions, namely that (a) each micro-
phone has the same distance to the talker, (b) each microphone
has the same gain and sensitivity, and that (c) the microphones
are in free field. For now, it is assumed that these conditions
are fulfilled. The following section addresses microphone
setups violating these assumptions.

3Note that even though the scope of this work is limited to horizontal head
orientations, Eq. (8) could be extended to consider head elevation as well.

1406



To estimate the head orientation, the observed microphone
PSDs in Eq. (7) are compared to the expected radiation powers
in Eq. (8) for multiple head orientation candidates. To this end,
both quantities are initially stacked into vectors comprising all
microphones:

Φb =
[
Φ0,b, . . . , ΦM−1,b

]T
, (9)

Pb(θ) =
[
P0,b(θ), . . . , PM−1,b(θ)

]T
. (10)

As cost function, we propose to evaluate the cosine similarity
between the two vectors in each 1/3-octave band b, and average
over a set of bands Bs that are relevant for speech, as

J(θ) =
1

|Bs|
∑
b∈Bs

cos∠
(
Φb,Pb(θ)

)
=

1

|Bs|
∑
b∈Bs

ΦT
b

∥Φb∥
Pb(θ)

∥Pb(θ)∥
,

(11)

where cos∠(a,b) denotes the cosine of the intermediate angle
of vectors a and b. Maximizing Eq. (11) finally yields the head
orientation estimate

θ̂ = argmax
θ

J(θ) . (12)

The cost function in Eq. (11) takes real values within the
interval [0, 1], where a perfect match of the observed and
expected power spectra results in Jmax =1. Hence, the value
of the cost function at the estimated head orientation J(θ̂)
additionally contains information about the quality of the
match, which can be interpreted as an indication of confidence.

B. Microphone Gain Adjustment
As mentioned before, the proposed radiation pattern match-
ing is sensitive to systematic level differences between the
microphones. These might appear if the distance to the talker
differs from one microphone to the other or if the microphones
have different sensitivity or gain and are not calibrated. In
such situations, there is a systematic mismatch between the
observed microphone PSDs from Eq. (7) and the expected
radiation powers from Eq. (8). To compensate for this, we
propose a microphone gain adjustment pre-processing:

Φ̃m,b = am Φm,b , (13)

which scales the microphone PSDs with a real-valued gain am
to correspond to a situation where the microphones would be
calibrated and equidistant to the talker. Here, we assume that
relevant information about the head orientation is present in
each microphone. Otherwise, one could apply a microphone
pre-selection, which is beyond the scope of the present work.

Distance-dependent gain adjustment: The most intuitive
solution to compensate for different distances dm from the
microphones to the talker might be to equalize the distance-
dependent attenuation of the speech signal power with respect
to a reference microphone, e.g., m=0, defining

am,dist =

(
dm
d0

)2

. (14)

However, this gain adjustment is only valid in the free field,
where the signal power decreases according to 1/d2. In a

reverberant environment, Eq. (14) would lead to inaccurate
compensation and overamplification of distant microphones.
Moreover, strong noise amplification in noisy, distant
microphones appears to become problematic in practice as
well. Hence, we propose a different gain adjustment method
below that considers the above-stated issues.

Low-frequency gain adjustment (LFA): This method ex-
ploits the knowledge that speech radiation is near-omnidirec-
tional in low frequencies (see Fig. 1). We would thus observe
almost identical speech power in a low frequency band –
independent of the talker orientation – in each microphone of
an ideal microphone setup (i.e., with equal distance from the
talker to calibrated microphones in free field). This approach
attempts to restore the described ideal conditions by adjusting
the microphone gains so that the low-frequency signal power
in each microphone equals that of a reference microphone
(e.g., m=0):

am,LFA =

∑
b∈BLFA

Φ̄0,b∑
b∈BLFA

Φ̄m,b
. (15)

Here, BLFA is a set of low-frequency 1/3-octave bands. To
minimize speech-signal-related fluctuations of am,LFA, we use
long-time averaged PSDs Φ̄m,b, which are updated during
frames with active speech (cf. Tab. I and II for details).

Besides compensating for microphone distance deviations
also in reverberant environments, the proposed gain adjustment
implicitly calibrates microphones with different sensitivities
(assuming identical frequency responses), which makes it
specifically applicable to ad-hoc microphone networks. More-
over, it is sufficient to know the microphone directions relative
to the talker position, whereas the distance information of the
microphones is not required.

TABLE I
FREQUENCY BANDS FOR THE PRESENTED METHODS.

HLBR HBV SD RAPM

Klo: 200 - 400 Hz Khi: 5 - 8 kHz Khi: 5 - 8 kHz Bs: 1 - 8 kHz
Khi: 4 - 8 kHz BLFA: 100 - 400 Hz

Note that a gain adjustment is not only applicable to the
proposed radiation pattern matching: the same technique can
be applied to scale the microphone spectra Ym(k) before
computing the individual microphone features described in
Section III-A. Specifically, the HBV and SD, which are sensi-
tive to systematic microphone level differences and require
cali- bration, might benefit from a gain adjustment pre-
processing. In order to demonstrate the effect of the pro-
posed low-frequency gain adjustment (LFA) from Eq. (15), the
evaluations in the following section comprise results for the
presented head orientation estimation techniques both without
gain adjustment and with LFA.

V. EXPERIMENTS AND RESULTS

We performed an evaluation study in two different environ-
ments involving six distributed microphones in a similar setup.
Fig. 3 shows the microphone and talker positions as well as
the evaluated head orientation angles of both experiments.
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Fig. 3. Geometry of the experiments. Microphones are elevated 25 cm above
the mouth. Lines around the talker positions show evaluated head orientations.

TABLE II
STFT AND SMOOTHING PARAMETERS USED FOR EVALUATIONS.

sample rate frame size hop size window τPSD τLFA
16 kHz 512 samples 256 samples Hann 250 ms 5 s

Experiment A: The first experiment was conducted with
measurements obtained in an anechoic room. The microphone
and source positions were set up to imitate the geometry
of a van with microphones in the imaginary vehicle ceiling
involving five different talker positions. At each position,
impulse responses were measured for head orientations
between -90◦ and 90◦ in steps of 30◦ with the artificial mouth
of a B&K 4128 HATS. The speech signals for each position
and orientation were rendered by convolution of the measured
impulse responses with 3 s clean speech snippets from a
database [31] (5 female, 5 male subjects). Pink noise signals
were generated with a simulation toolbox for isotropic noise
fields [32] at 10 dB SNR (averaged over all microphones).

Experiment B: The second experiment involved recordings
from a car interior (Mercedes V-class) with reverberation
time T60=90 ms. Six seconds long speech segments spoken
by a human, male talker were recorded at three positions and
seven head orientations. Driving noise at constant speed was
recorded separately resulting in an average SNR of 12.4 dB.

Angular estimation error: At all time frames with active
speech, we computed the angular head orientation estimation
error of the reference methods (HLBR, HBV, SD) described
in Section III-A using the vectorial orientation decision (cf.
Section III-B), and the proposed radiation pattern matching
(RAPM, cf. Section IV-A) using either measured4 or modeled
speech directivities. Additionally, all methods were evaluated
without and with low-frequency gain adjustment (LFA, cf.
Section IV-B). The used algorithmic parameters for both
experiments are listed in Tab. II, where τPSD and τLFA are
the time constants used for recursive smoothing in order
to estimate the PSD in Eq. (7) and the long-term PSD in
Eq. (15), respectively. Furthermore, the right-hand side source

4Measured directivities from B&K HATS [1] were used for experiment A,
and average directivities from human test subjects [2] for experiment B.
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(b) Results in the car interior (experiment B) with driving noise at 12.4 dB SNR.

Fig. 4. Distribution of the angular head orientation estimation error for state-
of-the-art methods (HLBR, HBV, SD) and the proposed radiation pattern
matching (RAPM) involving measured or modeled speech radiation patterns
(RP). Light box plots with dashed whisker lines correspond to results without
low-frequency gain adjustment (LFA); dark box plots with solid whisker lines
correspond to results with LFA. Boxes indicate the median and lower / upper
quartile error value. The whiskers indicate the 10% / 90% quantile, where
whiskers outside the plotted area are quantified by numbers.

positions (indicated by hollow circles in Fig. 3) were mirrored
on the center line to the left-hand side, and the angular errors
of all off-center positions were pooled in order to indicate
systematic estimation errors of unilateral off-center positions.

Results and discussion: Fig. 4 shows the distribution of the
angular estimation error of both experiments over all time
frames with active speech and all orientations. The results for
the center-line position and all off-center source positions are
separately displayed. While the proposed LFA pre-processing
shows no clear improvement of the reference methods HBV
and SD (no influence on scaling-invariant HLBR), the perfor-
mance of the proposed RAPM clearly benefits from the LFA
and outperforms the reference methods in all algorithmic con-
figurations. At the center line positions, the angular estimation
errors mostly are evenly distributed around zero with a median
close to zero degree, whereby RAPM consistently shows
the lowest error values. At off-center positions, a systematic
bias of the estimated orientation is observable for HLBR,
HBV and SD without LFA, especially in the car interior
(experiment B). With LFA, the estimation bias can be reduced
slightly, however, the error variance increases. By contrast,
the proposed RAPM (with LFA) has no significant bias at
off-center positions and shows the smallest error range. No
significant differences in performance are observable between
using measured or modeled speech radiation patterns in both
experiments. The reason for this might be that the analytic
speech radiation model matches the horizontal human speech
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radiation pattern well for most frequencies except for frequen-
cies between 500 and 1500 Hz and a narrow side lobe at the
rear direction (cf. Section II-C). However, relevant differences
between the model and measurements might appear for other
setups, especially when the shadowing effect of the torso has
more impact, e.g., when microphones are below the head.

VI. CONCLUSION

We presented a method to estimate the head orientation of a
human talker using a few distributed microphones around the
talker. Unlike comparable state-of-the-art approaches, which
make use of the speech directivity in a high frequency band
based on individual microphone features, the proposed method
directly exploits speech radiation patterns by extracting the
expected radiation power towards each microphone for mul-
tiple head orientation candidates. The talker’s orientation is
then assessed by matching the orientation-dependent expected
microphone power with the observed microphone power in
multiple frequency bands (radiation pattern matching). More-
over, we proposed an automatic gain adjustment to compensate
for different microphone sensitivities or distances from the
talker, specifically in reverberant environments. This method
implicitly eliminates the need for microphone calibration and
requires no information about the microphone distances.

We evaluated the proposed method in experiments involving
anechoic and reverberant speech signals. In particular, we com-
pared the performance to comparable state-of-the-art methods
using measured or modeled speech radiation patterns. At all
evaluated positions, but especially at off-center positions, the
proposed method outperforms the reference approaches. How-
ever, no clear preference of using speech radiation patterns
from measurements or those extracted from a simple speech
radiation model are observable in the evaluated setups.

Future work could comprise evaluations with fewer micro-
phones and asymmetrical constellations, and an automatic mi-
crophone selection to disregard noisy or distant microphones.
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