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ABSTRACT

Recently, a relative transfer function (RTF) vector-based method has
been proposed to estimate the direction of arrival (DOA) of a target
speaker for a binaural hearing aid setup, assuming the availability of
external microphones. This method exploits the external microphones
to estimate the RTF vector corresponding to the binaural hearing aid
and constructs a one-dimensional spatial spectrum by comparing the
estimated RTF vector against a database of anechoic prototype RTF
vectors for several directions. In this paper, we assume the availability
of a calibrated array of external microphones, which is characterized
by a second database of anechoic prototype RTF vectors. We propose
a method where the external microphones are not only exploited for
RTF vector estimation but also assist in estimating the DOA of the
target speaker. Based on the estimated RTF vector for all microphones
and the prototype RTF databases of the binaural hearing aid and the
external microphone array, a two-dimensional spatial spectrum is
constructed from which the DOA is estimated. Experimental results
for a reverberant environment with diffuse-like noise show that assisted
DOA estimation outperforms DOA estimation where the prototype
database characterizing the external microphone array is not used.

Index Terms— direction of arrival estimation, binaural hearing
aids, assisted localization, external microphones

1. INTRODUCTION
With the advent of mobile devices that are equipped with micro-
phones, wirelessly linking hearing aids to these devices has become
increasingly popular [1]. In such an acoustic sensor network, jointly
processing all available microphones, i.e. the hearing aid microphones
in conjunction with the external microphones, has been shown to be
beneficial for, e.g., noise reduction [2–6] as well as for direction of
arrival (DOA) estimation [7–9].

Large research effort has already been dedicated to DOA estima-
tion [10–14], in particular also for binaural hearing aid applications
[7–9, 15–17]. In [7] we proposed a DOA estimation method for a bin-
aural hearing aid setup, which exploits an external microphone at an
unknown position. In this method all available microphone signals are
used to estimate the so-called relative transfer function (RTF) vector
between all microphones and a reference microphone on one of the
hearing aids. The estimated RTF vector corresponding to only the hear-
ing aid microphones is then compared against a database of anechoic
prototype RTF vectors (e.g., obtained through measurement), by con-
structing a one-dimensional spatial spectrum for different directions.
It should be noted that the element in the estimated RTF vector corres-
ponding to the external microphone cannot be used in this comparison,
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since the position of the external microphone is generally unknown.
The DOA of the target speaker relative to the binaural hearing aid setup
is then estimated as the direction for which the spatial spectrum is maxi-
mized. Contrary to [8], in [7] the external microphone does not need to
be in the vicinity of the target speaker in order to capture a nearly clean
speech reference, while contrary to [9] no pre-trained representation
of clean speech spectral envelopes is required for DOA estimation.

Whereas the methods in [7, 8] exploit a single external microphone,
in this paper we assume the availability of a calibrated array of external
microphones. With calibrated array we mean that (similarly as for the
binaural hearing aid) a database of anechoic prototype RTF vectors for
several directions is available for this array. The prototype RTF vectors
can be obtained, e.g., through measurement or when the geometry
of the external microphone array is known (and assuming free-field
sound propagation). It should be noted that the relative position of
the external microphone array with respect to the binaural hearing aid
setup is obviously unknown.

We propose a method where the calibrated array of external micro-
phones assists in estimating the DOA of the target speaker. Similarly
as in [7], the RTF vector between all available microphones and a
reference microphone on one of the hearing aids is first estimated using
the state-of-the-art covariance whitening method [18]. Using the entire
RTF vector and the prototype databases of both arrays, i.e. the binaural
hearing aid as well as the external microphone array, we now define
a two-dimensional spatial spectrum. The DOA of the target speaker is
then estimated by determining the location of the main peak of this two-
dimensional spatial spectrum. To further investigate the potential of the
proposed method, we also consider a special case, by transforming the
two-dimensional spatial spectrum into a one-dimensional spatial spec-
trum using a coordinate system transformation which requires prior
information. The performance of the proposed binaural DOA estima-
tion method is evaluated using recordings for a single static speaker in
a reverberant acoustic scenario with diffuse-like noise. Experimental
results show the benefit of exploiting a calibrated external microphone
array compared to exploiting an uncalibrated external microphone
array or using only the hearing aid microphones for DOA estimation.

𝜃 𝜃E
target speaker

binaural hearing aid setup

array of external 

microphones

Fig. 1. Considered acoustic scenario with one target speaker, a binaural
hearing setup and an external microphone array, which in this work
corresponds to the same binaural hearing aid setup.

IC
A

SS
P 

20
23

 - 
20

23
 IE

EE
 In

te
rn

at
io

na
l C

on
fe

re
nc

e 
on

 A
co

us
tic

s, 
Sp

ee
ch

 a
nd

 S
ig

na
l P

ro
ce

ss
in

g 
(I

C
A

SS
P)

 | 
97

8-
1-

72
81

-6
32

7-
7/

23
/$

31
.0

0 
©

20
23

 IE
EE

 | 
D

O
I: 

10
.1

10
9/

IC
A

SS
P4

93
57

.2
02

3.
10

09
56

34



2. SIGNAL MODEL AND NOTATION
We consider an acoustic sensor network composed of two microphone
arrays with a total of M =MH +ME microphones (see Fig. 1): a
binaural hearing aid setup consisting of MH head-mounted micro-
phones (i.e., MH/2 microphones on each hearing aid) and an array
consisting of ME external microphones, which is assumed to be
spatially separated from the binaural hearing aid setup. We consider
a noisy and reverberant acoustic scenario with a single speaker that is
located at DOA θ relative to the local coordinate system of the binaural
hearing setup and angle θE relative to the local coordinate system of
the external microphone array (in the azimuthal plane).

In the short-time Fourier transform (STFT) domain, the m-th
microphone signal can be written as

Ym(k,l)=Xm(k,l)+Nm(k,l), m∈{1,...,M}, (1)

where Xm(k,l) and Nm(k,l) denote the speech and noise component
in the m-th microphone signal, respectively, and k ∈ {1,...,K} and
l ∈ {1,...,L} denote the frequency bin index and the frame index,
respectively. Since all frequency bins are assumed to be independent
and are hence processed independently, the index k will be omitted
in the remainder of the paper where possible. Stacking all microphone
signals into the vector y(l) = [Y1(l),...,YMH(l),...,YM (l)]T ∈ CM ,
where (·)T denotes transposition, the noisy microphone signals can
be written as y(l)=x(l)+n(l), where the speech vector x(l) and the
noise vector n(l) are defined similarly as y(l).

Assuming that the speech vector can be split into a direct-path
component xDP(l) and a reverberant component xR(l) and assuming
that the multiplicative transfer function approximation [19] holds for
the direct-path component, the speech vector x(l) can be written as

x(l)=xDP(l)+xR(l)=

[
aH(θ)
aE(θE)

]
S(l)+xR(l), (2)

where the MH-dimensional vector aH(θ) and the ME-dimensional
vectoraE(θE) denote the direct-path acoustic transfer function vectors
between the speaker S and the hearing aid microphones and the ex-
ternal microphones, respectively. By introducing the direct-path RTF
vectors gH (θ) = aH (θ)/A1 (θ) and gE (θE) = aE (θE)/AE,1 (θE),
where the first microphone of each array is chosen as reference micro-
phone without loss of generality, we can rewrite the direct-path speech
component in (2) as

xDP(l)=

[
A1(θ)gH(θ)

AE,1(θE)gE(θE)

]
S(l)=gXDP

1 (l), (3)

where the M -dimensional vector g denotes the direct-path RTF
vector between all microphones and the reference microphone of the
hearing aid and XDP

1 (l) denotes the direct-path speech component
in the reference microphone of the hearing aid. Condensing the
noise and reverberation components into the undesired component
u(l)=n(l)+xR(l), the vector of noisy microphone signals can be
written as y(l)=xDP(l)+u(l).

The RTF vectors gH(θ) and gE(θE) can be both extracted from the
RTF vector g in (3) as

gH(θ)=EHg, gE(θE)=
EEg

eT
1,EEEg

(4)

EH=[IMH×MH ,0MH×ME ], EE=[0ME×MH ,IME×ME ], (5)

where IN×N denotes an N×N -dimensional identity matrix, 0N×N′

denotes an N×N ′ matrix of zeros, and e1,E = [1,0,...,0]T denotes
the ME-dimensional selection vector. Both for the binaural hearing
aid setup as well as for the external microphone array, we assume that

a database of anechoic prototype RTF vector is available (referred to
as calibrated array). The database for the binaural hearing aid setup
is denoted as ḡH(k,θi), i=1,...,I , while the database for the external
microphone array is denoted as ḡE(k,θE,j), j=1,...,J .

Assuming that the direct-path speech component is uncorrelated
with the undesired component, the M×M -dimensional covariance
matrix of the noisy microphone signals can be written as

Φy(l)=E
{
y(l)yH(l)

}
=ggHΦDP

x (l)+Φu(l), (6)

where (·)H and E{·} denote complex transposition and expectation
operators, respectively, ΦDP

x (l)=E
{
|XDP

1 (l)|2
}

denotes the power
spectral density of the direct-path speech component in the reference
microphone, and Φu (l) = E

{
u(l)uH(l)

}
denotes the covariance

matrix of the undesired component. The MH ×MH-dimensional
covariance matrices Φy,H(l) and Φu,H(l) corresponding to the noisy
microphone signals and the undesired components in the hearing aid
microphones can be extracted from (6) as

Φy,H(l)=EHΦy(l)E
T
H, Φu,H(l)=EHΦu(l)E

T
H. (7)

3. RTF-VECTOR-BASED DOA ESTIMATION
To estimate the DOA θ of the target speaker relative to the binaural
hearing setup, in this section we propose an extension of the RTF-
vector-based DOA estimation method from [7]. In Section 3.1 we
review the existing method from [7], where either no external micro-
phone array or an uncalibrated external microphone array is used. In
Section 3.2 we propose a method to jointly use both calibrated arrays,
i.e. the binaural hearing aid setup and the external microphone array
for DOA estimation.

3.1. Baseline RTF-vector-based DOA estimation
To estimate the MH-dimensional RTF vector gH corresponding to
the binaural hearing aid setup, we use the state-of-the-art covariance
whitening (CW) method [18] in each time-frequency bin. This RTF
vector can be estimated from only the hearing aid microphone signals
as

ĝ
(CW)
H (l)=f

(
Φ̂y,H(l),Φ̂u,H(l)

)
, (8)

f
(
Φ̃y,Φ̃u

)
=

Φ̃
1/2
u P

{
Φ̃

−1/2
u Φ̃yΦ̃

−H/2
u

}
ẽT
1 Φ̃

1/2
u P

{
Φ̃

−1/2
u Φ̃yΦ̃

−H/2
u

} , (9)

where P{·} denotes the principal eigenvector of a matrix, Φ̃
1/2
u

denotes a square-root decomposition (e.g., Cholesky decomposition)
of Φ̃u and ẽ1=[1,0,...,0]T denotes a selection vector of same dimen-
sionality as the matrix Φ̃u. Alternatively, the RTF vector gH can be
estimated from all microphone signals, i.e. the hearing aid and external
microphone signals, as

ĝ(CW−E)(l)=f
(
Φ̂y(l),Φ̂u(l)

)
, (10)

ĝ
(CW−E)
H (l)=EHĝ

(CW−E)(l). (11)

Due to the involved eigenvalue and square-root decomposition, it can
be easily shown that in general ĝ(CW−E)

H (l) ̸= ĝ
(CW)
H (l). In [20]

it was experimentally shown that the RTF vector gH can be more
accurately estimated using all available microphone signals than using
only the hearing aid microphone signals.

Based on the estimated RTF vector ĝH(k,l) corresponding to only
the hearing aid microphone signals and the database of anechoic



prototype RTF vectors ḡH(k,θi), a one-dimensional spatial spectrum
is constructed as

P (l,θi)=−
K−1∑
k=2

d(ĝH(k,l), ḡH(k,θi)). (12)

The DOA of the speaker is estimated as the location of the main peak of
this spatial spectrum. It should be noted that the spatial spectrum in (12)
is obtained via frequency-averaging of narrowband spatial spectra in or-
der to make the DOA estimation more robust against estimation errors
in the RTF vector at individual frequencies. Each narrowband spatial
spectrum is obtained by assessing the similarity between the estimated
RTF vector and an anechoic prototype RTF vector. Inspired by [21], in
this paper we consider a similarity measure based on the ℓ2-norm, i.e.

d(a,b)=∥exp(i∠a)−exp(i∠b)∥2, (13)

where the operators ∠· and exp(·) are applied element-wise to extract
the phase and apply the exponential.

3.2. Assisted RTF-vector-based DOA estimation
When considering an uncalibrated external microphone array as in
Section 3.1, it should be realized that only the database ḡH(k,θi) and
thus only the estimated RTF vector ĝH (k,l) corresponding to the
hearing aid microphones can be considered for the construction of a
one-dimensional spatial spectrum as in (12). Since in this paper the
external microphone array is assumed to be calibrated, i.e. a database
ḡE(k,θE,j) of anechoic prototype RTF vectors is available, the entire
estimated RTF vector ĝ(k,l) and both prototype databases can - and
should - be utilized. We first propose to construct a two-dimensional
spatial spectrum that exploits both RTF vector databases ḡH (k,θi)

and ḡE(k,θE,j) jointly with the entire RTF vector ĝ(CW−E)(k,l) in
order to exploit spatial correlations between microphone signals of
both arrays for improving the DOA estimation. We then consider a
special case, requiring prior information about relative position and
orientation of both arrays.

We define two M -dimensional concatenated RTF vectors, similarly
to g in (3). The vector

ḡjoint(k,θi,θE,j)=

[
ḡH(k,θi)
ḡE(k,θE,j)

]
. (14)

concatenates the anechoic prototype RTF vectors from both databases
and is obtained for each pair of DOAs θi and θE,j . Similarly, the vector

g̃(k,l)=

[
ĝ
(CW−E)
H (k,l)

ĝ
(CW−E)
E (k,l)

]
(15)

concatenates the estimated RTF vector corresponding to the hearing
aid microphones ĝ(CW−E)

H (k,l) in (11) and the estimated RTF vector
corresponding to the external microphones, which is equal to

ĝ
(CW−E)
E (l)=

EEĝ
(CW−E)(l)

eT
1,EEEĝ(CW−E)(l)

(16)

similarly to (4). A two-dimensional spatial spectrum is now con-
structed by assessing the similarity between the concatenated vectors
in (15) and (16), i.e.

P joint(l,θi,θE,j)=−
K−1∑
k=2

d
(
g̃(k,l), ḡjoint(k,θi,θE,j)

)
(17)

with the similarity measure defined in (13). The DOA of the speaker
is estimated as the location of the main peak of this two-dimensional
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Fig. 2. Example of a two-dimensional spatial spectrum
P joint (θi,θE,j). Corresponding acoustic scene: θ = −120◦ and
θE=−25◦, T60≈1250ms, SNR=30dB.

spatial spectrum. Fig. 2 depicts an exemplary spectrum for a static
speaker in a reverberant environment with spatially diffuse babble
noise. It should be realized that the main peak consists of the estimated
DOA θ̂(l) as well as the estimated angle θ̂E(l) of the speaker as “seen“
from both local coordinate systems (compare Fig. 1). In this paper,
however, we will evaluate the estimation accuracy of θ̂(l) only, as we
are mainly interested in how the array of external microphones assists
the binaural hearing aid setup in estimating the DOA θ.

To further investigate the potential of the proposed method, we also
consider a special case that transforms the two-dimensional spatial
spectrum in (17) into a one-dimensional spatial spectrum. Contrary
to P joint(l,θi,θE,j) that considers each pair of DOAs θi and θE,j in
this special case only a subset of pairs is considered. In particular, only
those pairs of DOAs θi and θE,i are considered where the respective
prototype RTF vectors ḡH(k,θi) and ḡE(k,θE,i) are spatially matched,
i.e. steer towards the same candidate position. To obtain the respective
DOA pairs prior information about the relative position and orientation
of both arrays is required. Based on this information, a coordinate
system transformation between the two local coordinate systems can
be applied, i.e. θE,i=g(θi,θE,j). Enforcing this matching condition
makes the resulting spatial spectrum one-dimensional, i.e.

Pmatch(l,θi)=−
K−1∑
k=2

d
(
g̃(k,l),ḡmatch(k,θi,θE,i)

)
. (18)

Similarly to (17), the DOA of the speaker is estimated as the location
of the main peak.

4. EXPERIMENTAL RESULTS
In this section we compare the DOA estimation accuracy when the
exploited array of external microphone is calibrated or not. The
experimental setup is described in Section 4.1 and the considered
algorithms and implementation details are described in Section 4.2.
The results are presented and discussed Section 4.3.

4.1. Experimental setup and implementation details
For the experiments we used signals that were recorded in a laboratory
at the University of Oldenburg with dimensions about 7×6×2.7m3,
where the reverberation time can be adjusted by means of absorber pa-
nels, which are mounted to the walls and the ceiling. The reverberation
time is set to approximately T60≈1250ms. A dummy head with a bin-
aural hearing aid setup (MH = 4) is placed approximately in the center



of the laboratory. For this hearing aid setup a database of anechoic
prototype RTF vectors is obtained from measured anechoic binaural
room impulse responses (BRIRs) [22] with an angular resolution of 5◦

(I=72). As an array of external microphones we consider a second
dummy head with the same binaural hearing setup (ME = 4) that is
located about 1m and about 80◦ to the right side from the first dummy
head (see Fig. 1). As the same binaural hearing aid setup is considered
for the external microphone array, ḡE (k,θE,j) = ḡH (k,θE,j) and
J=I . The target speaker was a male English speaker played back via
a loudspeaker. Relative to the first dummy head 9 different speaker
DOAs in the range [−160◦,−120◦,...,160◦] at about 2m distance
are considered. The speech signal is constantly active and is approxi-
mately 4 s long. Diffuse-like noise is generated with four loudspeakers
facing the corners of the laboratory, playing back different multi-talker
recordings. The speech and noise components are recorded separately
and are mixed at 0 dB signal-to-noise ratio (SNR) averaged over
all microphones of the first dummy head. All microphone signals
are assumed to be exchanged without errors and are assumed to be
synchronized such that latency aspects can be neglected.

4.2. Algorithms and implementation details
We compare the following algorithms to assess whether a calibrated
external microphone array can assist the binaural hearing setup in
estimating the speaker DOA θ. The notation “X/Y“ means that the
microphone array X is used to estimate an RTF vector and that the mi-
crophone array Y is used to construct a spatial spectrum, where either
the binaural hearing aid setup (denoted as H) alone or jointly with the
external microphone array (denoted as H+E) are considered as options.
• H/H: considering only the hearing aid microphones of the first

dummy head, both to estimate the RTF vector ĝH(k,l) in (8) as well
as to construct the spatial spectrum P (l,θi) in (12).

• H+E/H: considering all microphones to estimate the RTF vector
ĝH(k,l) in (11) but considering only the hearing aid microphones
of the first dummy head to construct the spatial spectrum P (l,θi)
in (12).

• H+E/H+E (2D): considering all microphones, both to estimate the
concatenated RTF vector g̃(k,l) in (15) as well as to construct the
two-dimensional spatial spectrum P joint(l,θi,θE,j) in (17).

• H+E/H+E (match): as a special case of H+E/H+E (2D) also all
microphones are considered, both to estimate the concatenated RTF
vector g̃(k,l) in (15) as well as to construct the one-dimensional
spatial spectrum Pmatch(l,θi) in (18) exploiting prior knowledge
about the microphone configuration. Due to the enforced matching
condition the spatial spectrum Pmatch (l,θi) consists of only 20
candidate speaker positions.
The microphone signals (sampling frequency fs = 16kHz) are

processed in the STFT domain using 32ms square-root Hann windows
with 50% overlap. For each time-frequency (TF) bin the covariance
matrix of the noisy microphone signals Φy(k,l) and the covariance
matrix of the undesired components Φu(k,l) are estimated recursively
during speech-and-noise TF bins and noise-only TF bins as

Φ̂y(k,l)=αyΦ̂y(k,l−1)+(1−αy)y(k,l)y
H(k,l), (19)

Φ̂u(k,l)=αuΦ̂u(k,l−1)+(1−αu)y(k,l)y
H(k,l), (20)

where the smoothing factors αy and αu correspond to time constants
of 250ms and 500ms, respectively. The speech-and-noise TF bins
are discriminated from noise-only TF bins based on estimated speech
presence probabilities [23] in the microphones of the first dummy
head, which are averaged and thresholded.

To assess the DOA estimation performance, we average the lo-
calization accuracy over the considered 9 speaker DOAs, where the
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Fig. 3. Average localization accuracy for the investigated algorithms
that either exploit calibrated external microphones (green background)
or not (red background).

localization accuracy is defined as the percentage of frames that are
correctly localized within a range of ±5◦.

4.3. Results
Fig. 3 depicts the average localization accuracy for the four investi-
gated algorithms. First, it can be observed that for the algorithm H/H
using only the hearing aid microphones of the first dummy head and for
the algorithm H+E/H, where the external microphones are exploited
only to estimate the RTF vector, there is only a minor performance
difference (average localization accuracy for both algorithms about
80%). This result is in line with the high-reverberation results re-
ported in [7]. Second, considering the “H+E/H+E“ algorithms, which
both exploit the external microphones to estimate the RTF vector as
well as to construct a spatial spectrum, the results clearly show that
both algorithms yield a larger average localization accuracy than the
algorithms that do not consider external microphones to construct
a spatial spectrum. In case of the H+E/H+E (2D) algorithm, where
a two-dimensional spatial spectrum is constructed, this improved
average localization accuracy is due to exploitation of the additional
database of prototype RTF vectors ḡE(k,θE,j). Third, in case of the
H+E/H+E (match) algorithm, where prior knowledge about the micro-
phone configuration is additionally exploited, the average localization
accuracy can be significantly improved. Based on these results, the
potential of assisted DOA estimation is clearly demonstrated.

5. CONCLUSIONS

In this paper we explored how calibrated external microphone arrays
can be exploited to assist in estimating the DOA of a target speaker.
We extended a recently proposed binaural RTF-vector-based DOA esti-
mation method that considered only uncalibrated external microphone
arrays to exploit calibrated external microphone arrays. We proposed
to exploit the availability of two databases of anechoic prototype RTF
vectors, i.e. the binaural hearing aid as well as the external microphone,
in order to construct a two-dimensional spatial spectrum from which
the DOA of the speaker can be estimated. We compared RTF-vector-
based DOA estimation algorithms that either exploit a calibrated
array of external microphones or not. Experimental results clearly
demonstrate a benefit of exploiting a calibrated external microphone
array compared to not exploiting a calibrated external microphone
array or using only the hearing aid microphones for DOA estimation.
Thus, the benefit of assisted DOA estimation is clearly demonstrated.
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