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Joint Online Estimation of Early and Late Residual
Echo PSD for Residual Echo Suppression
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Abstract—In hands-free telephony and other distant-talking ap-
plications, an acoustic echo cancellation system is typically re-
quired, where a short adaptive filter is often used in practice to
achieve fast convergence at low computational cost. This may result
in late residual echo (LRE) remaining due to under-modeling of the
echo path and early residual echo (ERE) due to filter misalignment.
Both residual echo components can be suppressed using a postfilter
in the subband domain, which requires accurate estimates of the
power spectral density (PSD) of the ERE and LRE components.
State-of-the-art methods estimate the ERE and LRE PSDs inde-
pendently of each other, where the ERE PSD is estimated by sim-
ply multiplying the loudspeaker PSD with a frequency-dependent
scalar and the LRE PSD is estimated using a recursive estimator
based on frequency-dependent reverberation scaling and decay
parameters. In this paper, we propose to extend the ERE PSD
estimator from a scalar to a moving average filter on the loud-
speaker PSD. In addition, we propose a signal-based method to
jointly estimate all model parameters for the ERE and LRE PSD
estimators in online mode, and derive two gradient-descent-based
algorithms to simultaneously update the model parameters by
minimizing the mean squared log error. The proposed method
is compared with state-of-the-art methods in terms of estimation
accuracy of the model parameters as well as the residual echo
PSDs. Simulation results using both artificially generated as well
as measured impulse responses show that the proposed method
outperforms state-of-the-art methods for all considered scenarios.

Index Terms—Acoustic echo cancellation, adaptive filters, PSD
estimation, residual echo suppression.

I. INTRODUCTION

HANDS-FREE telephony and distant-talking applications
have become very popular in recent years. In these appli-

cations, the distance between the desired (near-end) speaker and
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the microphone may be quite large, while the loudspeaker play-
ing back the far-end signal is typically located much closer to the
microphone. As a result, the microphone signal may be degraded
significantly due to the acoustic echo of the far-end signal, which
may lead to the near-end speaker being unintelligible. In a typical
acoustic echo cancellation (AEC) system, an adaptive filter aims
at estimating the impulse response (IR) between the loudspeaker
and the microphone [1], [2]. In practice, however, this filter
is typically not able to perfectly estimate the IR, resulting in
residual echo. In addition, as a short filter is often used in practice
to achieve fast convergence at low computational cost, the filter
is unable to estimate the complete echo path. Thus, assuming
no non-linear signal components, the residual echo is composed
of early residual echo (ERE) due to filter misalignment and late
residual echo (LRE) due to under-modeling of the IR by the
short AEC filter.

The residual echo is often suppressed in the subband domain
using a postfilter, for which both model-based approaches [3],
[4], [5], [6], [7], [8], [9], [10] as well as deep learning-based
approaches [11], [12], [13], [14] have been proposed. In this pa-
per, we focus on model-based approaches to estimate the power
spectral density (PSD) of both the ERE and LRE components. A
simple but frequently used method is to estimate the ERE PSD as
a scaled version of the PSD of either the far-end signal [1] or the
estimated echo signal generated by the AEC filter [15]. In either
case, the scalar (referred to as coupling factor) is estimated dur-
ing periods of near-end speech absence as the ratio between the
PSD of the AEC error signal and the PSD of the respective input
signal. To estimate the LRE PSD, several methods have been
proposed based on the statistical reverberation model in [16],
which assumes that the late reverberant part of an IR decays
exponentially at a rate proportional to the reverberation time.
A recursive estimator for the LRE PSD was proposed in [6],
which requires estimates of two frequency-independent room
acoustic parameters: the reverberation scaling parameter (related
to the initial power of the LRE component) and the reverbera-
tion decay parameter (related to the reverberation time). Both
reverberation parameters were estimated using a channel-based
method, i.e., using the coefficients of the converged AEC filter.
In [7], a similar recursive estimator for the LRE PSD was derived
with frequency-dependent reverberation parameters, where both
parameters were again estimated using a channel-based method.
Since channel-based methods are effective only if the AEC filter
is long enough to capture a significant portion of the decay of
the IR, signal-based methods have also have been proposed,
where the reverberation parameters are estimated using the
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Fig. 1. Acoustic echo cancellation (AEC) and residual echo suppression (RES) systems.

far-end and residual echo signals. A recursive estimator for
the LRE PSD was derived in [8] based on the generalized
reverberation model in [17], where a signal-based method was
proposed to estimate the reverberation parameters in offline
mode (i.e., batch processing). In [9], we proposed signal-based
methods to jointly estimate both reverberation parameters in
online mode by minimizing either the mean squared error (MSE)
or the mean squared log error (MSLE) cost function. In [10],
a coupling-factor-based estimator for the early acoustic echo
PSD and a recursive estimator for the late acoustic echo PSD
were considered in a pure acoustic echo suppression system
(i.e., without an AEC filter). A signal-based method exploiting
higher-order statistics was proposed to estimate the parameters
independently of each other in online mode.

As an extension of [9], in this paper we propose a signal-based
method to estimate the PSD of both residual echo components
based on parametric models. First, we propose to model the ERE
PSD using a moving average filter (instead of a coupling factor)
on the PSD of the far-end signal. By assuming that the filter
misalignment is spread evenly over all AEC filter taps in the
subband domain, we can model all coefficients of the moving
average filter using a single (frequency-dependent) parameter.
Similarly as in [7], [9], the LRE PSD is modeled using an IIR
filter on the PSD of the far-end signal based on (frequency-
dependent) reverberation scaling and decay parameters. Second,
we propose to jointly estimate all three model parameters in
online mode using the output error method [18], [19], [20],
[21] by minimizing an MSLE cost function. To simultaneously
update the model parameters, we use gradient-descent-based
algorithms such as recursive prediction error and pseudo-linear
regression, which were originally derived for time-domain re-
cursive systems [19]. The proposed method is first evaluated in
an idealistic setting, i.e., using artificially generated IRs and no
AEC filter. It is then compared with state-of-the-art model-based
methods [1] and [10] in a realistic setting, i.e., using measured
IRs and a slowly converging AEC filter, in terms of estimation
accuracy of the residual echo PSD and the resulting residual
echo suppression and near-end speech distortion.

The remainder of the paper is organized as follows. The signal
model as well as the AEC and postfilter systems are introduced in
Section II. In Section III, the considered models for the ERE and
LRE PSDs are presented. In Section IV, we discuss state-of-the-
art methods for estimating the different model parameters and
present the proposed method for jointly estimating the model
parameters in online mode. In Section V, simulation results
using artificial as well as measured IRs are presented.

II. SIGNAL MODEL, AEC AND POSTFILTER SYSTEMS

Fig. 1 shows a loudspeaker-enclosure-microphone system in
which the far-end signal x is played through the loudspeaker
and the microphone captures the acoustic echo d, the near-end
speech s and the background noise v. The microphone signal at
discrete-time sample n is thus given as:

y(n) = s(n) + v(n) +
∑Nh−1

i=0
h(i) · x(n− i)︸ ︷︷ ︸
d(n)

, (1)

where h denotes the IR between the loudspeaker and the mi-
crophone, which is assumed to be time-invariant and of length
Nh samples. To remove the acoustic echo from the microphone
signal, we consider a system in the subband domain consisting
of two parts [1]: an AEC filter and a residual echo suppression
(RES) filter.

A. Acoustic Echo Cancellation

We consider a G-tap subband AEC filter Ĥ , with the fil-
ter length G chosen so as to cover only the direct path and
early reflections in h. For subband processing, the (windowed)
time-domain signals are transformed into the short-time Fourier
transform (STFT) domain using a fast Fourier transform (FFT)
filterbank of order NFFT, with the total number of subbands
K = NFFT

2 + 1. The complex-valued spectrum of the far-end
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signal x in the kth subband and �th frame is given as:

X(k, �) =

NFFT−1∑
i=0

x(� · F + i) ·Wana(i) · e−j 2π
NFFT

ki
, (2)

where j =
√−1, F denotes the frameshift and Wana denotes the

analysis window. The spectra of the other time-domain signals
are computed similarly to (2), with the spectral equivalent of (1)
given as:

Y (k, �) = S(k, �) + V (k, �) +D(k, �). (3)

The acoustic echo estimate is generated by filtering the far-end
signal through the AEC filter:

D̂(k, �) = XH(k, �) Ĥ(k), (4)

where X(k, �) = [X(k, �) . . . X(k, �−G+ 1)]T denotes

the G-dimensional input vector to the subband AEC filter Ĥ ,
(·)H denotes the Hermitian operator and (·)T denotes the trans-
pose operator. The AEC error signal is then given as:

E(k, �) = Y (k, �)− D̂(k, �)

= S(k, �) + V (k, �) +
(
D(k, �)− D̂(k, �)

)
= S(k, �) + V (k, �) +R(k, �)

= S(k, �) + V (k, �) + RE(k, �)︸ ︷︷ ︸
Misalignment

+ RL(k, �),︸ ︷︷ ︸
Under-modeling

(5)

where R, RE and RL denote the residual echo, ERE and LRE
components, respectively. The ERE component is given as:

RE(k, �) = XH(k, �) ΔHE(k), (6)

with the AEC misalignment filter defined as:

ΔHE(k) = HE(k)− Ĥ(k), (7)

where HE contains the first G coefficients of the equivalent
subband filter corresponding to h. Since in this paper G = �N

F �,
where N � Nh corresponds to the length of the direct path and
early reflections in h, the LRE component RL is assumed to
contain only late reflections, also known as reverberation.

B. Residual Echo Suppression

From (5), it can be observed that in addition to the desired
near-end speech signal, the AEC error signal also contains
background noise and residual echo components. It is desirable
to suppress these interfering components while maintaining high
quality and low distortion of the near-end speech signal. As
shown in Fig. 1, this suppression is performed by applying a
postfilter WRES to the AEC error signal E. A frequently used
postfilter is the Wiener gain [1], i.e.:

WRES(k, �) = 1−
(

λr(k, �) + λv(k, �)

λe(k, �)

)
, (8)

where λr, λv and λe denote the PSDs of the residual echo, back-
ground noise and AEC error signals, respectively. Assuming that
S, V andR are mutually uncorrelated, the PSD of the AEC error

signal can be expressed using (5) as:

λe(k, �)= E {|E(k, �)|2}= λs(k, �) + λv(k, �) + λr(k, �),
(9)

where E{·} denotes the statistical expectation operator. Addi-
tionally, we assume that the early and late residual echo compo-
nents are uncorrelated, such that the residual echo PSD can be
written as:

λr(k, �) = λrE (k, �) + λrL(k, �), (10)

where λrE and λrL denote the ERE PSD and LRE PSD, respec-
tively.

In practice, the statistical expectation operator in (9) can be
approximated by temporal averaging of the periodogram, i.e.:

Φe(k, �) = α · Φe(k, �− 1) + (1− α) · |E(k, �)|2, (11)

where Φe is an approximation of λe and α denotes the recursive
smoothing factor. For an unobservable signal such as the residual
echo R, the quantity Φr itself needs to be estimated, with its
estimate denoted as Φ̂r. In the remainder of this paper, we will
use the term PSD to refer to the quantities λ and Φ and the term
PSD estimate to refer to Φ̂.

In order to control the aggressiveness of the residual echo
suppression, we will use the following gain [1]:

WRES(k, �)=max

{
1−β ·

(
Φ̂r(k, �) + Φ̂v(k, �)

Φe(k, �)

)
, γ

}
,

(12)
where β denotes the over-estimation factor and γ denotes the
spectral floor, i.e., the maximum attenuation of the filter. Based
on (10), the residual echo PSD estimate is given by:

Φ̂r(k, �) = Φ̂rE (k, �) + Φ̂rL(k, �). (13)

Although during near-end speech and noise absence, Φ̂r can
be easily estimated from Φe based on (9), this is obviously
not possible during periods of double-talk. Hence, in this paper
we will use parametric models for the ERE PSD ΦrE and the
LRE PSD ΦrL , which will be explained in the next section.
Many approaches have been proposed in literature to estimate
the PSD of the background noise Φ̂v [22], [23], [24]. In this
paper, we assume that the background noise is stationary and its
PSD estimate Φ̂v is known.

The processed AEC error signal is given as:

Ẽ(k, �) = WRES(k, �) · E(k, �), (14)

which can be expressed as the sum of its individual components
similarly to (5):

Ẽ(k, �) = S̃(k, �) + Ṽ (k, �) + R̃(k, �), (15)

where S̃, Ṽ and R̃ are obtained in simulations by independently
filtering S, V and R with WRES. The processed signals Ẽ, S̃
and R̃ are synthesized into the time-domain using inverse STFT
and overlap-add processing to yield the processed time-domain
signals ẽ, s̃ and r̃, respectively. These signals can then be used
to evaluate the near-end speech distortion and residual echo
suppression (see Section V-C).
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III. MODELS FOR EARLY AND LATE RESIDUAL ECHO PSD

In this section, we present the considered parametric models
for the early and late residual echo PSDs. We propose to model
the ERE PSD using a moving average filter on the PSD of the
far-end signal. Similarly as in [7], [9], the LRE PSD is modeled
using an IIR filter on the PSD of the far-end signal.

A. Model for Early Residual Echo PSD

As already mentioned, the ERE is caused by the misalignment
between the AEC filter and the IR. A simple model for the ERE
PSD was proposed in [1], where the ERE PSD is a scaled version
of the PSD of the far-end signal:

Φ̂rE (k, �) = C(k) · Φx(k, �), (16)

where C denotes the (frequency-dependent) coupling factor.
As shown in [1], the coupling factor represents the squared
magnitude spectrum of the filter misalignment. A disadvantage
of this model is that a scalar coupling factor may not be sufficient
to model the ERE PSD, especially if a long AEC filter is used.

We now derive our proposed model for the ERE PSD. Using
(6), the ERE PSD is given as:

λrE (k, �) = E {|RE(k, �)|2
}

= E
⎧⎨
⎩
∣∣∣∣∣
G−1∑
g=0

X∗(k, �− g) ·ΔHE(k, g)

∣∣∣∣∣
2
⎫⎬
⎭ ,

= E
{

G−1∑
i=0

G−1∑
j=0

X∗(k, �− i) ·X(k, �− j)

·ΔHE(k, i) ·ΔH∗
E(k, j)

}
, (17)

where ΔHE(k, g) denotes the gth coefficient of the AEC mis-
alignment filter ΔHE in (7). Assuming statistical independence
between the far-end signal and the AEC misalignment filter
yields:

λrE (k, �) =

G−1∑
i=0

G−1∑
j=0

E {X∗(k, �− i) ·X(k, �− j)}

· E {ΔHE(k, i) ·ΔH∗
E(k, j)} . (18)

Assuming that the coefficients of the AEC misalignment filter
are mutually uncorrelated, i.e., E{ΔHE(k, i) ·ΔH∗

E(k, j)} =
0 for i �= j, the ERE PSD can be written as:

λrE (k, �) =

G−1∑
g=0

λx(k, �− g) · E {|ΔHE(k, g)|2
}
. (19)

Finally, assuming that the misalignment is spread evenly over all
AEC filter coefficients1 [1], [25], [26], i.e., E{|ΔHE(k, g)|2} =

1It should be noted that this assumption may be violated if the AEC filter
coefficients diverge, which can happen if there are echo path changes or if there
are errors in the detection of double-talk periods.

Fig. 2. Proposed model for the ERE PSD ΦrE (moving average filter).

C(k) ∀g, the ERE PSD can be simplified as:

λrE (k, �) = C(k) ·
G−1∑
g=0

λx(k, �− g). (20)

Based on (20), we will hence use the following model for the
ERE PSD:

Φ̂rE (k, �) = C(k) ·
G−1∑
g=0

Φx(k, �− g). (21)

This model can be interpreted as an extension of (16) in that a
moving average filter is used instead of an instantaneous scaling
of the PSD of the far-end signal. This model is depicted in Fig. 2.

B. Model for Late Residual Echo PSD

As already mentioned, the LRE component is caused by
under-modeling of the IR by the AEC filter. Several models for
the LRE PSD have been proposed based on the statistical rever-
beration model in [16], which assumes that the late reverberant
part of an IR can be described as an exponentially decaying
realization of a stochastic process:

h(i) = wL(i) · e−ρ (i−N), N ≤ i < Nh, (22)

where wL ∼ N (0, σ2
L) is a zero-mean white Gaussian noise

process with variance σ2
L, ρ denotes the decay rate and i denotes

the filter coefficient index. The decay rate is related to the
reverberation time T60 of the room as:

ρ =
3 · ln 10
fs · T60

, (23)

where fs denotes the sampling rate in Hz. It should be noted
that in practice T60, and hence the decay rate ρ, are frequency-
dependent [27]. Based on (22), a recursive expression for the
LRE PSD was first derived in [6] using frequency-independent
parameters. In this paper, we will use a version of this model
with frequency-dependent parameters, which was derived in [7]
and [9], and is given as:

Φ̂rL(k, �)=A(k)· Φx(k, �−G)+B(k)· Φ̂rL(k, �−1), (24)

where A(k) and B(k) denote the frequency-dependent rever-
beration scaling and decay parameters, respectively. These pa-
rameters are related to the frequency-dependent variance σ2

L(k)
and decay rate ρ(k) as [9]:

A(k) = σ2
L(k) ·

(
1− e−2ρ(k)F

1− e−2ρ(k)

)
, (25)

B(k) = e−2ρ(k)F . (26)
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Fig. 3. Model for the LRE PSD ΦrL (IIR filter).

The recursive expression in (24) is depicted in Fig. 3 as an IIR
filter on the PSD of the far-end signal.

IV. PARAMETER ESTIMATION METHODS

In Section IV-A, we briefly review state-of-the-art signal-
based methods to estimate the model parameters A, B and C.
In Section IV-B, we present our proposed signal-based methods
to jointly estimate all model parameters by minimizing a single
cost function. Please note that in all considered methods, the
model parameters are estimated only during periods of near-end
speech absence.

A. State-of-the-art Methods

In this section, we briefly discuss state-of-the-art methods for
estimating the three model parameters A, B and C.

Hänsler et al. [1] estimate the scalar coupling factor C in (16)
as the smoothed ratio of the AEC error PSD and the PSD of the
far-end signal:

ĈH(k, �) = (1− δ) · Φe(k, �)

Φx(k, �)
+ δ · ĈH(k, �− 1), (27)

where δ denotes a smoothing factor. Please note that in [1],
no additional estimator for the LRE PSD was used, i.e., the
estimated coupling factor from (27) was fed into (16) to yield
an estimate for the total residual echo PSD Φ̂r.

Favrot et al. [10] considered a pure acoustic echo suppression
setup (i.e., no AEC filter) and proposed a coupling-factor-based
estimator for the early acoustic echo PSD as well as a recursive
estimator for the late acoustic echo PSD. The model parameters
were estimated independently of each other in online mode using
a method based on higher-order statistics. In order to facilitate
a fair comparison, in this paper we consider a modified version
of Favrot’s method as a benchmark to estimate all three model
parameters, and therefore both the ERE and LRE PSDs, in the
presence of an AEC filter (see Appendix A).

B. Joint Parameter Estimation Method

Based on the parametric models for the ERE and LRE PSDs
in (21) and (24), in this section we propose a method to jointly
estimate all three model parameters A, B and C in online mode.
This method is an extension of the method in [9], which assumed
no filter misalignment (ΦrE = 0), and therefore only estimated
the reverberation parameters A and B. To jointly estimate the
parameters of generic IIR filters in the time-domain, several
signal-based methods have been proposed [18], [19], [20], [21],
either based on output error (OE) or equation error (EE). In [9]
we investigated both the OE and EE methods (applied to PSDs)

to jointly estimate the reverberation parameters A and B, ei-
ther using the MSE or MSLE cost function. Simulation results
showed that the OE method using the MSLE cost function
yielded the best performance in terms of PSD estimation ac-
curacy and residual echo suppression. Therefore, in this paper
we will only consider the OE method using the MSLE cost
function to jointly estimate all model parameters (reverberation
parameters A and B and coupling factor C).

By merging the moving average filter model for the ERE PSD
in (21) with the recursive model for the LRE PSD in (24), the
residual echo PSD estimate in (13) is given as:

Φ̂r(k, �) = Ĉ(k, �) ·
G−1∑
g=0

Φx(k, �−g)

+ Â(k, �) · Φx(k, �−G) + B̂(k, �) · Φ̂rL(k, �−1), (28)

where Â(k, �), B̂(k, �) and Ĉ(k, �) denote estimates of the
model parameters in subband k and frame � and can be rep-
resented by the vector:

θ̂(k, �) =
[
Â(k, �) B̂(k, �) Ĉ(k, �)

]T
. (29)

From (28), it can be observed that the PSD estimate in the
current frame Φ̂r(k, �) not only depends on the parameter
estimates in the current frame θ̂(k, �) but also on the PSD
estimate Φ̂r(k, �− 1), which itself depends on the parameter
estimates in the previous frame θ̂(k, �− 1), and so on. Thus, Φ̂r

is a non-linear function of θ̂, where the current PSD estimate
depends on parameter estimates in all previous frames.

To update all model parameters in each frame, we consider
the instantaneous MSLE cost function:

J
(
ln Â(k, �), ln B̂(k, �), ln Ĉ(k, �)

)
= Q2

ln(k, �), (30)

where Qln denotes the logarithmic error between the target PSD
Φr and the PSD estimate Φ̂r in (28):

Qln(k, �) = ln

(
Φr(k, �)

Φ̂r(k, �)

)
. (31)

Similarly as in [9], we now derive gradient-descent-based algo-
rithms to update the model parameters θ̂(k, �). Since the residual
echo PSD Φr is obviously not observable, we will only update
the model parameters during periods of near-end speech absence
and when the AEC error signal is not dominated by background
noise, such that we can replace Φr by Φe in (31). The estimated
model parameters will then be used, both during periods of
near-end speech absence as well as double-talk, to estimate the
residual echo PSD Φ̂r. The block scheme to estimate the model
parameters in online mode is depicted in Fig. 4. Please note that
even though good noise reduction algorithms are available, any
errors in the estimation of the background noise PSD and/or
detection of double-talk periods can have a negative impact on
the accuracy of the parameter estimates.
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Fig. 4. Online joint estimation of the three model parameters using the output error method by minimizing a single cost function.

The gradient-descent update rule in the logarithmic domain
is given as:

ln θ̂(k, �+ 1) = ln θ̂(k, �)− μθ

2
· J ′

θ(k, �), (32)

where θ ∈ {A,B,C} denotes a model parameter andμθ denotes
the step-size used to update it. J ′

θ denotes the partial derivative
of the cost functionJ in (30) w.r.t. the logarithm of the parameter
estimate ln θ̂, and is computed using (30) and (31) as:

J ′
θ(k, �) =

∂Q2
ln(k, �)

∂ ln θ̂(k, �)
= 2 ·Qln(k, �) · ∂Qln(k, �)

∂ ln θ̂(k, �)

= − 2 · Qln(k, �)

Φ̂r(k, �)
· ∂Φ̂r(k, �)

∂ ln θ̂(k, �)
. (33)

Using (28), the partial derivative ∂Φ̂r(k,�)

∂ ln θ̂(k,�)
for the three model

parameters is equal to:

∂Φ̂r(k, �)

∂ ln Â(k, �)
= Â(k, �) · Φx(k, �−G)+

B̂(k, �) · ∂Φ̂rL(k, �− 1)

∂ ln Â(k, �)
, (34)

∂Φ̂r(k, �)

∂ ln B̂(k, �)
= B̂(k, �) · Φ̂rL(k, �− 1)+

B̂(k, �) · ∂Φ̂rL(k, �− 1)

∂ ln B̂(k, �)
, (35)

∂Φ̂r(k, �)

∂ ln Ĉ(k, �)
= Ĉ(k, �) ·

G−1∑
g=0

Φx(k, �− g). (36)

It can be observed that the right hand side of (34) and (35)
contain the partial derivatives of the LRE PSD estimate in the
previous frame Φ̂rL(k, �− 1) w.r.t. the logarithms of the pa-
rameter estimates in the current frame ln Â(k, �) and ln B̂(k, �),
respectively. These terms exist due to the recursive model for the
LRE PSD in (24). These partial derivatives cannot be computed
in a straightforward manner, as Φ̂rL(k, �− 1) does not directly

depend on either Â(k, �) or B̂(k, �). In the following, we present
two algorithms which have been proposed in [19] to approximate
these partial derivatives.

1) Recursive Prediction Error (RPE): The RPE algorithm
approximates the partial derivatives using the parameter esti-
mates in the previous frame:

∂Φ̂rL(k, �− 1)

∂ ln Â(k, �)
≈ ∂Φ̂rL(k, �− 1)

∂ ln Â(k, �− 1)
,

∂Φ̂rL(k, �− 1)

∂ ln B̂(k, �)
≈ ∂Φ̂rL(k, �− 1)

∂ ln B̂(k, �− 1)
, (37)

which are reasonable approximations if the step-sizes μA and
μB used to update the reverberation parameters are sufficiently
small. Using (37) in (34) and (35) enables to compute the partial
derivatives recursively. This method will be referred to as OE-
RPE-MSLE.

2) Pseudo Linear Regression (PLR): The PLR algorithm
simply assumes that the LRE PSD estimate in the previous frame
Φ̂rL(k, �− 1) is independent of the parameter estimates in the
current frame, i.e.:

∂Φ̂rL(k, �− 1)

∂ ln Â(k, �)
= 0,

∂Φ̂rL(k, �− 1)

∂ ln B̂(k, �)
= 0. (38)

It should be noted that these assumptions are stronger than for
the RPE algorithm in (37). Using (38) in (34) and (35) yields
non-recursive formulations for the partial derivatives, which
are therefore approximate versions of the partial derivatives
computed using the RPE algorithm. This method will be referred
to as OE-PLR-MSLE.

V. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed
parameter estimation methods, i.e., OE-RPE-MSLE and OE-
PLR-MSLE, and compare their performance with the state-of-
the-art signal-based methods discussed in Section IV-A. We will
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refer to the proposed methods estimating all three model param-
eters as 3P methods, whereas we will refer to the simplified
versions in [9] estimating only the two reverberation parameters
as 2P methods.

In Sections V-A and V-B, we present the acoustic condi-
tions and the algorithmic parameters used in the simulations.
In Section V-C we discuss the performance metrics used to
evaluate the PSD estimation accuracy, residual echo suppression
and near-end speech distortion. In Section V-D, we present the
simulation results for two settings: an idealistic setting using arti-
ficially generated IRs and a realistic setting using real-world IRs.
Please note that an analysis of the performance of the proposed
parameter estimation methods in the presence of different types
and amount of noise and/or non-linear echo components, even
though highly relevant to the overall performance evaluation of
the proposed methods, is out-of-scope of this paper.

A. Acoustic Conditions

For all simulations, the sampling frequency of the time-
domain signals is equal to fs = 16 kHz. For the far-end signal x,
we have considered five speech sequences (3 male and 2 female)
of length 10 s each, while for the near-end signal s, we have
considered five speech sequences (2 male and 3 female) of length
5 s each, resulting in 25 different combinations of far-end and
near-end speakers. All speech sequences have been chosen from
the TIMIT database [28], and for each combination of far-end
and near-end speaker, the double-talk condition occurs in the
last 5 s. The 10 s long background noise signal v is stationary
air conditioner noise measured in a quiet office.

Two different types of IRs have been considered in the simu-
lations:
� Artificial IRs: the artificial IRs have been generated ac-

cording to the following time-domain model:

Δh(i) =

{
wE(i), 0 ≤ i < N

wL(i) · e−ρ (i−N), N ≤ i < Nh,
(39)

where wE ∼ N (0, σ2
E) and wL ∼ N (0, σ2

L) are zero-
mean white Gaussian noise processes with variances σ2

E

and σ2
L, respectively, and ρ denotes the decay rate defined

in (23). This model assumes that the first N coefficients
of Δh correspond to the AEC misalignment filter (in the
time-domain), where the misalignment is spread evenly
over all AEC filter coefficients, whereas the latter coef-
ficients of Δh correspond to the exponentially decaying
model in (22). The IR parameters σ2

L and ρ are related to
the (frequency-independent) model parametersA andB as
in (25) and (26), while the IR parameter σ2

E is related to the
(frequency-independent) parameter C as C = σ2

E · F (see
Appendix B). A total of 180 artificial IRs have been gener-
ated using all combinations of the frequency-independent
parameters σ2

E , σ2
L and T60 given in Table I, with N = 640

and Nh = 16000. These values represent a wide-ranging
and realistic set of acoustic conditions, with the values of
σ2
E representing low to high amounts of early residual echo

(due to different amounts of echo cancellation), and the

TABLE I
PARAMETER VALUES FOR GENERATING THE ARTIFICIAL IRS

TABLE II
DETAILS ABOUT MEASURED IRS

TABLE III
STEP-SIZES USED FOR THE PROPOSED METHODS

values of σ2
L andT60 representing dry to highly reverberant

rooms.
� Measured IRs: A total of 55 IRs have been measured in

four rooms with different reverberation times, with details
given in Table II. The broadband T60 for each IR has been
estimated via line-fitting on its corresponding energy decay
curve [29].

B. Algorithmic Parameters

For the subband processing, a filterbank of order NFFT = 512
(i.e.,K = 257) and an overlap of 75% (i.e., frameshiftF = 128)
have been used, with a Hann window as the analysis window. To
estimate the PSDs in (11) from the periodograms, we have used
a recursive smoothing factor α = e

−2·F
fs ·tc with the time-constant

tc = 0.02s corresponding to the typically assumed stationarity
of speech signals.2 For the postfilter in (12), an over-estimation
factor β = 2 and a spectral floor γ = −20 dB have been used.
Based on the model for the ERE PSD in (21), we choose the
filter length of the moving average filter in (28) to be the same
as the AEC filter lengthG (= 5) .3 For the proposed methods, the
step-sizes listed in Table III were determined via a brute-force
search procedure such that each parameter estimation method
yielded its most optimal performance. For the state-of-the-art
methods, the following parameters have been used:

2It should be noted that using no recursive smoothing (α = 0) or using only
recursive smoothing corresponding toG frames (α = G−1

G+1 ) without the moving
average filter in (21) yields worse results.

3It should be noted that using a shorter or longer filter length for the moving
average filter results in under- or over-modeling of the underlying system,
respectively, resulting in performance deterioration.
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� Hänsler’s method [1]: smoothing factor δ = 0.9 in (27)
� Modified Favrot’s method (see Appendix A): N = 640,
O = 1024 and P = κ · F with κ = 12.

C. Performance Metrics

To evaluate the estimation accuracy of the residual echo PSD,
we consider the Log Spectral Distance (LSD) [24] between the
target PSD Φr and the residual echo PSD estimate Φ̂r in (28),
defined as:

LSD =
10

K · L1
·
K−1∑
k=0

l1+L1∑
�=l1+1

∣∣∣∣∣log10
(
Φr(k, �)

Φ̂r(k, �)

)∣∣∣∣∣ , (40)

where l1 and L1 denote the start and the duration of the evalu-
ation window in frames, respectively. We choose the evaluation
window to be between 4 s and 5 s (before double-talk starts),
i.e., l1 = 500 and L1 = 125. If the LSD score is low, it means
that the residual echo PSD estimate is accurate, with the perfect
estimate Φ̂r(k, �) = Φr(k, �) resulting in LSD = 0.

To evaluate the amount of residual echo suppression after
applying the postfilter, we consider the segmental residual echo
attenuation [9], defined as:

REAseg =
10

L1
·

l1+L1∑
�=l1+1

log10

(∑F−1
f=0 r2(� · F + f)∑F−1
f=0 r̃2(� · F + f)

)
, (41)

where the time-domain signals r and r̃ are obtained through
inverse STFT processing of the residual echo signal R and its
postfiltered version R̃, respectively (see Section II-B). If the
REAseg score is high, it means that a large amount of residual
echo has been suppressed, which is desirable.

Similarly, to evaluate the amount of near-end speech dis-
tortion, we consider the segmental speech-to-speech distortion
ratio [30], defined as:

SSDRseg =
10

L2
·

l2+L2∑
�=l2+1

log10

(∑F−1
f=0 s2(� · F + f)∑F−1
f=0 s2d(� · F + f)

)
,

(42)
where sd(n) = s(n)− s̃(n), with s̃ obtained through inverse
STFT processing of the postfiltered near-end speech signal S̃.
This score is computed during periods of double-talk, which
occurs between 5 s and 10 s, i.e., l2 = 625 and L2 = 625. If
the SSDRseg score is high, it means that the distortion of the
near-end speech signal is low, which is desirable.

D. Experimental Results

The first experiment is performed in an idealistic setting
using artificially generated IRs, no near-end speech and no
background noise. This experiment aims at evaluating the es-
timation accuracy of the proposed 3P methods, the simplified
2P versions in [9] as well as Favrot’s method for the artificial IR
parameters and the residual echo PSD. The second experiment
is performed in a realistic setting using measured IRs, near-end
speech, background noise and a slowly converging subband
AEC filter. This experiment aims at comparing the PSD esti-
mation accuracy and the residual echo suppression performance
between the proposed 3P methods, the simplified 2P versions
and the considered state-of-the-art methods.

Fig. 5. Variance of the misalignment: σ̂2
E vs. σ2

E for the proposed methods
and Favrot’s method in the idealistic setting.

Fig. 6. Variance of the late part of the IR: σ̂2
L vs. σ2

L for the proposed methods
and Favrot’s method in the idealistic setting.

1) Idealistic Setting: In this experiment, we use the artifi-
cially generated IRs (see Table I) to generate the acoustic echo
signal and do not consider an AEC filter, i.e., Ĥ(k) = [0 . . . 0]T .
Additionally, we assume no near-end speech (s = 0) and back-
ground noise (v = 0). This means that the microphone signal in
(1) is given as:

y(n) = d(n) =

Nh−1∑
i=0

Δh(i) · x(n− i), (43)

with Δh defined in (39) and E(k, �) = Y (k, �). For this ide-
alistic setting, we evaluate the accuracy of the residual echo
PSD estimate Φ̂r obtained using the proposed 3P methods, the
simplified 2P versions as well as Favrot’s method, and compare
the estimates of the artificial IR parameters σ̂2

E , σ̂2
L and T̂60

with the true values. These parameter estimates are obtained
by averaging the converged values of Â(k), B̂(k) and Ĉ(k)
over all frequency bins and feeding them in (25), (26), and (52),
respectively.

Figs. 5, 6, and 7 show the true variance of the misalign-
ment σ2

E against the estimated variance σ̂2
E , the true variance

of the late part of the IR σ2
L against the estimated variance

σ̂2
L, and the true reverberation time T60 against the estimated

reverberation time T̂60 for the proposed 3P methods as well as
Favrot’s method. Each point in Fig. 5 is obtained by averaging
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Fig. 7. Reverberation time: T̂60 vs.T60 for the proposed methods and Favrot’s
method in the idealistic setting.

the estimates σ̂2
E over 30 IRs with different σ2

L and T60 values,
each point in Fig. 6 is obtained by averaging the estimates σ̂2

L

over 30 IRs with different σ2
E and T60 values and each point

in Fig. 7 is obtained by averaging the estimates T̂60 over 36
IRs with different σ2

E and σ2
L values. The error bars depict

the standard deviations across the respective IRs. It can be
observed from Fig. 5 that for both proposed 3P methods, the
parameter σ2

E can be estimated very accurately (with very small
standard deviations) over a large range of parameter values,
indicating robustness to different values of σ2

L and T60, while
Favrot’s method consistently over-estimates the parameter σ2

E ,
with larger standard deviations. In addition, it can be observed
from Figs. 6 and 7 that the RPE algorithm typically yields more
accurate estimates (and especially smaller standard deviations)
of the parameters σ2

L and T60 than the PLR algorithm over a
large range of parameter values. This is not surprising, since
the PLR algorithm is an approximation of the RPE algorithm.
Favrot’s method significantly over-estimates the parameter σ2

L

over a large range of parameter values (with very large standard
deviations), while it gives reasonably accurate estimates for the
T60 parameter, albeit with large standard deviations.

We now investigate the benefit of estimating all three model
parameters (3P) against estimating only two model parameters
(2P) in the simplified versions presented in [9]. To this end,
we compare the influence of different amounts of misalign-
ment, represented by σ2

E , on the estimation accuracy of the
parameters σ2

L and T60. For σ2
L = −32 dB, Fig. 8 shows the

estimated variance σ̂2
L obtained using the 2P and 3P estimation

methods as well as Favrot’s method for different values of σ2
E .

Each point is obtained by averaging the estimates over 6 IRs
with different T60 values. For T60 = 600 ms, Fig. 9 shows the
estimated reverberation time T̂60 obtained using the 2P and 3P
estimation methods as well as Favrot’s method for different
values of σ2

E . Each point is obtained by averaging the estimates
over 6 IRs with different σ2

L values. It should be noted that
σ2
E = −∞ dB corresponds to no filter misalignment, i.e., no

early residual echo. It can be observed that the 2P methods yield
accurate estimates for σ2

L and T60 only for low values of σ2
E ,

and fail to do so for large amounts of filter misalignment. On the
other hand, the proposed 3P methods yield reasonably accurate
estimates for σ2

L and T60 for all considered σ2
E values, where

Fig. 8. Estimated variance σ̂2
L obtained using the proposed methods (2P and

3P versions) and Favrot’s method as a function of σ2
E in the idealistic setting

(σ2
L = −32 dB).

Fig. 9. Estimated reverberation time T̂60 obtained using the proposed methods
(2P and 3P versions) and Favrot’s method as a function of σ2

E in the idealistic
setting (T60 = 600 ms).

the RPE algorithm again outperforms the PLR algorithm. In
contrast, Favrot’s method consistently over-estimates σ2

L, with
the over-estimation increasing significantly for large amounts of
filter misalignment, while it over-estimates T60 for low amounts
of misalignment and under-estimates it for high amounts of
misalignment, respectively. These results clearly show the ben-
efit of estimating all three model parameters when using the
proposed methods, especially when a significant amount of filter
misalignment is present.

Fig. 10 shows the LSD scores between the target and the
estimated residual echo PSDs, obtained using the 2P and 3P
estimation methods as well as Favrot’s method for different
values ofσ2

E . Each point is obtained by averaging the LSD scores
over 30 IRs with differentσ2

L andT60 values, while the error bars
depict the standard deviation across these IRs. It can be observed
that the proposed 3P methods yield the most accurate estimates
for the residual echo PSD, especially for large values of σ2

E ,
with the RPE and PLR algorithms yielding similar results. In
contrast, Favrot’s method consistently yields the highest LSD
scores irrespective of the amount of misalignment. This result
again clearly shows the benefit of estimating all three model
parameters when using the proposed methods.

2) Realistic Setting: In this experiment, we use IRs measured
in different rooms (see Table II) to generate the acoustic echo
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Fig. 10. LSD scores obtained using the proposed methods (2P and 3P versions)
and Favrot’s method as a function of σ2

E in the idealistic setting.

Fig. 11. LSD scores obtained using all considered parameter estimation
methods for different rooms.

signal and we consider a slowly converging subband AEC filter
Ĥ , whose coefficients are updated using the subband NLMS
algorithm [21] with a small (fixed) stepsize of 5× 10−3. The
length of the AEC filter is rather short (G = 5, corresponding to
64 ms), covering just the direct path and some early reflections
in the IRs. Near-end speech is present at a signal-to-echo ratio
of 0 dB, while background noise is present at a signal-to-noise
ratio of 40 dB. As already mentioned, the model parameters
are estimated only during periods of near-end speech absence,
i.e., during the first 5 s, and only if the AEC error PSD Φe

is at least 3 dB above the background noise PSD Φv . For this
realistic setting, we compare the LSD, REAseg and SSDRseg

scores between the proposed 3P methods, the simplified 2P
versions and the considered state-of-the-art methods.

Fig. 11 shows the LSD scores obtained using all considered
parameter estimation methods for different rooms. Each point is
obtained by averaging the LSD scores over all IRs in a room, with
the error bars depicting the standard deviation across these IRs.
The rooms have been placed in order of increasing T60 from
left to right. It can be observed that the proposed 3P method
with the RPE algorithm consistently estimates the residual echo
PSD more accurately than all other methods, with the next best
performances delivered by the proposed 3P method with the PLR
algorithm and the two simplified 2P versions. Hänsler’s method,
which uses just a single parameter (coupling factor) to estimate

Fig. 12. Segmental residual echo attenuation (REAseg) vs. segmental speech-
to-speech distortion ratio (SSDRseg) scores obtained using all considered pa-
rameter estimation methods for different rooms.

the complete residual echo PSD, yields the highest LSD scores
for all rooms, which is to be expected, while Favrot’s method
delivers better results with increasing T60.

Fig. 12 shows the REAseg scores plotted against the SSDRseg

scores obtained using all considered methods for all rooms. Each
point is obtained by averaging the segmental metrics across
IRs from all rooms, with the error bars on the x-axis and
y-axis depicting the standard deviations across these IRs. For
comparison, the scores obtained using the perfect residual echo
PSD estimate Φ̂r(k, �) = Φr(k, �) and an over-estimation factor
β = 1 in (12) are also included, which corresponds to the best
possible performance in terms of maximizing both segmental
metrics. It can be observed that both proposed 3P methods as
well as both simplified 2P versions yield the highest SSDRseg

scores (about 5-7 dB better than the other considered methods),
with the 3P methods outperforming the 2P versions in terms of
the REAseg score (about 1–3 dB). In addition, it can be observed
that Favrot’s method yields the highest REAseg score, but the
proposed 3P method with the RPE algorithm clearly outperforms
Favrot’s method in terms of the SSDRseg score. In conclusion, the
proposed 3P method with the RPE algorithm provides the best
performance in terms of maximizing both segmental metrics.

VI. CONCLUSION

In this paper, we assumed the residual echo to consist of
only linear signal components and proposed two signal-based
methods to jointly estimate the PSDs of the ERE and LRE com-
ponents based on parametric models. We proposed to model the
ERE PSD (due to filter misalignment) using a moving average
filter on the PSD of the far-end signal, where we assumed that all
coefficients of the moving average filter are the same (coupling
factor). The LRE PSD (due to under-modeling of the echo path
by the AEC filter) was modeled using a frequently used IIR filter
on the PSD of the far-end signal, described by reverberation
scaling and decay parameters. We proposed to jointly estimate
all three model parameters in online mode using the output error
method by minimizing an MSLE cost function, where the param-
eters are updated simultaneously using either the RPE or PLR
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algorithm. Simulation results using artificially generated IRs
showed that the proposed methods yielded accurate estimates
for the model parameters and the residual echo PSD, with the
RPE algorithm performing better than the PLR algorithm. In ad-
dition, simulation results showed that jointly estimating all three
model parameters is beneficial compared to only estimating the
reverberation scaling and decay parameters, especially for high
amounts of filter misalignment. Finally, simulation results using
measured IRs showed that the proposed method with the RPE
algorithm consistently outperformed all other methods in terms
of PSD estimation accuracy and delivered the best performance
in terms of maximizing the amount of residual echo suppression
while minimizing the amount of near-end speech distortion.

APPENDIX A
ORIGINAL AND MODIFIED VERSIONS OF FAVROT’S METHOD

In the original method in [10], the coupling factor C was
estimated as:

ĈF(k, �) =
E
{
Φ̃y(k, �) · Φ̃xM

(k, �)
}

E
{
Φ̃xM

(k, �) · Φ̃xM
(k, �)

} = Zy
M (k, �), (44)

where Φ̃xM
(k, �) = |XM (k, �)|2 − ΦxM

(k, �) and Φ̃y(k, �) =
|Y (k, �)|2 − Φy(k, �) represent the temporal fluctuations of the
PSDs of the M -sample delayed far-end signal xM (n) = x(n−
M) and the microphone signal y(n), respectively. Here, Zy

M

is used to denote the ratio in (44) computed using the signals
xM and y. The delay M(� N) was chosen so as to align the
far-end signalxwith the microphone signal y, i.e., it corresponds
to the initial peak in the IR, which depends on the distance
between the loudspeaker and the microphone. The decay rate B
was estimated using (44) for two different delays O and O + P :

B̂F(k, �) =

(
Zy
O+P (k, �)

Zy
O(k, �)

)1/κ

, (45)

where O corresponds to the late echo tail (O ≥ N ) and P =
κ · F corresponds to a delay of κ frames.

The modification considered in this paper uses the temporal
fluctuations of the AEC error PSD Φ̃e(k, �) instead of Φ̃y(k, �)
to estimate the parameters B and C:

ĈF(k, �) = Ze
M (k, �)

B̂F(k, �) =

(
Ze
O+P (k, �)

Ze
O(k, �)

)1/κ

. (46)

Additionally, to estimate the parameter A, we use the N -sample
delayed far-end signal xN :

ÂF(k, �) = Ze
N (k, �). (47)

APPENDIX B
COUPLING FACTOR

Since in the time-domain the ERE signal rE(n) is equal to:

rE(n) =

N−1∑
i=0

Δh(i) · x(n− i), (48)

its auto-correlation for lag τ is given as:

arErE (n, n+ τ) = E{rE(n) · rE(n+ τ)}

= E
⎧⎨
⎩

N−1∑
i=0

Δh(i)· x(n−i)·
N−1∑
j=0

Δh(j)· x(n−j + τ)

⎫⎬
⎭

=

N−1∑
i=0

N−1∑
j=0

E{Δh(i) ·Δh(j)} · axx(n−i, n−j + τ),

(49)

where axx denotes the auto-correlation of x. Using (39) and
assuming that the far-end signal x is stationary over a short
period of F samples, with F � N (= G · F ), we can rewrite
(49) as:

arErE (n, n+ τ) = σ2
E ·

N−1∑
i=0

axx(n− i, n− i+ τ),

= σ2
E ·

G−1∑
g=0

F−1∑
f=0

axx(n−g · F−f, n−g · F−f + τ)

≈ σ2
E · F ·

G−1∑
g=0

axx(n− g · F, n− g · F + τ). (50)

Applying the Wiener-Khinchin theorem to (50) yields:

λrE (k, �) = σ2
E · F ·

G−1∑
g=0

λx(k, �− g), (51)

such that comparing (51) with (20) yields:

C = σ2
E · F. (52)
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