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Abstract—A challenge in hearing aids is adaptive feedback con-
trol which often uses an adaptive filter to estimate the feedback
path. This estimate of the feedback path usually results in a bias
due to the correlation between the loudspeaker signal and the in-
coming signal. The prediction error method (PEM) is a popular
method for reducing this bias for adaptive feedback control (AFC)
in hearing aids, providing a significant performance improvement
compared to conventional adaptive feedback control techniques.
However, the PEM-based AFC (PEM-AFC) applications are still
limited to single-microphone single-loudspeaker (SMSL) systems.
This paper investigates the application of the PEM-AFC to a two-
microphone single-loudspeaker hearing aid with detailed theoret-
ical analysis as well as practical experiments. In the proposed
method, PEM-AFC2, we use the two-microphone adaptive feed-
back control (AFC2) method with two microphones and one loud-
speaker. The incoming signals at the two microphones are related
by a relative transfer function (RTF) which is used to predict the
incoming signal at the main microphone. In addition, a prefilter is
employed to prewhiten the loudspeaker and the microphone sig-
nals before the adaptive filter estimates. As a result, the proposed
method obtains a lower bias and a faster tracking rate compared
to the PEM-AFC and the AFC2 method, while still maintaining a
good quality of the incoming signal. A new derivation for optimal
filters in the AFC2 method will also be provided. The performance
of the proposed method is evaluated for speech shaped noise as
incoming signal and with undermodeling the RTF as well as with
perfect modeling the RTF. Moreover, different types of incoming
signals and a sudden change of feedback paths are also consid-
ered. The experimental results show that the proposed approach
yields a significant performance improvement compared to exist-
ing state-of-the-art AFC methods such as the PEM-AFC and the
AFC2.

Index Terms—Adaptive feedback control, prediction error
method, misalignment, added stable gain, AFC2, PEM-AFC2.
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I. INTRODUCTION

H EARING aids (HAs) are subject to acoustic feedback
produced by the loudspeaker signal coupling into the mi-

crophone. The feedback signal is amplified and looped back
into the loudspeaker, forming a closed loop system. This in-
herent part of hearing aids limits their achievable amplification
and decreases the signal quality. Under some circumstances,
this closed feedback loop causes “howling” to the system. The
feedback problem becomes more and more challenging with
an increased demand for open fittings as well as a decrease in
the size of hearing aids. During the last decades many adaptive
feedback control (AFC) methods have been introduced [1]–[3].
In conventional AFC methods using single-microphone single-
loudspeaker (SMSL), an adaptive filter is employed to estimate
the acoustic feedback path. The estimated feedback signal is
computed by using the estimated feedback path, which is then
subtracted from the microphone signal (cf. Fig. 1). However, the
feedback estimate often has a large bias [1], [2], [4] due to the
possible strong correlation between the loudspeaker signal and
the incoming signal, in particular when the incoming signal is
spectrally colored like speech, tones, music, etc. To address the
bias problem, many decorrelation approaches have been intro-
duced for AFC such as inserting a delay [1], [5], using frequency
shifting [6], [7], phase modulation [8], inserting a probe signal
[9]–[12], or employing pre-filters [13], [14]. Among these meth-
ods, the PEM-based AFC (PEM-AFC) appears to be a dominant
method for SMSL hearing aids, both in time domain [14]–[19]
as well as in frequency domain [20]–[23]. The main idea of this
method is to filter the input signals of the adaptive filter by pre-
whitening filters. Thus, the bias in estimation of the feedback
path can be reduced significantly due to the lower correlation
between the incoming and the loudspeaker signals.

Recently, several methods for adaptive feedback control us-
ing multiple microphones and single loudspeaker (MMSL) have
been proposed in the literature for public address (PA) applica-
tions [24], [25] as well as for HA applications [11], [26]–[29].
In those methods, a beamformer was used to reduce the acoustic
feedback. A new approach for adaptive feedback control using
two microphones for hearing aids (AFC2) was introduced in
[30], [31]. In this approach, the first (main) microphone signal
was related to the second microphone signal by a relative transfer
function (RTF). The estimated RTF and the second microphone
signal were employed to estimate an incoming signal. Note that
the second microphone was spatially placed farther away from
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Fig. 1. Conventional AFC model.

the loudspeaker compared to the first microphone such that the
second feedback channel had much weaker coupling. Then the
estimated incoming signal was used to compute the error sig-
nal utilized to control the adaptive filters. By eliminating the
contribution of the incoming signal in the adaptation of adap-
tive filters, a lower bias can be achieved. The AFC2 method
provides a significant improvement compared to the PEM-AFC
regarding maximum stable gain (MSG) and misalignment (MIS)
as well as a stable steady-state solution for varying input signals
[31]. Some variants of the AFC2 method have been studied to
obtain further performance improvement, such as implement-
ing transform domain processing [32], variable step-size affine
projection algorithm [33], proportionate algorithms [34] and
sub-band techniques [35].

In this paper, we first consider the SMSL AFC approaches
such as the conventional AFC method and the PEM-AFC.
Then the MMSL AFC approaches, in particular here the AFC2
method and the proposed method will be mentioned. In fact,
we provide a new derivation for the AFC2 method. This is an
essential work, since we found that there was an inherent math-
ematical problem in the “so-called” optimal solution in [31]. In
addition, we propose to combine the PEM [14] and the AFC2
method, forming a new method called the PEM-AFC2. The
proposed PEM-AFC2 is theoretically analyzed to show that it
obtains a lower bias compared to the AFC2 method due to the
adaptive pre-whitening of the filter’s inputs. Furthermore, we
evaluate the performance of the proposed method in compar-
ison with those of the PEM-AFC and the AFC2 method. The
experimental results show that in fact the PEM-AFC2 achieves
significant misalignment and added stable gain (ASG) improve-
ments compared to the PEM-AFC [14] and the AFC2 method
[30], [31] for music as well as different types of speech as the
incoming signals and with/without a sudden change of feedback
paths. Especially, when the incoming signals are speech shaped
noise (SSN), the proposed method yields a better solution for
both identifications of the feedback path and the relative transfer
function (RTF) compared to the AFC2 method in the case of
undermodeling the RTF. For the case of perfect modeling the
RTF, both the proposed method and the AFC2 method achieve a
unbiased solution for the identification of the RTF and the same
solution for the identification of the feedback path.

Throughout this paper, vectors and matrices are emphasized
using lower and upper letters in bold, respectively. E {.} de-
notes the expectation operation and the superscript T denotes

transposition. The auto-correlation matrix of a vector m, the
cross-correlation matrix between two vectors m and n, and
the cross-correlation vector between a vector m and a scalar
ς are represented by Rm , Rmn and rm ς , respectively, i.e.,
Rm = E

{
mmT

}
, Rmn = E

{
mnT

}
, and rm ς = E {mς}.

The paper is organized as follows. Sections II and III review
the conventional AFC method and the PEM-AFC, respectively.
A new derivation for optimal filters in the AFC2 model is de-
scribed in Section IV-C. Section V theoretically analyses the
proposed PEM-AFC2 in detail. Experimental results are shown
in Section VI. Section VII provides a computational complexity
analysis of the proposed method in comparison with the PEM-
AFC and the AFC2 method. Section VIII concludes the paper.

II. AFC MODEL

Fig. 1 shows a SMSL adaptive feedback control system. For
simplicity, in this paper we assume that all AFC systems are
discrete-time, linear time-invariant and that the incoming signal
is stationary.

The microphone signal consists of two contributions, namely
the incoming signal u (k) and the feedback contribution v (k) =
fT y (k) due to the coupling between the loudspeaker and the
microphone signals, i.e.,

x (k) = u (k) + fT y (k) , (1)

where k is the discrete-time index, and y(k) = [y(k), y(k −
1), . . . , y(k − Lf + 1)]T is a vector of the loudspeaker sig-
nal of length Lf . The filter f = [f0 , f1 , . . . , fLf −1 ]T is the
true feedback path vector of length Lf , which can be repre-
sented as a polynomial transfer function in q, i.e., F (q) = fT q,
where q = [1 q−1 ... q−Lf +1 ]T . In this system, the feed-
back path is first estimated by using an adaptive filter, then
the estimated feedback path is used to compute the estimated
feedback contribution v̂(k) which is subtracted from the micro-
phone signal x(k), producing an error signal e(k). This error
signal is utilized for the adaptive estimate of the feedback path
and computed as

e (k) = x (k) − v̂ (k) , (2)

where v̂(k) = f̂T y(k) is an estimate of the feedback signal with
a Lf̂ -dimensional vector y(k) and f̂ = [f̂0 , f̂1 , . . . , f̂Lf̂ −1 ]T is
the estimated feedback path of length Lf̂ . The loudspeaker sig-
nal is equal to the error signal processed by the forward path
K(q) of the hearing aids, i.e.,

y (k) = K (q) e (k) . (3)

In this paper we assume that K (q) = q−dk |K|, where dk � 1
and |K| represent the delay and the gain in the forward path,
respectively.

We minimize the the cost function J
(
f̂
)

= E
{
e2 (k)

}
with

respect to f̂ , in order to obtain the optimal solution

f̂0 = E
{
y (k)yT (k)

}−1
E {y (k) x (k)} . (4)
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Fig. 2. PEM-AFC model.

By substituting (1) into (4), we achieve [1]

f̂0 = f + R−1
y ryu

︸ ︷︷ ︸
bias

. (5)

It can be seen that the estimate of the feedback path in (5)
includes a bias which depends on the correlation between the
loudspeaker and incoming signals, i.e., the incoming signal be-
haves as a disturbance to the feedback canceler [2].

The optimal weight vector f̂0 is approximated recursively
using the NLMS algorithm as follows

f̂ (k) = f̂ (k − 1) +
μ

yT (k)y (k) + δ
y (k) e (k) , (6)

where μ is a step-size and δ is a small positive value added to
avoid division by zero.

III. PEM-AFC

To reduce the bias in the estimation of the feedback path,
pre-filters are used to pre-whiten the inputs of the adaptive filter
in the PEM-AFC. Fig. 2 depicts an AFC model using the PEM
for a SMSL hearing aid [2], [14], [20]. In the PEM-AFC, the
incoming signal is assumed to be modeled by an auto-regressive
(AR) process, i.e.,

u (k) = G−1 (q) w (k) , (7)

where G−1 (q) is a monic and inversely stable all-pole filter
and w (k) is a white Gaussian noise sequence. The estimated
filter Ĝ (q) of G (q) is used to pre-whiten the loudspeaker and
microphone signals,

xp (k) = Ĝ (q) x (k) , (8)

yp (k) = Ĝ (q) y (k) . (9)

The prediction error signal ep (k) is calculated by subtracting
the pre-whitened estimation of feedback signal from the pre-
whitened microphone signal as

ep (k) = xp (k) − f̂T yp (k) , (10)

where yp(k) = [yp(k), yp(k − 1), . . . , yp(k − Lf̂ + 1)]T is a
Lf̂ -dimensional vector. By minimizing the mean square pre-

diction error, E
{
e2
p (k)

}
, the optimal weight vector for the

Fig. 3. AFC2 model.

estimated feedback path in the PEM-AFC is equal to

f̂0 = E
{
yp (k)yT

p (k)
}−1

E {yp (k) xp (k)} , (11)

f̂0 = f + R−1
yp

ryp up
︸ ︷︷ ︸

bias

, (12)

where up (k) is denoted as

up (k) = Ĝ (q) u (k) . (13)

Substitute (7) and (13) into (12), it can be seen that an unbi-
ased solution for estimation of the feedback path can be achieved
if Ĝ (q) = G (q), the assumption (7) is satisfied and there is at
least one delay in the forward path. Moreover, if the delay in
the forward path is not smaller than the length of AR model
Ĝ (q), both the feedback path F (q) and the AR model Ĝ (q)
can be identified in closed-loop without adding a probe signal
or nonlinearities [2], [14].

For the PEM-AFC, the optimal coefficients f̂0 are recursively
updated as follows

f̂ (k) = f̂ (k − 1) +
μ

yT
p (k)yp (k) + δ

yp (k) ep (k) , (14)

with ep (k) defined in (10).

IV. NEW INSIGHTS INTO AFC2 METHOD

A. AFC2 Model

In this subsection, the structure of the AFC system using
two microphones and one loudspeaker, which was introduced
in [31], is briefly reviewed. Fig. 3 illustrates the AFC2 model,
in which the main microphone is located in the ear canal (Mic1)
and the second microphone (Mic2) is placed behind the ear. The
loudspeaker is placed near the main microphone (Mic1). The
distance between the two microphones needs to be far enough to
ensure that the second feedback signal is more attenuated than
the first feedback signal [30], [31]. Each microphone receives
the incoming signal from the surrounding environment as well
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as a feedback signal, i.e.,

x1 (k) = u1 (k) + fT
1 y (k) , (15)

x2 (k) = u2 (k) + fT
2 y (k) , (16)

where fi = [fi,0 , fi,1 , . . . , fi,Lf −1 ]T with i = 1, 2 is a FIR filter
of length Lf modeling the ith acoustic feedback path; y(k) is the
loudspeaker signal vector of length Lf and ui(k) is the incoming
signal received at the ith microphone. The filter fi is represented
as Fi(q) = fT

i q. Assuming that the incoming signals at the two
microphones are related as

u1 (k) = hT u2 (k) + ξ (k) , (17)

where h = [h0 , h1 , . . . , hLh −1 ]T is the impulse response of the
relative transfer function (RTF) H(q) of length Lh and ξ(k)
is the residual error caused by undermodeling the RTF. We
assume that h is causal due to the positioning arrangement of
the microphones.

The two-microphone method is based on the idea that the
second microphone provides additional information. This infor-
mation is utilized to estimate the first incoming signal u1(k)
which is then subtracted from the error signal e1(k), forming a
new error signal e(k), i.e.,

e (k) = e1 (k) − û1 (k) , (18)

where

e1 (k) = x1 (k) − v̂1 (k)

= u1 (k) +
(
fT
1 − f̂T

1

)
y (k) , (19)

and

û1 (k) = ĥT x2 (k) , (20)

where f̂1 is the estimate of f1 , v̂1(k) = f̂T
1 y(k) is the output

of the feedback canceler, ĥ = [ĥ0 , ĥ1 , . . . , ĥLĥ −1 ]T is a vector

of length Lĥ representing the IR of the FIR filter Ĥ(q) used
to identify H(q), and x2(k) is a Lĥ -dimensional vector de-
noting the second microphone signal, x2(k) = [x2(k), x2(k −
1), . . . , x2(k − Lĥ + 1)]T .

The error signal e(k) is used to control the adaptation pro-
cesses of both F̂1(q) and Ĥ(q), resulting in lower bias terms
[31]. The loudspeaker signal is equal to

y (k) = K (q) e1 (k) . (21)

B. Derivation Problem

In this subsection, the theoretical analysis for the AFC2
method, which was derived in [31], is briefly reviewed. We
show that the “so-called” optimal solution in [31] is in fact not
an optimal solution due to the dependency on ĥ.

By substituting (20), (19), (17), and (16) into (18), we obtain

e (k) =
(
fT
1 − f̂T

1

)
y (k) +

(
hT − ĥT

)
u2 (k)

− fT
2 ĥ

y (k) + ξ (k)

= f
T
1 y (k) + h

T
u2 (k) − fT

2 ĥ
y (k) + ξ (k) , (22)

where f 1 = f1 − f̂1 , h = h − ĥ and f2 ĥ
= [f2 ĥ , 0

, . . . ,

f2 ĥ , L f −1
]T is the coefficient vector of Ĥ(q)F2(q).

Let x(k) = [yT (k) uT
2 (k)]T , z(k) = [yT (k) 0T ]T , and the

vectors a and b be defined as

a =
[
f
T
1 h

T
]T

, (23)

b =
[
fT
2 ĥ

0T
]T

, (24)

where the null vectors have the dimension of Lĥ .
Then the error signal e(k) can be reformulated as

e (k) = aT x (k) − b
T
z (k) + ξ (k) . (25)

Minimizing the cost function J(a) = E{e2(k)} with respect
to a results in the following “so-called” optimal solution

ao =
[
f 1o

ho

]
= R−1

x Rxzb − R−1
x rxξ . (26)

As we can see from (23) and (24), the term ĥ appeared in
both the a and b terms, so that the “so-called” optimal solution
for min

a
{E{e2(k)}} received in (26) was not a correct solution

for a.

C. New Derivation for AFC2 Method

To address the above derivation problem inherited from [31],
we provide a new derivation for the AFC2 in the following.

Considering that ξ(k) is the residual error caused by under-
modeling the RTF (ξ(k) �= 0), we define

ξ (k) = hT
resu2 (k) , (27)

where hres = [0, . . . , 0
︸ ︷︷ ︸

Lh

, hLh
, . . . , hLh f u l l −1 ]T is the impulse re-

sponse of Hres(q). The full RTF has impulse response hfull =
h + hres , where h = [h0 , . . . , hLh −1 , 0, . . . , 0

︸ ︷︷ ︸
Lh f u l l −Lh

]T , Lh f u l l is

the length of hfull . The vector ĥ is now defined as ĥ =
[ĥ0 , . . . , ĥLĥ −1 , 0, . . . , 0

︸ ︷︷ ︸
Lh f u l l −Lĥ

]T with Lĥ = Lh .

In the new derivation the error signal e (k) can be obtained
by substituting (17), (19), and (20) into (18), i.e.,

e (k) = hT u2 (k) + ξ (k) +
(
fT
1 − f̂T

1

)
y (k)

−ĥT x2 (k) , (28)

where u2(k) and x2(k) are defined in a manner analogous to
those described in subsection IV-A but with the length Lh f u l l .

Let a = [̂fT
1 ĥT ]T , b = [fT

1 hT ]T , z1(k) = [yT (k)
xT

2 (k)]T , and z2(k) = [yT (k) uT
2 (k)]T . The cost function is

now defined as

J (a) = E
{
e2 (k)

}

= E
{[

aT z1 (k) − (bT z2 (k) + ξ (k)
)]2}

. (29)
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Minimizing the cost function in (29) with respect to a, we
obtain the optimal solution

ao =
[
f̂1o

ĥo

]
= R−1

z1
Rz1 z2 b + R−1

z1
rz1 ξ . (30)

The derivations for computing the terms R−1
z1

Rz1 z2 b and
R−1

z1
rz1 ξ are outlined in Appendix A. Hence,

R−1
z1

Rz1 z2 b =

[
f1 − f2h

h

]

, (31)

R−1
z1

rz1 ξ =

[
B1

Bh

]

, (32)

where f2h is a coefficient vector of the product H (q) F2 (q) and

Bh = NT ryξ + Qrx2 ξ , (33)

B1 = R−1
y ryξ +

(
Nrx2 ξ − NRx2 yR−1

y ryξ

)
, (34)

with N =−R−1
y Ryx2

(
Rx2 −Rx2 yR−1

y Ryx2

)−1
, Q = (Rx2 −

Rx2 yR−1
y Ryx2 )

−1 .
Therefore, the optimal solution in (30) can be rewritten as

f̂1o
= f1 − f2h + B1 , (35)

ĥo = h + Bh . (36)

For perfect modeling case, ξ (k) = 0, hence ryξ = rx2 ξ = 0.
The (33)–(36) can be reformulated as

Bh = 0, (37)

B1 = 0, (38)

f̂1o
= f1 − f2h , (39)

ĥo = h. (40)

In this case, there is no bias in the estimate of H (q) and the
accuracy in identification of F1 (q) now only depends on the
value of f2h . Thus, if the second feedback path f2 is weak com-
pared to the first feedback path due to their assigned positions,
i.e., f2 ≈ 0, an unbiased estimate may be obtained. In practice,
it’s not possible to have f2 ≈ 0 since the distance between the
loudspeaker and the second microphone could not be too far due
to the small size of a hearing aid. Moreover, ξ (k) is usually not
zero as well.

In the AFC2 method, the optimal weight vectors f̂1o
, ĥo in

(30) are recursively estimated as follows

f̂1 (k) = f̂1 (k − 1) +
μ

yT (k)y (k) + δ
y (k) e (k) , (41)

ĥ (k) = ĥ (k − 1) +
μ

xT
2 (k)x2 (k) + δ

x2 (k) e (k) , (42)

with e (k) defined in (28).

V. PROPOSED PEM-AFC2

The proposed PEM-AFC2 is based on the combination of
two state-of-the-art methods, the PEM-AFC and the AFC2. As a

Fig. 4. PEM-AFC2 model.

result, the proposed method improves the state-of-the-art meth-
ods in terms of a lower bias and a faster tracking rate, while
maintaining a good signal quality for both music and speech
incoming signals. This section provides the theoretical analysis
of the PEM-AFC2 in detail. This analysis is inspired from the
derivation of the PEM-AFC in Section III and the new derivation
of the AFC2 in subsection IV-C. We show that by pre-whitening
the inputs of adaptive filters in the AFC2 method, the bias terms
in the identifications of the feedback channel F1 (q) and the RTF
H (q) can be significantly reduced.

Fig. 4 illustrates the proposed PEM-AFC2 model. We as-
sume that the second incoming signal u2 (k) can be modeled as
follows

u2 (k) = G−1 (q) w (k) , (43)

where w (k) is a zero-mean, white Gaussian noise sequence and
G−1 (q) is a monic and inversely stable all-pole filter.

The loudspeaker and microphone signals are pre-whitened
by Ĝ (q) which is an estimate of G (q), before they are fed
into adaptive filters. The pre-whitened error signal can be
calculated as

ep (k) = e1p (k) − e2p (k) , (44)

where e1p (k) = x1p (k) − F̂1 (q) yp (k) and e2p (k) =
Ĥ (q) x2p (k). The pre-whitened microphone and loudspeaker
signals are defined as

x1p (k) = Ĝ (q) x1 (k) , (45)

x2p (k) = Ĝ (q) x2 (k) , (46)

yp (k) = Ĝ (q) y (k) . (47)

The error signal ep (k) is used to control the adaptive process in
filters F̂1 (q) and Ĥ (q). By substituting (15) and (17) into (45)
we can reformulate the pre-whitened first microphone signal
x1p (k) as follows

x1p (k) = Ĝ (q)
[
u1 (k) + fT

1 y (k)
]

= hT u2p (k) + ξp (k) + fT
1 yp (k) , (48)

where ξp (k) = Ĝ (q) ξ (k).
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Hence, the pre-whitened error signal in (44) can be rewritten
as

ep (k)=hT u2p (k)+ξp (k)+
(
fT
1 − f̂T

1

)
yp (k) − ĥT x2p (k) .

(49)

Assume that the adaptation of Ĝ (q) is decoupled from the
adaptation of F̂1 (q) and Ĥ (q). The cost function for the PEM-
AFC2 is denoted as

J (a) = E
{
e2
p (k)

}

= E
{[

aT z1p (k) − (bT z2p (k) + ξp (k)
)]2}

, (50)

where a, b are defined in a manner analogous to those in
subsection IV-C, and z1p (k) =

[
yT

p (k) xT
2p (k)

]T
, z2p (k) =

[
yT

p (k) uT
2p (k)

]T
.

Minimizing the cost function in (50) with respect to a results
in the optimal solution

ao =

[
f̂1o

ĥo

]

= R−1
z1 p

Rz1 p z2 p
b + R−1

z1 p
rz1 p ξp

. (51)

We derive the terms R−1
z1 p

Rz1 p z2 p
b and R−1

z1 p
rz1 p ξp

in a sim-

ilar way as we have done for R−1
z1

Rz1 z2 b and R−1
z1

rz1 ξ (see
Appendix A), hence

R−1
z1 p

Rz1 p z2 p
b =

[
f1 − f2h

h

]

, (52)

R−1
z1 p

rz1 p ξp
=

[
B̃1

B̃h

]

, (53)

where

B̃h = Ñ
T
ryp ξp

+ Q̃rx2 p ξp
, (54)

B̃1 = R−1
yp

ryp ξp
+
(
Ñrx2 p ξp

− ÑRx2 p yp
R−1

yp
ryp ξp

)
,

(55)

with Q̃ = (Rx2 p
− Rx2 p yp

R−1
yp

Ryp x2 p
)−1 , Ñ = −R−1

yp

Ryp x2 p
Q̃ .

The derivations in Appendix B show that for undermodeling
the RTF we obtain

B̃h = hres , (56)

B̃1 = −R−1
yp

ryp x2 p
hres = −R−1

yp
ryp x2 p

B̃h , (57)

if the condition dk > Lh f u l l − 1 is satisfied.
Hence, the optimal solution in (51) can be reformulated as

f̂1o
= f1 − f2h − R−1

yp
ryp x2 p

hres , (58)

ĥo = h + hres . (59)

For the perfect modeling the RTF, ξ (k) = 0 (i.e., hres = 0),
we obtain

B̃h = Bh = 0, (60)

B̃1 = B1 = 0. (61)

Fig. 5. Amplitude responses of measured feedback paths.

We compare the formula (56) to (33), and see that the pro-
posed PEM-AFC2 results in a better solution for the estimate of
H (q) compared to the AFC2 method when ξ (k) �= 0. In fact, in
that case the bias in the estimation of H (q) is exactly the resid-
ual part hres as expected for the PEM-AFC2, but that estimation
for the AFC2 method depends on a variety of correlations in-
cluding Ry , Rx2 ,Rx2 y , ryξ and rx2 ξ . Similarly, from (57) and
(34) we see that the PEM-AFC2 also achieve a better solution
for the estimation of F1 (q) compared to the AFC2 method.

For the case ξ (k) = 0 the PEM-AFC2 and the AFC2 achieve
the same bias for the estimates of H (q) and F1 (q) as shown in
(60) and (61). In fact, there is no bias for the estimate of H (q)
and the estimate of F1 (q) in this case only depends on the value
of f2h . These conclusions are verified in experimental results
(cf. Section VI) which show that the PEM-AFC2 has much
better performance than the AFC2 for the case undermodeling
the RTF. The reason is that the pre-filters used in the PEM-
AFC2 can reduce the bias terms by pre-whitening the inputs of
adaptive filters. For the perfect modeling the RTF both methods
will converge to the same level with very low steady-state error.

For the PEM-AFC2, the optimal coefficients f̂1o
, ĥo in (51)

are updated using the NLMS algorithm as follows

f̂1 (k) = f̂1 (k − 1) +
μ

yT
p (k)yp (k) + δ

yp (k) ep (k) , (62)

ĥ (k) = ĥ (k − 1) +
μ

xT
2p (k)x2p (k) + δ

x2p (k) ep (k) ,

(63)

with ep (k) defined in (44).

VI. EXPERIMENTAL RESULTS

In simulations, measured feedback paths for the case without
obstacle between loudspeaker and microphones (namely nor-
mal feedback paths) as well as for the case a flat object placed
very close to the ear (namely closest feedback paths) have been
used [31]. Fig. 5 depicts the amplitude responses of the mea-
sured feedback paths. It shows that the closest feedback paths
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have higher amplitudes than the corresponding normal feedback
paths. The normalized misalignment and added stable gain are
used to evaluate the adaptive feedback control methods. The
normalized misalignments for estimating F1 (q) (namely MIS)
and for estimating H (q) (namely MIS_H) are denoted as [20]

MIS = 10 log 10

⎛

⎜
⎝

∫ π

0

∣
∣
∣F1

(
ejω
)− e−jωdf b F̂1

(
ejω
)∣∣
∣
2
dω

∫ π

0 |F1 (ejω )|2 dω

⎞

⎟
⎠ ,

(64)

MIS − H = 10 log 10

⎛

⎜
⎝

∫ π

0

∣
∣
∣H
(
ejω
)− Ĥ

(
ejω
)∣∣
∣
2
dω

∫ π

0 |H (ejω )|2 dω

⎞

⎟
⎠ ,

(65)

and the added stable gain is calculated as [20], [36]

ASG = 10 log 10

⎛

⎜
⎝min

ω

1
∣
∣
∣F1 (ejω ) − e−jωdf b F̂1 (ejω )

∣
∣
∣
2

⎞

⎟
⎠

−10 log 10

(
min

ω

1
|F1 (ejω )|2

)
, (66)

where df b is a delay in the feedback canceler’s path; F1
(
ejω
)

and F̂1
(
ejω
)

are frequency responses of the true and the esti-
mated feedback paths at the normalized angular frequency ω,
respectively. We choose the following parameters for all sim-
ulations: the delay in the forward path dk = 32 samples, the
gain in the forward path |K| = 30 dB, the delay in the feed-
back canceler’s path df b = 16 samples, the sampling frequency
fs = 16 kHz and δ = 10−6 . The lengths of the true and esti-
mated feedback paths are Lf = 38 and Lf̂ = 22, respectively.
The length Lh = Lĥ = 10 and Lh f u l l = 20 are chosen. For all
AFC methods using two microphones, the same step-sizes are
chosen to update both adaptive filters F̂1 (q) and Ĥ (q).

Scenario 1: in this scenario, we use synthesized SSN as the
second incoming signal to verify the theoretical analyses for the
cases of undermodeling and perfect modeling the RTF. This SSN
is generated by passing a white Gaussian noise (WGN) sequence
through an all-pole filter G−1 (q) with the filter order of 20. The
linear prediction coefficients of G−1 (q) are computed by using
the autocorrelation method. The input of the autocorrelation
method is clean speech which is constructed by concatenating
26 sentences spoken by 4 different speakers from the TIMIT
database [37]. P synthesized SSN signals are produced by using
P random WGN sequences as the input of the all-pole filter
G−1 (q). For each compared AFC method, we run simulation P
times for P different synthesized SSN signals. Then we compute
the mean misalignments for MIS (Mean MIS) and for MIS_H

Fig. 6. Performance of the AFC2 and PEM-AFC2 with normal feedback
paths for undermodeling case (ξ (k) �= 0), SSNs are incoming signals, a) mean
of MIS_H for 10 generated SSNs, b) mean of MIS for 10 generated SSNs.

(Mean MIS_H), respectively, i.e.,

Mean MIS =
1
P

P∑

i=1

MISi , (67)

Mean MIS − H =
1
P

P∑

i=1

(MIS − H)i , (68)

where P is the number of simulation times, MISi and
(MIS − H)i are the normalized misalignments for estimating
F1 (q) and for estimating H (q) with the ith SSN as the incom-
ing signal, respectively. MISi and (MIS − H)i are calculated
in a similar way to (64) and (65), respectively. Here P = 10
and the normal feedback paths are selected. In this scenario,
the actual H (q) is a random white Gaussian sequence with
full length of 20 and a standard deviation of 0.01. Ten random
H (q) are generated corresponding to 10 synthesized SSN sig-
nals. For the PEM-AFC2 the pre-filter Ĝ (q) is chosen such that
Ĝ (q) = G (q).

Fig. 6 depicts the performance of the AFC2 method and the
PEM-AFC2 for the case of undermodeling the RTF (ξ (k) �= 0).
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Fig. 7. Performance of the AFC2 and PEM-AFC2 with normal feedback paths
for perfect modeling (ξ (k) = 0), SSNs are incoming signals, a) mean of MIS_H
for 10 generated SSNs, b) mean of MIS for 10 generated SSNs.

The same step-sizes μ = 0.001 are selected for both methods.
We can see that the PEM-AFC2 has much lower Mean MIS
and Mean MIS_H corresponding to significantly lower bias in
both estimates of F1 (q) and H (q) compared to the AFC2. In
fact, the PEM-AFC2 provides more than 15 dB lower Mean
MIS_H and approximately 10 dB lower Mean MIS. Moreover,
the PEM-AFC2 converges faster than the AFC2 method.

Fig. 7 illustrates the performance of the AFC2 method and the
PEM-AFC2 for the case of perfect modeling the RTF (ξ (k) =
0). To increase convergence rate we choose step-size μ = 0.005
for both methods. Both the AFC2 and the proposed method
yield a similar level of Mean MIS_H which reaches to −110 dB
when the system converges. This result is consistent with the
theoretical analyses in (60), which proves that there is no bias
in the estimate of H (q). Fig. 7(b) shows that both mentioned
methods reach to the same level of Mean MIS when the system
converges. This result is also consistent with the theoretical
analyses in (61) which show that both methods obtain the same
bias for the estimate of F1 (q). The Mean MIS for both methods
can reach up to -45 dB, which is much higher than Mean MIS_H.

The reason is that the bias in the estimate of F1 (q) is now
decided by the term f2h .

In the following scenario 2 and scenario 3, we evaluate the
performance of the PEM-AFC2 in comparison with the PEM-
AFC and the AFC2 for real speech sequences as the incoming
signals. The incoming signals are recorded using two micro-
phones which are designed as in [31]. The speech sources are
constructed by using 30 IEEE sentences spoken by 3 male and
3 female speakers from NOIZEUS database [38]. In particular,
the concatenated speech signal is generated by concatenating
all 30 IEEE sentences together. The male speech signal and the
female speech signal are produced by concatenating 15 male
speech sentences and 15 female sentences, respectively. To ob-
tain the incoming signals of 80 s length the male speech signal
and the female speech signal are repeated several times and
then truncated after 80 s. We select the step-sizes for all AFC
methods such that they provide a similar initial convergence
rate. For example, the step size μ = 0.001 is selected for the
AFC2 method, whereas μ = 0.0005 is used for both the PEM-
AFC and the PEM-AFC2. In all AFC methods using the PEM, a
20-order AR model of the incoming signal is computed for every
frame of 160 samples by using the Levinson-Durbin algorithm
[39]. To evaluate the quality of the speech signal the perceptual
evaluation of speech quality (PESQ) [38] is used. For the PESQ
measures, we choose the incoming signal u1 (k) as the refer-
ence and the error signal e1 (k) as the test signal. The average
misalignment (MIS) and average added stable gain (ASG) are
also computed over whole 80 s (i.e., 1280000 samples) of each
realization.

Scenario 2: in this scenario, the feedback paths are nor-
mal feedback paths and the incoming signals are concatenated
speech.

Fig. 8 depicts the performance of all considered AFC methods
for the second scenario. It can be seen that the AFC2 method
outperforms the PEM-AFC and the PEM-AFC2 outperforms
the AFC2 method. The variation of the normalized MIS and
ASG values over time in case of the PEM-AFC may come from
the model mismatch between G (q) and Ĝ (q), whereas in the
AFC2 method it may come from the model mismatch between
the true H (q) and the estimated Ĥ (q). That variation in the
PEM-AFC2 method may be caused by both above reasons.

Table I shows that all considered AFC methods achieve high
perceptual speech quality. The PESQ scores of the AFC2 and the
PEM-AFC2 are similar but higher than that of the PEM-AFC.
Moreover, the proposed PEM-AFC2 provides much better aver-
age misalignment (MIS) and average added stable gain (ASG),
for instance, approximately 6.4 dB MIS gain and 7.3 dB ASG
gain compared to the PEM-AFC, 2.6 dB MIS gain and 2.3 dB
ASG gain compared to the AFC2 method.

We also measure the PESQ of the HA without using control
algorithm, PESQ = 3.61. It demonstrates that the PEM-AFC,
the AFC2 method and the PEM-AFC2 provide an improvement
of 0.82, 0.87 and 0.86 scores in PESQ compared to the case
without control algorithm, respectively. The comparable PESQ
scores among three considered AFC methods are expected due
to the fact that the maximum stable gain of the system without
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Fig. 8. Performance of the PEM-AFC, AFC2 and PEM-AFC2 with nor-
mal feedback paths, concatenated speech incoming signals. (a) Misalignment.
(b) Added Stable Gain.

feedback cancellation is approximately 27–29 dB (the maxi-
mum of F1 in Fig. 5). With the applied forward path gain of
30 dB, the system is approximately 3 dB overcritical. Hence,
once the ASG is larger than approximately 5–6 dB, there will be
almost no audible artifacts. Since all considered AFC methods
reach this point of 5–6 dB ASG after a very similar time pe-
riod (approximately 2–3 s) and only this period will contribute
distortions that may make a difference in the PESQ scores, the
PESQ scores are quite similar among those methods.

To statistically evaluate the differences in the PESQ among
compared AFC methods, we repeat the same experiment for 9
different incoming signals which are produced by concatenating
30 IEEE speech sentences extracted from NOIZEUS database
with different order. We use a one-way analysis of variance
(ANOVA) to calculate the mean value and the 95 percent con-
fidence interval (CI) over ten above PESQ measures (including
the first measure as shown in Table I) for each AFC method.
The results are {3.616, [3.609, 3.622]}, {4.418, [4.412, 4.425]},
{4.481, [4.474, 4.487]} and {4.458, [4.451, 4.464]} for the HA

TABLE I
EVALUATE PERFORMANCE OF PEM-AFC, AFC2, PEM-AFC2 FOR

CONCATENATED SPEECH INCOMING SIGNALS, NORMAL FEEDBACK PATHS

AFC methods P ESQ MIS ASG

PEM-AFC 4.43 −11.42 11.69
AFC2 4.48 −15.23 16.67
PEM-AFC2 4.47 −17.86 19.03

without using control algorithm, the PEM-AFC, the AFC2
method, and the PEM-AFC2, respectively, where the first term
in the parenthesis indicates the mean value and the second term
(bounded by square brackets) indicates the lower and upper
limits for 95 percent CIs for the mean. It can be seen that the
95 percent CIs of all mentioned AFC methods are not over-
lapped. Hence, the mean PESQ is significantly different across
measures using those AFC methods. To determine which AFC
methods make a difference in the PESQ, we perform a multiple
comparison test using the Bonferroni method. The test shows
that all obtained p-values are smaller than 0.05, i.e., the mean
PESQ measures of all mentioned AFC methods significantly
differ across all AFC methods.

Scenario 3: in the third scenario, the feedback paths have
been changed from the normal to the closest feedback paths
in the middle of simulation time. The performance of the pro-
posed method is evaluated for three types of incoming signals,
including concatenated speech, male speech and female speech.

From Figs. 9–11 we observe that the proposed PEM-AFC2
outperforms the PEM-AFC, even when the feedback paths sud-
denly change after 40 s. It also outperforms the AFC2 method for
the normal feedback paths as well as provides lower misalign-
ment and higher added stable gain for the closest feedback paths.
Especially, the PEM-AFC2 can track the change of the channels
much quicker than both the PEM-AFC and the AFC2 method.
In particular, in the first 2 seconds after the change of the feed-
back paths, the proposed method achieves approximately 3 dB
improvement in normalized misalignment compared to the two
remaining methods when the incoming signals are male speech.
For both cases that concatenated speech and female speech are
used as the incoming signals, those improvements are approxi-
mately 5 dB and 3 dB, respectively, compared to the PEM-AFC
and the AFC2 method.

We recognize that both the AFC2 and PEM-AFC2 obtain less
improvement on MIS and ASG for the closest feedback paths
than for the normal feedback paths because now the second
feedback paths (corresponding to the closest feedback paths)
are strong, i.e., the value of term f2h is large, leading to a large
bias in the estimation of the feedback path. These results match
well with the theoretical analysis.

Table II summarizes the experimental results of PESQ, av-
erage MIS and average ASG for all considered AFC methods.
The MIS1 and ASG1 present the average MIS and average
ASG before the feedback paths change, whereas the MIS2 and
ASG2 are those values after the change. All methods have PESQ
scores larger than 4.4. However, the PEM-AFC2 obtains about
5.6–6.5 dB MIS 1 gain and 5.6–8.0 dB ASG 1 gain compared
to the PEM-AFC as well as approximately 2.7 dB MIS 1 gain
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Fig. 9. Performance of the PEM-AFC, AFC2 and PEM-AFC2 with a sudden
change of feedback paths from normal to closest feedback paths after 40 s,
concatenated speech incoming signal. (a) Misalignment. (b) Added Stable Gain.

and 2.5–3.8 dB ASG 1 gain compared to the AFC2 method.
After the feedback paths change, the PEM-AFC2 achieves ap-
proximately 2.7–3.8 dB MIS 2 gain and 2.8–5.0 dB ASG 2
gain compared to the PEM-AFC as well as approximately 2 dB
MIS 2 gain and 1 dB ASG 2 gain compared to the AFC2
method.

Scenario 4: in this scenario, we evaluate the proposed PEM-
AFC2 with music as the incoming signal and with a sudden
change of the feedback paths after 40 s. The song ”Imagine” by
John Lennon is selected as the music signal. The same setup that
is used in the scenario 3 is chosen, except a 51-order AR model
of the incoming signal is selected. Since the music incoming
signal is harder to be modeled than the speech incoming signal
[40], a higher order is selected for the AR model in order to
improve the modeling accuracy, resulting in an improved system
performance. Furthermore, we utilize the perceptual evaluation
of audio quality (PEAQ) measure [41] to evaluate the quality
of the music signal. For the PEAQ measures, we also choose

Fig. 10. Performance of the PEM-AFC, AFC2 and PEM-AFC2 with a sudden
change of feedback paths from normal to closest feedback paths after 40 s, male
speech incoming signal. (a) Misalignment. (b) Added Stable Gain.

the incoming signal u1 (k) as the reference and the error signal
e1 (k) as the test signal.

Fig. 12 demonstrates the performance of the proposed method
in comparison with the PEM and the AFC2 method for this
scenario. It can be seen that the PEM-AFC2 outperforms the
two other mentioned methods not only before the feedback
paths change, but also after the change. Although the proposed
method yields large variations after a sudden change of the
feedback paths due to the larger mismatch in modeling the
music incoming signal in this situation, it still provides lower
misalignment, higher ASG, and quicker tracking rate than the
PEM and the AFC2 method.

Table III compares the average MIS and the average ASG
of three mentioned AFC methods before and after the feedback
paths change. It shows that the proposed PEM-AFC2 achieves
approximately 7 dB gain compared to two remaining AFC meth-
ods before the change and 5 dB gain compared to the PEM-AFC,
2 dB gain compared to the AFC2 method after the change.
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Fig. 11. Performance of the PEM-AFC, AFC2 and PEM-AFC2 with a sudden
change of feedback paths from normal to closest feedback paths after 40 s,
female speech incoming signal. (a) Misalignment. (b) Added Stable Gain.

TABLE II
EVALUATE PERFORMANCE OF PEM-AFC, AFC2, PEM-AFC2 FOR DIFFERENT

TYPES OF SPEECH AS THE INCOMING SIGNALS, FEEDBACK PATHS CHANGE

FROM NORMAL TO CLOSEST FEEDBACK PATHS AFTER 40 S

AFC
methods

Incoming
signals

PESQ MIS1 ASG1 MIS2 ASG2

PEM-AFC Male speech 4.45 −11.05 11.86 −13.23 14.23
AFC2 4.48 −13.95 14.91 −14.16 15.92
PEM-AFC2 4.47 −16.69 17.51 −15.95 17.01

PEM-AFC Female
speech

4.39 −10.69 10.62 −12.31 11.91

AFC2 4.47 −14.47 14.79 −14.18 15.73
PEM-AFC2 4.46 −17.21 18.59 −16.14 16.87

PEM-AFC Concatenated
speech

4.43 −10.86 10.87 −13.07 13.90

AFC2 4.48 −14.28 15.60 −14.56 16.72
PEM-AFC2 4.47 −17.00 18.11 −16.43 17.65

Fig. 12. Performance of the PEM-AFC, AFC2 and PEM-AFC2 with a sudden
change of feedback paths from normal to closest feedback paths after 40 s, music
as the incoming signal. (a) Misalignment. (b) Added Stable Gain.

TABLE III
EVALUATE AVERAGE MIS AND AVERAGE ASG OF PEM-AFC, AFC2,
PEM-AFC2 FOR MUSIC AS THE INCOMING SIGNAL, FEEDBACK PATHS

CHANGE FROM NORMAL TO CLOSEST FEEDBACK PATHS AFTER 40 S

AFC methods MIS1 ASG1 MIS2 ASG2

PEM-AFC −5.99 6.54 −8.10 9.45
AFC2 −5.30 5.82 −11.16 11.95
PEM-AFC2 −13.05 13.73 −13.43 14.35

Table IV evaluates the signal quality of those AFC methods
using PEAQ measures. It shows that three AFC methods have
the same PEAQ scores for the initial convergence phase (0 s–5 s).
The reason is that the step-sizes are selected such that all the
AFC methods have the same initial convergence. However, for
the first convergence phase (30 s–35 s), i.e., before the change
of the feedback paths, the proposed method obtains the PEAQ
score of −0.59 corresponding to a very good signal quality
(almost imperceptible), whereas the PEM-AFC and the AFC2
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TABLE IV
EVALUATE PEAQ MEASURES OF PEM-AFC, AFC2, PEM-AFC2 FOR MUSIC

AS THE INCOMING SIGNAL, FEEDBACK PATHS CHANGE FROM NORMAL TO

CLOSEST FEEDBACK PATHS AFTER 40 S

AFC
methods

PEAQ
(0 s–5 s)

PEAQ
(30 s–35 s)

PEAQ
(38 s–43 s)

PEAQ
(70 s–75 s)

PEM-AFC −2.20 −2.18 −2.11 −2.17
AFC2 −2.20 −2.20 −2.20 −1.61
PEM-AFC2 −2.20 −0.59 −0.10 −0.14

TABLE V
COMPUTATIONAL COMPLEXITY PER OUTPUT SAMPLE

AFC methods Computational complexity #

PEM-AFC
5P 2

0 +2LP 0 +P 0
2L + 2P0 + 3Lf̂ + 2 134

AFC2 3
(
Lf̂ + Lĥ

)
+ 4 100

PEM-AFC2
5P 2

0 +2LP 0 +P 0
2L + 3P0 + 3

(
Lf̂ + Lĥ

)
+ 4 186

A numerical value is given for P0 = 20, L = 160, Lf̂ = 22, and Lĥ = 10.

method get the PEAQ score approximately −2 corresponding
to a moderate signal quality (slightly annoying). Similar results
are achieved for the re-convergence phase (38 s–43 s). During
the second convergence phase (70 s–75 s), i.e., after the change
of the feedback paths, the PEAQ score of the AFC2 method and
the PEM are −1.61 (between perceptible but not annoying and
slightly annoying), and −2.17 (slightly annoying), respectively.
However, the PEAQ score of the proposed method in this case
is −0.1 (almost imperceptible). Overall, the proposed method
provides better signal quality than two remaining methods for
music incoming signal.

VII. COMPUTATIONAL COMPLEXITY

In this section, we provide a computational complexity com-
parison among the proposed PEM-AFC2, the PEM-AFC and
the AFC2 methods. Table V summarizes the number of real
multiplications per output sample [42] for the three considered
AFC methods, where we assume that a real mutiplication and
a real division have equal complexity. Generally, the proposed
method has a larger computational complexity than either the
PEM-AFC or the AFC2 method. In the PEM-AFC2 method
Ĥ (q) as well as the LPC coefficients need to be estimated,
whereas in the AFC2 method only the Ĥ (q) needs to be esti-
mated and in the PEM-AFC method only the LPC coefficients
need to be estimated. In particular, the computational complex-
ity for estimating the LPC coefficients using the autocorrelation

matrix and the Levinson-Durbin algorithm is 5P 2
0 +2LP0 +P0

2L mu-
tiplications, where P0 is the AR-model order and L is the frame
length. In addition, the pre-whitened signal at the output of each
pre-filter is computed using P0 mutiplications. The complexity
for estimating the adaptive filter coefficients using NLMS al-
gorithm is 3n + 2 mutiplications, where n is the adaptive filter
order [43].

VIII. CONCLUSION

In this paper, a new derivation for optimal filters in the AFC2
method, which provides an actual optimal solution to the prob-
lem stated in [31], has been developed. Moreover, to further
reduce the bias we have proposed the PEM-AFC2 which used
pre-filters to pre-whiten the input signals of adaptive filters for
the adaptive feedback control in the two-microphone hearing
aids. The PEM-AFC2 has been theoretically analyzed and we
found that an improved solution for the identifications of the
feedback path F1 (q) as well as the RTF H (q) compared to
the PEM-AFC and the AFC2 method was obtained when the
PEM has been applied for the AFC2 method. The experimen-
tal results with correct assumptions match perfectly with the
theoretical analyses for both undermodeling the RTF as well
as perfect modeling the RTF. Furthermore, the experimental re-
sults also show that the proposed PEM-AFC2 yields a significant
performance improvement in terms of MIS and ASG compared
to other state-of-the-art methods such as the PEM-AFC or the
AFC2 for music and different types of speech incoming signals
as well as with a sudden change of the feedback paths. It also
obtains as good signal quality as the two compared methods
for speech incoming signals, but better signal quality for music
incoming signals. In addition, the PEM-AFC2 converges faster
and can track the sudden change of the feedback paths quicker
than the PEM-AFC as well as the AFC2 method.

APPENDIX A
FIRST APPENDIX

The following derivations show how to compute the terms
R−1

z1
Rz1 z2 b and R−1

z1
rz1 ξ in subsection IV-C.

Firstly, the auto-correlation matrix Rz1 and the cross-
correlation matrix Rz1 z2 can be computed as

Rz1 =

[
Ry Ryx2

Rx2 y Rx2

]

(A.1)

and

Rz1 z2 =

[
Ry Ryu2

Rx2 y Rx2 u2

]

. (A.2)

Hence,

R−1
z1

=

[
M N

NT Q

]

(A.3)

where Q =
(
Rx2 − Rx2 yR−1

y Ryx2

)−1
, N = −R−1

y Ryx2(
Rx2 − Rx2 yR−1

y Ryx2

)−1 = −R−1
y Ryx2 Q and

M = R−1
y − NRx2 yR−1

y .
Then, we compute

Rz1 z2 b =

[
Ry Ryu2

Rx2 y Rx2 u2

][
f1
h

]

=

[
Ryf1 + Ryu2 h

Rx2 yf1 + Rx2 u2 h

]

. (A.4)
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Let X = Ryf1 + Ryu2 h and Y = Rx2 yf1 + Rx2 u2 h, we
obtain

R−1
z1

Rz1 z2 b =

[
M N

NT Q

][
X

Y

]

=

[
MX + NY

NT X + QY

]

. (A.5)

However,

MX + NY = f1 + R−1
y Ryu2 h − NRx2 yR−1

y Ryu2 h

+NRx2 u2 h, (A.6)

and

NT X + QY = Q
(
Rx2 u2 h − Rx2 yR−1

y Ryu2 h
)
, (A.7)

due to RT
y = Ry , RT

x2
= Rx2 , QT = Q.

We reformulate (16) as

u2 = x2 − F2 (q) y, (A.8)

then multiply H (q) with both sides of that equation, i.e.,

H (q)u2 = H (q) x2 − H (q) F2 (q) y,

or

hT u2 = hT x2 − fT
2h

y, (A.9)

where f2h is a coefficient vector of H (q) F2 (q). Computing the
expectation of the vector x2 with each side of (A.9) yields

E
{
x2
[
hT u2

]T }
= E

{
x2
[
hT x2 (k) − fT

2h
y
]T }

,

Rx2 u2 h = Rx2 h − Rx2 yf2h . (A.10)

Similarly, we obtain

E
{
y
[
hT u2

]T }
= E

{
y
[
hT x2 − fT

2h
y
]T }

,

Ryu2 h = Ryx2
h − Ryf2h . (A.11)

By substituting (A.10) and (A.11) into (A.6) and (A.7), we
achieve

MX + NY = f1 − f2h , (A.12)

NT X + QY = h. (A.13)

Moreover,

R−1
z1

rz1 ξ =

[
M N

NT Q

][
ryξ

rx2 ξ

]

=

[
Mryξ + Nrx2 ξ

NT ryξ + Qrx2 ξ

]

=

[
B1

Bh

]

, (A.14)

where

B1 = Mryξ + Nrx2 ξ , (A.15)

Bh = NT ryξ + Qrx2 ξ . (A.16)

APPENDIX B
SECOND APPENDIX

This appendix provides proofs for the equality in (56) and
(57). Due to the assumption in (43) and if Ĝ (q) = G (q),
we obtain u2p (k) = Ĝ (q) G−1 (q) w (k) = w (k). Thus the
cross-correlation between the whitened loudspeaker signal vec-
tor yp (k) and the whitened second incoming signal vector
u2p (k) = w (k) is zero if the condition dk > Lĥ − 1 is ful-
filled, i.e.,

Ryp u2 p
= E

{
yp (k)uT

2p (k)
}

= E
{
yp (k)wT (k)

}
= 0. (B.1)

Moreover, from (16) and (46), we obtain x2p (k) = w (k) +
F2 (q) yp (k). Hence,

Rx2 p u2 p
= E

{
x2p (k)uT

2p (k)
}

= E
{
x2p (k)wT (k)

}
= Rw . (B.2)

By using the pre-filter Ĝ (q) in the PEM-AFC2 model,
the (A.10), (A.11) in Appendix A can be reformulated as
follows

Rwh = Rx2 p
h − Rx2 p yp

f2h , (B.3)

Ryp u2 p
h = Ryp x2 p

h − Ryp
f2h . (B.4)

By substituting (B.1) and (B.2) into (B.3) and (B.4), we obtain
(
Rx2 p

− Rw
)
h = Rx2 p yp

f2h ,

Ryp x2 p
h = Ryp

f2h .

Hence,

h =
(
Rx2 p

− Rw
)−1

Rx2 p yp
f2h , (B.5)

f2h = R−1
yp

Ryp x2 p
h. (B.6)

Moreover, substituting (B.6) into (B.5) yields

h =
(
Rx2 p

− Rw
)−1

Rx2 p yp
R−1

yp
Ryp x2 p

h,

leading to

(
Rx2 p

− Rw
)−1

Rx2 p yp
R−1

yp
Ryp x2 p

= I,

where I is the (Lh × Lh ) identity matrix.
As a result,

Rx2 p
− Rw = Rx2 p yp

R−1
yp

Ryp x2 p
. (B.7)

Furthermore, we also have RT
yp

= Ryp
, RT

x2 p
=

Rx2 p
, Q̃

T
= Q̃.

From the (B.7) and the definitions of Q̃ and Ñ in Section V
we obtain

Q̃ = R−1
w , (B.8)

Ñ = −R−1
yp

Ryp x2 p
R−1

w (B.9)

.



922 IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 26, NO. 5, MAY 2018

If the RTF is undermodeled (ξ (k) �= 0), we rewrite ξp (k) as
follows

ξp (k) = hT
resu2p (k)

= hT
resw (k) . (B.10)

The cross-correlations ryp ξp
and rx2 p ξp

are calculated as

ryp ξp
= Ryp whres = 0, (B.11)

rx2 p ξp
= rwξp

= Rwhres , (B.12)

due to Ryp w = 0 if dk > Lh f u l l − 1. By substituting (B.11),
(B.12) and (B.8), (B.9) into (54) and (55) we achieve

B̃h = hres , (B.13)

B̃1 = −R−1
yp

Ryp x2 p
hres . (B.14)

For perfect modeling case, ξ (k) = 0, i.e., hres = 0, we
obtain

B̃h = 0, (B.15)

B̃1 = 0. (B.16)
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