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Abstract—Reduction of late reverberation can be achieved us-
ing spatio-spectral filters, such as the multichannel Wiener filter. To
compute this filter, an estimate of the late reverberation power spec-
tral density (PSD) is required. In recent years, a multitude of late
reverberation PSD estimators have been proposed. In this paper,
these estimators are categorized into several classes, their relations
and differences are discussed, and a comprehensive experimental
comparison is provided. To compare their performance, simula-
tions in controlled as well as practical scenarios are conducted.
It is shown that a common weakness of spatial coherence-based
estimators is their performance in high direct-to-diffuse ratio con-
ditions. To mitigate this problem, a correction method is proposed
and evaluated. It is shown that the proposed correction method
can decrease the speech distortion without significantly affecting
the reverberation reduction.

Index Terms—Dereverberation, speech enhancement, array pro-
cessing, power spectral density estimation, diffuse sound.

I. INTRODUCTION

S TRONG room reverberation and interfering noise can im-
pair the intelligibility of speech in communication scenar-

ios such as mobile phones, conferencing systems, smart TVs,
hearing aids, but also decrease the performance of automatic
speech recognition systems [1], [2].
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Many methods for dereverberation exist, including blind
channel identification [3]–[5] and inverse filtering [6]–[8], mul-
tichannel linear prediction [9]–[12], modification of the linear
prediction residual [13], [14], spectral suppression [15]–[17],
or spatio-spectral filtering [18]. The multichannel Wiener fil-
ter (MWF) and related beamformer-postfilter systems, which
reside in the class of spatio-spectral filtering techniques, have
been widely used for joint reverberation and noise reduction
[19]–[24]. Due to its low complexity, high robustness in prac-
tice and direct integration into other speech enhancement sys-
tems, the MWF is very popular in practical systems. The MWF
is typically derived in the short-time Fourier transform (STFT)
domain assuming a narrowband signal model. The Wiener filter
requires estimates of the second-order statistics of the desired
and undesired signal components, where the accuracy of these
estimates determines the performance of the MWF. When focus-
ing on dereverberation, the late reverberation is often modeled
in the STFT domain as an additive diffuse sound field with a
time-varying power spectral density (PSD) and a time-invariant
spatial coherence. In the following we refer to this model as the
spatial coherence model. As the diffuse spatial coherence can be
calculated analytically for known microphone array geometries,
the remaining challenge is to obtain an accurate estimate of the
late reverberation PSD, which directly affects the performance
of the MWF and hence the quality of the dereverberated sig-
nal. As the late reverberation PSD is highly time-varying, it is
challenging to obtain an accurate estimate.

To the best of our knowledge, the first multichannel meth-
ods to estimate the late reverberation PSD were proposed in
[25], [26], whereas an explicit spatial coherence model was first
used to estimate the coherent-to-diffuse ratio (CDR) in [27]–
[29]. Although not in the context of dereverberation, methods
to estimate the direct sound PSD in a diffuse noise field [30],
or the diffuse sound PSD [31]–[34] have been proposed. In the
past years, a multitude of estimators for the late reverberation
or diffuse sound PSD have been developed assuming that the
sound field can be described by the direct sound propagating as
a plane wave in a time-varying diffuse field and additive station-
ary noise. Nevertheless, also temporal reverberation models can
be exploited. Existing late reverberation PSD estimators can be
divided into four classes, where the first three classes use the
spatial coherence reverberation model. The first two classes are
direct PSD estimators, whereas the third class comprises indi-
rect PSD estimators, which require an additional step to obtain
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the reverberation PSD. In contrast to the first three classes, the
fourth class is based on temporal reverberation models.

Estimators in the first class model the reverberation as a dif-
fuse sound field with known spatial coherence and block the
direct sound utilizing direction of arrival (DOA) information.
This simplifies the estimation procedure, since the resulting (in
some methods multiple) signals after the blocking operation
contain only filtered diffuse sound and noise. In [21], the er-
ror PSD matrix of the blocking output signals is minimized,
whereas in [24] and [35], maximum likelihood (ML) estima-
tors are derived given the blocked, or blocked and additionally
filtered, signals. In [35] the solution is obtained using the New-
ton method, whereas in [24] the solution is obtained by a root
finding procedure. Thiergart et. al. [36–37] developed several
spatial filters to extract the diffuse sound while blocking the
direct sound. In [36] a spatial filter is derived that maximizes
the diffuse-to-noise ratio (DNR) at its output, while in [37] a
linearly constrained minimum variance (LCMV) beamformer is
proposed with a novel constraint set to block the direct sound
and to extract the diffuse sound.

The spatial coherence-based estimators in the second class
use no blocking of the direct sound, therefore the unknown
PSDs of direct sound and reverberation have to be estimated
jointly. In [38] a closed-form ML estimator for the direct sound
and reverberation PSDs is presented without taking additive
noise into consideration. The method presented in [39] obtains
the ML estimator of the direct and reverberation PSDs using
the Newton method. In [40], a batch expectation-maximization
(EM) algorithm to estimate the direct and reverberation PSDs
in the ML sense is presented, where unlike in all other methods
considered in this paper, this method also estimates the spatial
coherence matrix of the reverberation. In [41], the direct and
reverberation PSDs are estimated jointly in the least-squares
sense by minimizing the Frobenius norm of an error matrix.

Estimators in the third class are considered as indirect PSD
estimators based on the spatial coherence model, assuming that
the reverberation is diffuse: Rather than estimating the diffuse
PSD directly, an estimate can be obtained by first estimating
the CDR and then to estimate the diffuse PSD. To limit the
number of algorithms under test, we constrain ourselves to the
best performing CDR estimator reported in [42].

Estimators in the fourth class utilize temporal models to de-
scribe the reverberation, and make no assumption on the spatial
coherence. In this class, the reverberation is described either
using Polack’s model [15], [16], or using a narrowband mov-
ing average model [43]. However, when the estimated late re-
verberation PSD is used in the MWF for dereverberation, an
assumption on the spatial coherence of the late reverberation is
required.

The reverberation PSD estimators in these four classes can be
used equivalently in the MWF or similar beamformer-postfilter
systems [22] for dereverberation. However, the properties and
the performance of this large variety of PSD estimators are
unclear and have never been compared in a unified framework.
In this paper, we provide an overview and comparison of the
current state-of-the-art reverberation PSD estimators. The ob-
tained results provide a guideline for choosing an estimator for a

specific use-case, and reveal strengths and weaknesses of exist-
ing estimators that can drive further research and developments.

In Section II, we present the signal model assuming a single
source per time-frequency bin and derive the MWF to esti-
mate the desired signal, requiring an estimate of the reverbera-
tion PSD. Section III reviews coherence-based direct estimators
with and without blocking, Section IV the coherence-based in-
direct PSD estimators, and Section V reviews temporal model-
based PSD estimators. The relations and differences between
the estimators are discussed in Section VI. A common weak-
ness of the spatial coherence-based estimators is a systematic
bias at high direct-to-diffuse ratios (DDRs). Therefore, we pro-
pose a bias compensation method depending on the DDR in
Section VII. A comprehensive experimental evaluation using
controlled and realistic simulations is presented in Section VIII,
where we analyze the error of the estimated PSDs as well as the
resulting performance of the spatial filter using these estimates.
Finally, the paper is concluded in Section IX.

II. PROBLEM FORMULATION

A. Signal Model

We assume that the sound field is captured by an ar-
ray of M omni-directional microphones with an arbitrary
geometry. The microphone signals given in the STFT do-
main Ym (k, n), m ∈ {1, . . . , M} are stacked into the vector
y(k, n) = [Y1(k, n), . . . , YM (k, n)]T, where k and n denote the
frequency and time frame indices. We describe the sound field
using a parametric signal model, where the microphone signal
vector is given by

y(k, n) = a(k)X(k, n) + d(k, n) + v(k, n), (1)

where X(k, n) denotes the desired signal component as received
by a reference microphone, a(k) = [A1(k), . . . , AM (k)]T is a
vector containing the acoustic relative transfer functions (RTFs)
Am (k) of the desired signal from the reference microphone to
all M microphones, d(k, n) is the reverberation, and v(k, n) is
the additive noise. Throughout this paper, we assume that the
RTFs a(k) are time-invariant, but in general they can also be
time-varying. Note that the desired signal component X(k, n)
is often modeled only as the direct sound, ignoring the early
reflections arriving within the same STFT frame as the direct
sound. The component d(k, n) models the late reverberation,
which is assumed to be uncorrelated with the desired speech
component X(k, n). The component v(k, n) models stationary
or slowly time-varying additive noise components such as sensor
noise and ambient noise.

For typical STFT window lengths of 20 to 30 ms, the three
additive components in (1) can be assumed to be mutually uncor-
related, and the PSD matrix of the microphone signals y(k, n)
is given by

Φy(k, n) = E
{
y(k, n) yH(k, n)

}

= φx(k, n)a(k)aH(k) + Φd(k, n) + Φv(k, n),
(2)
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where E{·} is the expectation operator, φx(k, n) =
E{|X(k, n)|2} is the PSD of the desired signal at the
reference microphone, Φd(k, n) = E{d(k, n) dH(k, n)} de-
notes the late reverberation PSD matrix, and Φv(k, n) =
E{v(k, n) vH(k, n)} denotes the noise PSD matrix.

We assume that the late reverberation PSD matrix can be
modeled as a spatially homogenous and isotropic sound field
with a time-varying power. Therefore, the late reverberation
PSD matrix Φd(k, n) can be described by a time-invariant co-
herence matrix Γd(k), which is scaled by the time-varying late
reverberation PSD φd(k, n) [36], i.e.,

Φd(k, n) = φd(k, n)Γd(k). (3)

The time-invariant coherence matrix Γd(k) can be determined in
advance from the microphone array configuration. In the case of
a free-field microphone array in a spherical or cylindrical diffuse
field, there exist analytic expressions for the spatial coherence,
i.e. the sinc or Bessel functions, respectively [44], whereas e.g.,
for directional microphones [45] or in a hearing aid setup [46],
the spatial coherence function is more complex to describe.
A widely used model for the spatial coherence of late rever-
beration uses the spherical diffuse field assumption, where the
{i, j}-th element of the spatial coherence matrix for omnidirec-
tional microphones is given by [44]

Γ(i,j )
d (k) = sinc

(
2π

k fs

NFFT c
‖ri − rj‖2

)
, (4)

where sinc(·) = sin(·)
(·) , the vector rm denotes the position of the

m-th microphone, fs denotes the sampling frequency, NFFT is
the FFT length and c is the speed of sound.

Although in most considered late reverberation PSD estima-
tion methods, the coherence matrix Γd(k) is assumed to be given
by (4), the method in [40] also allows to estimate this matrix
from the observed signals, which could be advantageous when
the reverberant sound field differs from a theoretical diffuse
field, e.g., in rooms with strongly non-homogenous or partially
non-reflecting boundaries.

B. Desired Signal Estimation

To estimate the desired signal X(k, n), we apply a complex
valued spatial filter w(k, n) to the microphone signals, i.e.,

bX(k, n) = wH(k, n) y(k, n). (5)

By minimizing the mean-squared error (MSE) cost-function

JMWF (w) = E
{
|wH(k, n)y(k, n) − X(k, n)|2

}
(6)

we obtain the well-known MWF, which is given by

wMWF =
[
φxaaH + φdΓd + Φv︸ ︷︷ ︸

Φd + v

]−1aφx, (7)

where Φd+v(k, n) denotes the interference PSD matrix. The
frequency and time frame indices k and n are omitted here and
in the following equations for brevity, wherever possible.

The MWF can be split into a minimum variance distortionless
response (MVDR) beamformer, denoted by wMVDR(k, n), and

a single-channel Wiener post-filter, denoted by WWF(k, n), i.e.
[47]

wMWF =
Φ−1

d+va

aHΦ−1
d+va︸ ︷︷ ︸

wMVDR

ξ

ξ + 1
︸ ︷︷ ︸
W WF

, (8)

where ξ = φx

[aH Φ−1
d + v a]−1 is the a priori signal-to-interference ra-

tio of the MVDR output signal, which can be estimated using
the decision-directed approach [48].

The aim in this paper is to investigate different estimation
methods for the PSD φd(k, n), which determines the late rever-
beration PSD matrix using the model (3) together with Γd(k).
We assume the RTF vector a(k) and the noise PSD matrix
Φv(k, n) to be known. In practice, both have to be estimated
as well, which is beyond the scope of this paper. Popular noise
PSD estimation methods are, for example, [49]–[52], and for
DOA estimation the reader is referred to [53], [54].

III. COHERENCE-BASED DIRECT PSD ESTIMATORS

The coherence-based direct reverberation PSD estimators
comprise blocking based methods (Section III-A) and non-
blocking based methods (Section III-B). These estimators have
in common that they are exclusively based on the spatial co-
herence model (3) with the signal model (1). Therefore, these
estimators depend on the diffuse coherence matrix Γd(k) and
on the RTF vector a(k).

A. Blocking-Based Methods

The blocking-based methods use a set of J = M − 1 signals,
which are generated by canceling the desired sound from the
microphone signals using a blocking matrix. The J-dimensional
signal vector u is obtained as

u = BH y, (9)

where the blocking matrix B of dimension M × J has to fulfill
the constraint

BH a = 0J×1 . (10)

Possible choices for the blocking matrix are discussed in [21],
[34], [55]. In this work, we use the eigenspace blocking matrix
given by [55]

B =
[
IM ×M − a(aHa)−1aH] IM ×J , (11)

where IM ×J is a truncated identity matrix. As a consequence
of using (1) and (3) with (9) and (10), it follows that the PSD
matrix of the blocking output signals u(k, n) is given by

Φu = BHΦyB

= φxBHaaHB
︸ ︷︷ ︸

0J ×J

+φd BHΓd B︸ ︷︷ ︸
eΓd

+BHΦvB︸ ︷︷ ︸
eΦv

. (12)

Note that eΓd(k) and eΦv(k, n) denote the corresponding second-
order statistics after applying the blocking matrix.

In Sections III-A1 and III-A2 ML methods are used to es-
timate the late reverberation PSD, where in Section III-A1 the
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elements of an error matrix are assumed as random variables,
and in Section III-A2, the elements of the vector u(k, n) are
assumed to be random variables.

1) PSD Matrix-Based Least-Squares Method With Blocking:
In [21], the error matrix between the estimated PSD matrix
bΦu(k, n) and its model is defined as

Φe = bΦu −
[
eΦv + φd

eΓd
]
, (13)

The off-diagonal elements of the error matrix Φe(k, n) are as-
sumed to be drawn from independent zero-mean complex Gaus-
sian distributions with equal variance [21]. The solution to this
ML problem is in both cases obtained by solving the least-
squares problem of minimizing the squared Frobenius norm of
the error matrix

bφd = argmin
φd

||Φe ||2F , (14)

where || · ||2F denotes the Frobenius norm, and is given by

bφd =
tr
{

eΓ
H
d

(
bΦu − eΦv

)}

tr
{

eΓ
H
d

eΓd

} , (15)

where tr {·} denotes the trace operator. An estimate of Φu(k, n)
can be obtained by using recursive averaging, i.e., bΦu(k, n) =
βbΦu(k, n − 1) + (1 − β)u(k, n)uH(k, n), where β denotes
the forgetting factor.

2) ML Using Blocking Output Signals: The methods pre-
sented in [35] and [24] both start from the assumption that the
elements of the microphone signal vector y(k, n) are zero-mean
complex Gaussian random variables

y ∼ N (0,Φy ) . (16)

In [35], the ML problem is solved by an iterative Newton
method, whereas in [24] a filtered version of the signals u(k, n)
are used and the ML problem is solved by a root-finding method.

a) Solution using root-finding method [24]: In the ML es-
timator using a root finding method, the blocking output signals
u(k, n) are filtered to diagonalize eΦv(k, n) in (12). Specif-
ically, a whitening matrix D(k, n) of dimension J × J de-
fined as the Cholesky factor of the inverse of eΦv(k, n), i, e.
eΦ

−1
v (k, n) = D(k, n)DH(k, n), yielding

z = DHBHy (17)

and its PSD matrix is given by

Φz = DHΦuD = φd
e
eΓd + I, (18)

with e
eΓd = DH

eΓdD = DHBHΓdBD.
As a result of the described whitening of eΦv(k, n), the matri-

ces Φz(k, n) and e
eΓd(k, n) can be diagonalized using the same

unitary matrix C(k, n), i.e.,

Φz = CΛzCH , e
eΓd = CΛΓCH , (19)

where the orthonormal columns of C(k, n) are the eigenvectors,
and where Λz(k, n) and ΛΓ(k, n) are diagonal matrices con-

taining the eigenvalues of Φz(k, n) and e
eΓd(k, n), respectively.

Due to (18), these eigenvalues are related as λz,j = φdλΓ,j + 1,
where λz,j (k, n) and λΓ,j (k, n) denote the j-th eigenvalue of

Φz(k, n) and e
eΓd(k, n), respectively.

Given the the filtered blocking output signals z(k, n) in (18),
with z(k, n) ∼ fz(0,Φz), the ML estimate of φd is given by

bφd = arg max
φd

log fz(0,Φz), (20)

where f(μ,Φ) denotes the complex Gaussian likelihood func-
tion with mean vector μ and covariance matrix Φ. By setting the
derivative of the log-likelihood function to zero and exploiting
the diagonal structure of the involved matrices (for more details,
see [24]), we obtain the polynomial

p(φd) =
J∑

j=1

pj (φd), where

pj (φd) =
(

φd − gj − 1
λΓ,j

) J, � �=j∏

�=1

(
φd +

1
λΓ,�

)2

, (21)

where gj (k, n) denotes the j-th diagonal element of
CHDH

bΦuDU. It has been shown in [24] that the root of the
polynomial p(φd) yielding the highest value of the likelihood
(20) is the ML estimate bφd(k, n).

b) Solution using Newton’s method: To solve the ML es-
timation problem [35]

bφd = arg max
φd

log fu(0,Φu), (22)

Newton’s method is used to derive an iterative search [56]

φ
(�+1)
d = φ

(�)
d −

D
(
φ

(�)
d

)

H
(
φ

(�)
d

) , (23)

where � denotes the iteration index, and D (φd) and H (φd) are
the gradient and the Hessian of the log-likelihood

D (φd) ≡ ∂ log fu(0,Φu)
∂φd

, (24)

H (φd) ≡ ∂2 log fu(0,Φu)
∂φ2

d

. (25)

As shown in [35], the gradient is equal to

D (φd) = J tr
{
(
Φ−1

u uuH − I
)
Φ−1

u
∂Φu

∂φd

}
, (26)

with ∂Φu
∂φd

= BHΓdB, whereas the Hessian matrix is equal to

H (φd) = −J tr

{

Φ−1
u

∂Φu

∂φd
Φ−1

u uuHΦ−1
u

∂Φu

∂φd

+
(
Φ−1

u uuH − I
)
Φ−1

u
∂Φu

∂φd
Φ−1

u
∂Φu

∂φd

}

. (27)

As shown in [35], the Newton update (23) can be computed
efficiently by re-arranging (26) and (27), using an eigenvalue
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decomposition of BHΓdB and exploiting the resulting diago-
nal matrices. In practice, the matrix u(k, n)uH(k, n) is substi-
tuted by the smoothed version bΦu(k, n). The Newton iterations
are initialized with φ

(0)
d (k, n) = ε 1

J tr{bΦu(k, n)}, where ε is a
small positive value. The Newton algorithm is stopped if the es-
timate at iteration � = �stop reaches a predefined lower or upper
bound, or if a convergence threshold is reached, and the estimate

is obtained by bφd(k, n) = φ
(�stop)
d (k, n).

3) Diffuse Beamformers [36], [37]: Thiergart et al. devel-
oped several beamformers that aim at extracting the late rever-
beration, modeled as diffuse sound, while blocking the desired
sound. As our preliminary experiments unveiled almost identical
performance across those beamformers in terms of late rever-
beration PSD estimation, we present the most elegant here: The
beamformer proposed in [37] minimizes the noise under the lin-
ear constraints of blocking the desired sound and not distorting
the average transfer function of the diffuse sound, i.e.,

wd = arg min
w

wHΦvw (28a)

subject to

wHa = 0 (28b)

wHγ1 = 1, (28c)

where γ1 is the first column of Γd. The analytic solution to (28)
is equal to an LCMV filter [37].

The late reverberation PSD can then be estimated by subtract-
ing the PSD of the filtered noise components from the PSD of the
filter input signals normalized by the filtered diffuse coherence
[36], i.e.

bφd = max

{
wH

d
bΦywd − wH

d Φvwd

wH
d Γdwd

, 0

}

, (29)

where the max{·} operation is introduced to avoid negative PSD
estimates. The input PSD matrix is recursively estimated using
bΦy(k, n) = βbΦy(k, n − 1) + (1 − β)y(k, n)yH(k, n).

B. Non-Blocking Based Methods

In contrast to the blocking based methods from Section III-A,
methods within the class discussed in this section do not rely
on blocking the desired sound component. Instead, they jointly
estimate the desired and late reverberation PSDs. Although the
method presented in [38] also falls into this category, it is ex-
cluded here, as it does not consider additive noise. Nevertheless,
it is worthwhile to note that if the noise component v(k, n) is
zero, the solution from [38] provides a closed-form solution to
the problem of jointly estimating φx(k, n) and φd(k, n) in the
ML sense. In Section III-B1, the Newton method is used to ob-
tain the ML estimates of desired and late reverberation PSDs
by assuming the diffuse coherence Γd(k) to be known, whereas
the method reviewed in Section III-B2, can also estimate Γd(k)
from the data using an EM algorithm. The original EM method
is described in Section III-B2a, whereas in Section III-B2b we
assume that Γd(k) is known. In Section III-B3, the desired and
diffuse PSDs are estimated jointly in the least-squares sense.

1) ML Using Newton’s Method: In [39], a ML method to
jointly estimate φx(k, n) and φd(k, n) is proposed under the
assumption that the diffuse coherence matrix Γd(k) is known.

By definingp(k, n) = [φx(k, n) , φd(k, n)]T as the unknown
parameter set and assuming y(k, n) ∼ fy(0,Φy), the ML es-
timate of p(k, n) given y(k, n) can be found by the Newton
method [56] using

p(�+1) = p(�) − H−1
(
p(�)

)
δ
(
p(�)

)
, (30)

where δ (p) is the gradient of the log-likelihood, and H (p) is
the corresponding Hessian matrix, i.e.,

δ (p) ≡ ∂ log fy(0,Φy)
∂p

(31)

H (p) ≡ ∂2 log fy(0,Φy)
∂p∂pT , (32)

where f (y; p) is the p.d.f. of the microphone signal vector.
The gradient δ(p) ≡ [δx(p), δd(p)]T is a 2-dimensional vector
with elements

δi (p) = M tr
{
(
Φ−1

y yyH − I
)
Φ−1

y
∂Φy

∂φi

}
, (33)

where i ∈ {x, d}, ∂Φy

∂φx
= aaH , and ∂Φy

∂φd
= Γd.

The Hessian is a symmetric 2 × 2 matrix:

H (p) ≡
[Hxx (p) Hdx (p)
Hxd (p) Hdd (p)

]
. (34)

with the elements

Hij (p) = −M tr
{
Φ−1

y
∂Φy

∂φj
Φ−1

y yyHΦ−1
y

∂Φy

∂φi

+
(
Φ−1

y yyH − I
)
Φ−1

y
∂Φy

∂φj
Φ−1

y
∂Φy

∂φi

}
, (35)

where i, j ∈ {x, d}.
In practice, the matrix yyH in (33) and (35) is replaced by the

smoothed version bΦy . The algorithm is initialized with φ
(0)
x =

φ
(0)
d = ε 1

M tr{bΦy}. The Newton algorithm is stopped if the
estimates at iteration � reach a predefined lower or upper bound,
or if a convergence threshold is reached.

2) ML Using the EM Method: The EM algorithm proposed
in [40] is a batch algorithm that provides estimates of the desired
sound PSD φx(k, n), the RTF vector a(k), the late reverbera-
tion PSD φd(k, n) and the late reverberation coherence matrix
Γd(k). For consistency with the other methods, we assume that
a(k) is known and therefore is not estimated within the EM.
In Section III-B2a, we describe the method proposed in [40].
In Section III-B2b, the method is modified by assuming prior
knowledge of the coherence matrix Γd(k) to investigate the
effect of estimating Γd(k).

a) ML-EM with unknown reverberation coherence matrix:
The desired and diffuse sound components are concatenated in
the hidden data vector

q(k, n) �
[
X(k, n) dT(k, n)

]T
. (36)
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Using this definition, equation (1) can be rewritten as

y(k, n) = H(k, n)q(k, n) + v(k, n), (37)

where the matrix H(k, n) � [a(k, n), IM ×M ]. The desired pa-
rameter set is

θ(k) =
{
φ̄x(k), φ̄d(k), Γd(k)

}
, (38)

where φ̄x(k) = [φx(k, 1), . . . , φx(k,N)]T and φ̄d(k) =
[φd(k, 1), . . . , φd(k,N)]T , with N being the number of frames.
By concatenating the hidden data vectors of all time frames
1, . . . , N to q̄(k) = [qT(k, 1), . . . ,qT(k,N)]T , and defining
ȳ(k) similarly, the conditional expectation of the log-likelihood
function can be deduced as

Q
(
θ;θ(�)

)
= E

{
log fȳ(0,Φȳ )

∣
∣
∣ ȳ(k); θ(�)

}
, (39)

where θ(�) is the parameter-set estimate at iteration �.
For implementing the E-step, it is sufficient to es-

timate bq(k, n) � E{q(k, n)|y(k, n);θ(�)} and bΨq(k, n) �
E{q(k, n)qH(k, n)|y(k, n);θ(�)} being the first- and second-
order statistics of the hidden-data given the measurements, re-
spectively. Assuming that y(k, n) and q(k, n) in (37) are Gaus-
sian random vectors, q(k, n) can be estimated by the optimal
linear estimator [40]

bq = E
{
qyH}×

(
E
{
yyH})−1

y

= Φ(�)
q HH

(
Φ(�)

y

)−1
y (40)

with

Φ(�)
q (k, n) =

[
φ

(�)
x (k, n) 01×M

0M ×1 φ
(�)
d (k, n) Γ(�)

d (k)

]

, (41)

and Φ(�)
y = HΦ(�)

q HH + Φv . The matrix

bΨq(k, n) �

⎡

⎣
4|X(k, n)|2 8X(k, n)dH(k, n)

7X∗(k, n)d(k, n) 7d(k, n)dH(k, n)

⎤

⎦ , (42)

can be obtained by [40]

bΨq = bq bqH + Φ(�)
q − Φ(�)

q HH
(
Φ(�)

y

)−1
HΦ(�)

q . (43)

Maximizing Q(θ;θ(�)) with relation to the problem parame-
ters constitutes the M-step, i.e. [40]

1. φ(�+1)
x (k, n) = 4|X(k, n)|2 (44)

2. Γ(�+1)
d (k) =

1
N

N∑

n=1

7d(k, n)dH(k, n)

φ
(�)
d (k, n)

(45)

3. φ
(�+1)
d (k, n) =

1
M

tr
{
7d(k, n)dH(k, n)

(
Γ(�+1)

d (k)
)−1

}
.

(46)

The EM iterations are initialized with φ
(0)
x (k, n) = εx

1
M tr{bΦy(k, n)} and φ

(0)
d (k, n) = εd

1
M tr{bΦy(k, n)}, where

εx > εd , and Γ(0)
d (k) is initialized with (4).

b) ML-EM with known reverberation coherence matrix:
By assuming that the model for Γd(k) given by (4) holds, the
method described in Section III-B2a needs to be modified only
by omitting (45) in the M-step and using the a priori known
spatial coherence matrix instead.

3) PSD Matrix-Based Least-Squares Method: By matching
bΦy(k, n), which can be estimated from the microphone sig-
nals, and its model given in (2), the problem at hand can be
formulated as a system of M 2 equations in two unknown vari-
ables [41]. Since there are more equations than variables, the
vector p(k, n) = [φx(k, n) , φd(k, n)]T that minimizes the total
squared error can be found by minimizing the squared Frobenius
norm as

bp = argmin
p

∥
∥
∥bΦy −

(
φxaaH + φdΓd + Φv

)

︸ ︷︷ ︸
ΦLS

∥
∥
∥

2

F
, (47)

where ΦLS(k, n) is the error matrix. Following some algebraic
steps, the cost function in (47) can be written as

||ΦLS||2F = pTAp − 2bTp + C, (48)

where C(k, n) is independent of p(k, n), and A(k, n) and
b(k, n) are defined as

A ≡
[(

aHa
)2 aHΓda

aHΓda tr
{
ΓH

d Γd
}

]

(49)

b ≡

⎡

⎣
R
{
aH

(
bΦy − Φv

)
a
}

R
{

tr
{(

bΦy − Φv

)
ΓH

d

}}

⎤

⎦. (50)

Since the cost function ||ΦLS(k, n)||2F in (48) has a quadratic
form, setting its gradient w.r.t. p(k, n) to zero yields

bp(k, n) = A−1(k, n)b(k, n). (51)

Note that this method is related to the method presented in
Section III-A1. Both methods minimize the Frobenius norm of
an error matrix, where the desired sound is blocked in the first
method, whereas the late reverberation and desired sound PSDs
are estimated jointly in the second method.

IV. COHERENCE-BASED INDIRECT PSD ESTIMATORS

While all methods in Section III directly estimate the late
reverberation PSD, we consider indirect estimators in this sec-
tion. Within this class, we focus on methods using an estimate
of the CDR to estimate the PSD of the diffuse sound, i.e. late
reverberation. These estimators rely on the fact that the desired
signal X(k, n) is coherent across all microphones.

The CDR as defined in [27], [42] for the microphone pair
i, j ∈ {1, . . . , M} is given by

CDRi,j (k, n) =
φx(k, n) |Ai(k)| |Aj (k)|

φd(k, n)
. (52)

The CDR can be estimated using various methods, e.g., [42],
[57]. To limit the number of estimators under test, we restrict
ourselves to the “proposed 2” CDR estimator described in [42],
which was reported to perform best across the considered CDR
estimators. The CDR estimator requires knowledge of the RTFs
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a(k) and the diffuse coherence matrix Γd(k). Furthermore, we
compensate for the additive noise as proposed in [45].

To take all microphones into account, we average the CDR
estimate for each microphone pair [30], [31]

1CDR(k, n) =
1
M

∑

i,j∈M

1CDRi,j (k, n)
|Ai(k)| |Aj (k)| , (53)

where the set M contains all microphone pair combinations.
Given an estimate of the CDR, and exploiting the diffuse homo-
geneity, the late reverberation PSD is obtained by [21]

bφd(k, n) =
1
M tr

{
bΦy(k, n) − Φv(k, n)

}

1
M aH(k)a(k) 1CDR(k, n) + 1

. (54)

If the desired sound X(k, n) is modeled as a plane wave such
that |Am (k)| = 1, ∀m, then (52)-(54) can be simplified.

V. TEMPORAL MODEL-BASED PSD ESTIMATORS

Instead of modeling the late reverberation as a diffuse sound
field, estimators within the fourth class exploit the temporal
structure of reverberation, such that they can be applied to each
individual microphone signal.

A. Statistical Temporal Model

In [15], [16] it was proposed to model the impulse response
by an exponentially decaying random process per frequency
band. Using this model, the late reverberation PSD of the m-th
microphone φ

(m )
d can be estimated depending on two a priori

required parameters, namely the frequency-dependent reverber-
ation time T60(k) and the inverse direct-to-reverberation ratio
(DRR) κ(k), by [16]

bφ
(m )
d (k, n) = [1 − κ(k)]e−2α(k)RND bφ

(m )
d (k, n − ND)

+ κ(k)e−2α(k)RND

[
bφ

(m )
y (k, n − ND) − φ(m )

v (k, n − ND)
]

,

(55)

where ND corresponds to the number of frames between the
direct sound and the start time of the late reverberation, α(k) =
3 ln(10)/(T60(k)fs) is the reverberation decay constant, R is

the hop-size, and bφ
(m )
y (k, n) and φ

(m )
v (k, n) are the diagonal

entries of bΦy(k, n) and Φv(k, n), respectively. Following the
spatial homogeneity assumption of the late reverberation, we
can spatially average the PSD estimates across all microphones
as

bφd(k, n) =
1
M

M∑

m=1

bφ
(m )
d (k, n). (56)

B. Convolutive Transfer Function Based Methods

Using the convolutive transfer function (CTF) approximation
[58] per frequency band, the m-th microphone signal can be

described by

Ym (k, n) =
L∑

�=0

Hm (k, �)Xm (k, n − �) + Vm (k, n), (57)

where Xm (k, n) is the direct speech signal at the m-th micro-
phone, Hm (k, �) for � ∈ {0, . . . , L} are the CTFs and L is the
required number of frames to model the reverberation. By using
a relative CTF formulation [43], we can re-interpret Xm (k, n)
as the speech component in the m-th microphone containing
some early reflections and Hm (k, �) as the relative CTFs such
that Hm (k, 0) = 1. By modeling the coefficients Hm (k, �) by a
first-order Markov random variable, Hm (k, �) can be estimated
using a Kalman filter for � ∈ {1, . . . , L}, and past frames of
Xm (k, n) can be estimated using an auxiliary Wiener filter. Us-
ing the estimates bHm (k, �) and bXm (k, n), the late reverberation
PSD in the m-th microphone can be estimated by

bφ
(m )
d (k, n) = E

⎧
⎨

⎩

∣
∣
∣
∣
∣

L∑

�=ND

bHm (k, �) bXm (k, n − �)

∣
∣
∣
∣
∣

2
⎫
⎬

⎭
, (58)

where ND again denotes the start time frame of the late re-
verberation. The expectation in (58) can be approximated by a
recursive average. As with the previous single-channel estima-

tor in Section V-A, the microphone-specific PSDs bφ
(m )
d (k, n)

can be spatially averaged using (56).

VI. DISCUSSION

An overview of the different classes of estimators along with
important properties are shown in Table I. The first two columns
indicate the section numbers and short acronyms of the methods.
Discriminative properties of the methods are whether they

� exploit a spatial coherence model,
� require prior knowledge of the spatial coherence of the late

reverberation Γd(k),
� exploit a temporal structure model,
� additionally/inherently deliver an estimate of the desired

sound PSD φx(k, n),
� are online or batch processing methods, and the type of

solution (closed-form, iterative, recursive, etc.),
� yield a high or low computational complexity in terms of

the real-time factor.
The real-time factor, i.e. the processing time per time frame,

was measured running MATLAB R2016b on a 3.1 GHz Intel
Core i5 processor. Although the implementations were not op-
timized for runtime, the real-time factors give a good indication
of the computational complexity. Algorithms with a real-time
factor <1 are not complex and therefore easy to implement also
on less powerful devices, whereas algorithms with a real-time
factor >1 require more powerful processors and strong opti-
mization to be able to run in real-time. It can be observed that
mainly the methods that do not have a closed-form solution, are
rather complex. For the CTF method, the complexity depends
on the filter length L. The parameter settings for each algorithm
are described in Section VIII-A.
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TABLE I
CLASSIFICATION AND PROPERTIES OF LATE REVERBERATION PSD ESTIMATORS

While the coherence-based methods and the LRSV method
practically instantaneously deliver useful PSD estimates without
delay, the CTF method requires a short initial convergence phase
of 1-2 s before providing accurate estimates as shown in [43].
An exception is the ML-EM that is a batch method, which
requires a larger amount of data (in the range of several seconds)
before providing a result, and is therefore not useful for online
processing.

It is interesting that the estimator pairs blocking PSD LS
(Section III-A1) and PSD LS (Section III-B3), and blocking ML
Newton (Section III-A2b) and ML Newton (Section III-B1), use
the same mathematical solution methods, while the first ones use
a blocking of the desired sound whereas the latter ones jointly
estimate late reverberation and desired sound PSDs.

Note that all spatial coherence-based methods
(Sections III and IV) can be used also to estimate the
PSD of non-reverberation related sound fields, such as possibly
non-stationary diffuse noise or ambient sounds like babble
noise. However, spatial coherence-based estimators cannot
discriminate between reverberation originating from a speech
signal and other diffuse sounds, if the reverberation and the
other diffuse components have the same spatial coherence.
Methods exploiting temporal structures of reverberation
such as the ones imposing a model on the reverberant tail
(Section V-A) or exploiting the CTF model (Section V-B) can
discriminate between reverberation and other diffuse sound
fields. Consequently, these methods are not suitable to estimate
the PSD of general diffuse sound fields.

Furthermore, all spatial coherence-based methods require
prior knowledge or estimates of the RTFs of the desired sound
a(k), whereas the temporal model-based reverberation PSD es-
timators in Section V work independently per channel and re-
quire some temporal information like the T60 or the length of
the relative CTF L.

VII. BIAS COMPENSATION

As will be shown in Section VIII, the spatial coherence-
based estimators under test are severely biased in high DDR
conditions. Since overestimation of the late reverberation PSD
is especially harmful to the audio quality as it causes speech
distortion when used for dereverberation, we propose a simple

Fig. 1. Mean log PSD error and fitted exponential compensation function
depending on the estimated DDR obtained using simulated RIRs.

compensation method using the correction factor cd(k, n) =
fc(bφd,1DDR) as a function of the estimated DDR. A similar
compensation method was proposed in [59] in the context of
noise reduction.

As a proof of concept and without claiming optimality, we fit
an exponential function to the mean logarithmic PSD estimation
error of the three coherence-based estimators depending on the
estimated DDR as shown in Fig. 1, where the logarithmic PSD
estimation error will be defined in (65). We approximate the
error using the function

cd(1DDR) = a · eb10 log10
1DDR, (59)

where the bias function cd is obtained in dB and the DDR is

estimated by 1DDR = φ̂y −φ̂d−φv

φ̂d
. By using MATLAB’s fit()

function we fit the exponential function (59) to the average
error of the three coherence-based estimators within the range
1DDR = [−20, 20] dB as shown in Fig. 1 as an example. The such
obtained values are a = 2.735 and b = 0.0928. Fig. 1 shows the
used error data and the fitted curve cd(1DDR).

The compensated PSD bφ
comp
d is then obtained by multiplying

the estimated PSD bφd with the inverse linearized bias function

bφ
comp
d = 10−cd(1DDR)/10

bφd. (60)
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VIII. EVALUATION

In this section, we evaluate the performance of the estima-
tors reviewed in Sections III and V for different acoustic se-
tups. Sections VIII-A and VIII-C discuss the used simulation
parameters, signal generation and performance measures. In
Section VIII-D we first use a controlled setup for only spatial
coherence-based estimators using artificial white noise signals
in a stationary diffuse noise field. The reverberant PSD estima-
tors discussed in Section V are excluded from this first evalu-
ation since they are not suitable for this scenario. The ML-EM
with unknown coherence (Section III-B2a) is also omitted from
this first evaluation, as in this case the assumed coherence model
perfectly fits the data. Second, an evaluation using speech and
measured room impulse responses (RIRs) and recorded noise
is conducted in Section VIII-E. Finally in Sections VIII-F and
VIII-G, measured RIRs are used to confirm the results in real-
istic environments.

A. Acoustic Setup and Simulation Parameters

In all simulations and measurements, we used a uniform cir-
cular array with a radius of 10 cm and M = 8 omnidirectional
microphones. In Section VIII-D, the desired sound component
X(k, n) was generated as a plane wave, while the late reverber-
ation component d(k, n) was generated as a stationary diffuse
field. In Section VIII-E, realistic signals were generated using
measured RIRs and recorded noise from the REVERB challenge
database [60] and speech data from [61]. The REVERB database
provides in total 12 acoustic conditions: three different rooms
with T60 ≈ {0.3, 0.6, 0.7} s, where in each room two different
source angles at two distances (0.5 m and 2 m) were measured.
The speech data featured 3 female and 3 male speakers with a
total length of over 2 minutes.

The signals were sampled with a sampling frequency of fs =
16 kHz, and analyzed using an STFT with 50% overlapping
square-root Hann windows of length 32 ms, and NFFT = 1024.
The stationary noise PSD matrix Φv(k, n) and the RTF vector
a(k) of the desired sound were assumed to be known in advance.
The noise PSD matrix was computed during speech absence and
the RTF vector was obtained from the direct sound peak of the
RIRs. Therefore, by assuming the source in the far-field, the
RTF vector a(k, n) corresponds to simple delays and is referred
to as steering vector in the following. The recursive smoothing
parameter for estimating the PSD matrices was set to β = 0.73,
which corresponds to an exponential smoothing with a time
constant of 50 ms. Algorithm specific parameters were chosen
as follows: ND = 1 frames, T60(k) was set according to the
fullband reverberation time for each room, the CTF length L
was chosen according to the fullband T60 in each room, ε =
0.01, εx = 0.5, and εd = 0.1. The iterative Newton and EM
algorithms were halted after a maximum of 10 iterations, even
if the convergence threshold of |φ(�)

d − φ
(�−1)
d | < 10−12 was not

reached.

B. Signal Generation

The definition of the ground truth, i.e. the oracle PSD
φd(k, n), is very important as it significantly influences the

results. In Section VIII-D, we utilize a highly controlled test
scenario. All signal components were generated using station-
ary white noise in the time domain: the direct sound component
at the reference microphone X(k, n) with PSD φx(k, n), the dif-
fuse sound componentd(k, n) with PSD φ

(m )
d (k, n) = φd(k, n)

by imposing the diffuse long-term coherence given by (4) on
white noise signals using the method proposed in [62], and
the additive noise component v(k, n) with PSD φ

(m )
v (k, n) =

φv (k, n). To obtain the test signals, the different stationary sig-
nal components of 10 s length were summed up depending on
the reverberant signal-to-noise ratio (RSNR)

RSNR =

∑
k,n (φx(k, n) + φd(k, n))

∑
k,n φv (k, n)

, (61)

and the DDR

DDR =

∑
k,n φx(k, n)

∑
k,n φd(k, n)

. (62)

Although it is often assumed that the transition between early
reflections and late reverberation starts around 50 ms after the
direct sound, we chose this transition smaller to find a fair com-
mon ground truth for the coherence-based and temporal models:
Unlike the temporal model based methods, the coherence-based
model does not have a control parameter to define the start time
of the late reverberation. Therefore, the only reasonable option is
to define ND = 1, i.e. that the late reverberation starts one frame
shift (in our case 16 ms) after the direct sound. In Sections VIII-E
and VIII-G, the reverberant signals a(k)X(k, n) + d(k, n)
were generated by convolving non-reverberant speech signals
with measured RIRs from the REVERB database. The time-
domain representation of the oracle reverberation component
for evaluation purposes d(k, n) was then obtained by convolu-
tion of the non-reverberant test speech signal with windowed
RIRs containing only the late part of the reverberation, starting
16 ms after the direct sound. The time-domain representation
of the additive noise v(k, n) was pink noise, in order to main-
tain an approximately constant RSNR per frequency band to the
speech.

The oracle reverberation PSD used as a target for evaluation
is the spatially averaged instantaneous late reverberation power,
i.e.,

φd(k, n) =
dH(k, n)d(k, n)

M
. (63)

For the speech enhancement evaluation in Sections VIII-F and
VIII-G, in addition to using the theoretical diffuse coherence
given by (4), we also used the oracle coherence matrix of the
late reverberation, where the (i, j)-th element was computed by

Γ
(i,j )
d (k) =

∑N
n=1 Di(k, n)D∗

j (k, n)
√(∑N

n=1 |Di(k, n)|2
)(∑N

n=1 |Dj (k, n)|2
) ,

(64)
where Dm (k, n) is the m-th element of d(k, n).

The oracle desired signal for evaluation purposes required in
Sections VIII-F and VIII-G is defined as the direct sound at the
reference microphone, and was obtained by convolving only the
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windowed direct path of the reference microphone RIR with the
anechoic speech signal.

C. Performance Measures

1) Logarithmic PSD Estimation Error: To evaluate the esti-
mation accuracy of the various PSD estimators, we employ the
bin-wise logarithmic error

e(k, n) = 10 log10

bφd(k, n)
φd(k, n)

, (65)

which directly reflects over- and underestimation as positive and
negative values in dB, respectively. The log error is analyzed
statistically in terms of its mean μe and the lower and upper
semi-variance [63]

σ2
e,l =

1
|Tl|

∑

{k,n}∈Tl

(e(k, n) − μe)
2 , Tl : e(k, n) ≤ μe (66a)

σ2
e,u =

1
|Tu|

∑

{k,n}∈Tu

(e(k, n) − μe)
2 , Tu : e(k, n) > μe,

(66b)

where the sets of time-frequency bins Tl and Tu contain all bins
below or above the mean, respectively. Therefore, a log error
with zero mean and small semi-standard deviations σe,l and σe,u

is desired. In the following figures, the mean is represented by
symbols (circle, square, etc.) and the semi-standard deviations
are indicated by whisker bars.

2) Speech Enhancement Measures: We also assess the in-
fluence of the various PSD estimates on the dereverberation
performance of the MWF using (5), (8) and (3) by employing
several speech enhancement measures.

To assess the perceptual similarity between the MWF output
signal bX(k, n) and the oracle desired signal X(k, n), we em-
ploy the Cepstral Distance (CD) [64] and the Perceptual Eval-
uation of Speech Quality (PESQ) measure [65]. The amount of
perceived reverberation is quantified by the normalized Speech-
to-Reverberation-Modulation Energy Ratio (SRMR) [66]. Fur-
thermore, we compute the segmental interference reduction (IR)
and speech distortion index (SDI) [67] as

IR =
1
T
∑

n∈T
10 log10

∑nT
t=(n−1)T s2

dv ,in(t)
∑nT

t=(n−1)T s2
dv ,MWF(t)

(67)

SDI =
1
T
∑

n∈T

∑nT
t=(n−1)T (sx,MWF(t) − sx,in(t))

2

∑nT
t=(n−1)T s2

x,in(t)
, (68)

where sdv ,in(t) and sdv ,MWF(t) are the time-domain representa-
tions of late reverberation plus noise at the reference microphone
and at the MWF output, respectively, sx,in(t) and sx,MWF(t) are
the time-domain representations of direct sound at the reference
microphone and the MWF output, t is the sample index, T is the
number of samples corresponding to a segment of 20 ms and the
set T contains only time segments where speech is active, deter-
mined by an ideal voice activity detector. For the perceptually
motivated measures, we compute the improvement with respect

to the unprocessed reference microphone signal, indicated by
ΔCD, ΔPESQ and ΔSRMR.

D. Evaluation of Spatial Coherence-Based PSD Estimators
for Stationary Diffuse Noise

For a stationary diffuse field the results of the logarithmic
PSD estimation error as described in Section VIII-C is shown
in Fig. 2 over varying RSNRs with a fixed DDR at 10 dB. It can
be observed that at higher RSNRs, all estimators have a small
variance, and their error means are close to 0 dB, which means
a small estimation error. Blocking ML Newton is performing
slightly worse in medium RSNRs compared to the other esti-
mators due to a small increase in its variance. At low RSNRs
the estimators Blocking ML root, Blocking ML Newton, and ML
Newton are the most robust as mainly their variance increases,
but the mean stays close to 0 dB. ML-EM and CDR are very
robust in terms of their variance in low RSNRs, but their mean
increases, so they become biased to positive values.

Fig. 3 shows the dependency of the log error on the DDR while
keeping the RSNR fixed at 15 dB. At first it may seem surprising
that all coherence-based estimators show a large error at high
positive DDRs. However, this can be explained by the fact that if
the direct sound component dominates in the observed signal, it
becomes difficult to accurately estimate the comparatively weak
diffuse sound component.

Figs. 4 and 5 show the influence of DOA estimation errors for
two DDRs (25 dB and 0 dB, respectively) at a RSNR of 15 dB.
In this simulation, the steering vector a(k) used to compute
the MWF (8) was computed with an angular offset, while the
actual source position was kept constant. From these results it
can be observed that an offset in the steered DOA increases the
variance and the mean shifts to positive values (overestimation).
At high DDR, the impact of steering errors is very prominent
(see Fig. 4), whereas at DDR = 0 dB and lower, the DOA error
influence is minor (Fig. 5). However, fortunately, at high DRRs
the underlying assumptions of the typical signal models used
for steering vector estimation are matched more accurately. This
can mitigate the influence of steering vector estimation errors at
high DRR in practice.

In this section we showed that the coherence-based PSD es-
timators work well at high RSNR, low DDR and low steering
errors, but they exhibit weaknesses in low RSNR, high DDR
and in the presence of steering errors. Note that a high DRR
occurs when the T60 is small or when the source-array distance
is small.

E. Evaluation of PSD Estimators for Late Reverberation

Fig. 6 shows the log error obtained using measured RIRs in
the room with T60 = 0.7 s for varying RSNR. In contrast to
Section VIII-D, this experiment includes all PSD estimators.
The trends and the relative behavior between the estimators
confirms the results from the controlled stationary experiment
in Fig. 2, but the variances are much larger due to model
mismatches. However, the coherence-based methods show
a positive bias of their mean. The temporal model-based
estimators LRSV and CTF show a different behavior and
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Fig. 2. Mean and standard deviation of log error for artificial stationary sound field with DDR = 10 dB.

Fig. 3. Mean and standard deviation of log error for artificial stationary sound field with RSNR = 15 dB.

Fig. 4. Mean and standard deviation of log error for artificial stationary diffuse field for DOA offset with RSNR = 15 dB and DDR = 25 dB.

Fig. 5. Mean and standard deviation of log error for artificial stationary diffuse field for DOA offset with RSNR = 15 dB and DDR = 0 dB.

generally show a lower mean log error compared to the spatial
coherence-based estimators. Therefore, the temporal model-
based estimators yield less overestimation, which is beneficial in
terms of speech distortion. The CTF-based estimator is among
the most robust estimators at low RSNRs. The error of the
ML-EM with diffuse coherence and the ML-EM with estimated

coherence yield the same variance, but surprisingly, the mean
of ML-EM with diffuse coherence is slightly closer to zero dB.

Fig. 7 shows the log error for varying T60 and source distances
at RSNR of 15 dB. We can observe that the log error decreases
towards higher reverberation times and larger source distances,
i.e. for decreasing DRR. This confirms the trends from Fig. 3.
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Fig. 6. Mean and standard deviation of log error for T60 = 0.7 s.

Fig. 7. Mean and standard deviation of log error in rooms with varying T60 and source distances and RSNR = 15 dB.

Fig. 8. Mean log error depending on the bin-wise DRR using measured RIRs.

In Fig. 8, the mean log error is grouped depending on the true
bin-wise (local) DRR in steps of 5 dB using the data from all
acoustic conditions shown in Fig. 7. It is interesting to note that
all coherence-based PSD estimators show a similar behavior in
contrast to the temporal model-based PSD estimators LRSV and
CTF. The latter two are more robust against overestimation at
high DRRs, which we expect to result in less speech distortion.

The trends shown in the previous section for the coherence-
based estimators can be confirmed when used to estimate the
late reverberation PSD. The temporal model-based estimators
yield more underestimation and less overestimation than the
spatial coherence-based estimators. For the tested rooms, the
coherence-based methods show a positive bias of the mean error
compared to the temporal model based methods.

Fig. 9. Speech distortion vs. interference reduction for RSNR = 15 dB.

F. Performance of the Spatial Filter Using the Late
Reverberation PSD Estimates

In this subsection we investigate the performance of the MWF
using the various PSD estimates. As there are no significant
differences between the spatial coherence-based estimators ob-
servable at higher RSNRs (c.f. Fig. 6), we present results here
only for RSNR = 15 dB. In this experiment, the oracle late re-
verberation PSD is used either with the diffuse coherence (4) or
with the oracle late reverberation coherence (64) to investigate
the mismatch effect of the diffuse field model.

Fig. 9 shows the interference reduction (IR) vs. the speech
distortion index (SDI) as computed by (67) and (68). The opti-
mal point lies in the lower right corner. The best performance
is obtained by using the oracle PSD with oracle reverberation
coherence, which has a clear advantage over the oracle PSD
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Fig. 10. Improvement of perceptual measures for RSNR = 15 dB.

with theoretical diffuse coherence matrix. The closest perform-
ing estimators to the oracle PSD are the temporal model-based
methods LRSV and CTF. Among the coherence-based methods,
the PSD LS, ML-EM diff. coh., ML Newton and Blocking ML root
perform slightly better than Blocking PSD LS, BF LCMV and
CDR. The Blocking ML Newton has a lower SDI at the expense
of less IR, while the ML-EM est. coh. surprisingly performs
worse with a low IR.

The improvement of CD, PESQ and SRMR compared to the
unprocessed reference microphone is shown in Fig. 10 (higher
values are better). While the oracle PSD with reverberation co-
herence clearly achieves the best performance, the results for
most estimators are rather close, except the ML-EM with esti-
mated coherence, which clearly performs worse. This could be
explained by the fact that the estimated coherence is not accu-
rate enough, since the ML-EM using the theoretical coherence
yields the best performance of all estimators in terms of CD,
PESQ and SRMR.

Note that the estimators with the best values in Fig. 10 are not
necessarily the best sounding ones as this judgement is highly
subjective, and also the speech distortion shown in Fig. 9 plays a
large role. Subjective listening to the processed signals confirms
that some estimators produce very similar results, while others
can sound very different1 as represented in Fig. 10. Perceptual
differences between the estimators are more prominent at lower
RSNRs, while at RSNRs above 25 dB, perceptual differences
between the coherence-based estimators become almost indis-
tinguishable (see Fig. 6). The tradeoff between speech distortion
and interference reduction (see Fig. 9) is clearly audible, which
can be a guide on which estimator to choose depending on sub-
jective preference and application. While Fig. 9 suggests that
the temporal model estimators are superior, it has to be kept
in mind that these rely on information about the reverberation
time which is challenging to estimate in practice [68], while the
coherence-based estimators rely on information about the DOA,
which is commonly easier to estimate in practice. The best per-
forming coherence-based estimator with low complexity is the
PSD LS.

1Sound examples can be found online at www.audiolabs-
erlangen.de/resources/2017-COMPARE-PSD-ESTIMATORS

Fig. 11. Speech distortion vs. interference reduction without and with bias
compensation, RSNR = 15 dB.

Fig. 12. Improvement of perceptual measures without and with bias compen-
sation, RSNR = 15 dB.

G. Evaluation of Bias Compensation for Coherence-Based
Reverberation PSD Estimators

In this section, we evaluate the bias compensation method for
selected coherence-based estimators. The compensation func-
tion shown in Fig. 1 was trained using RIRs simulated by the
image method [69], while for the following evaluation, the mea-
sured RIRs from the REVERB dataset and different speech and
noise data were used.

The results for some selected coherence-based estimators
without and with the proposed bias compensation function are
shown in Figs. 11 and 12. We can see in Fig. 11 that for those es-
timators the bias compensation method proposed in Section VII
significantly reduces the speech distortion, while sacrificing
only a small amount of interference reduction. The perceptual
measures in Fig. 12 show an improvement of CD and PESQ
by using bias compensation, while the SRMR slightly suffers
from bias compensation. Informal subjective listening confirms
that the speech distortion can be reduced by the proposed bias
compensation method.

IX. CONCLUSION

We reviewed and classified a variety of late reverberation PSD
estimators that can be used for dereverberation. The majority of
estimators is based on a spatial coherence model, but also es-
timators exploiting temporal models have been investigated. It
was shown in extensive controlled and realistic experiments
that differences between the spatial coherence-based estimators
are rather small, where only a few estimators have limitations
and achieve results below average. We showed that all spa-
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tial coherence-based estimators under test suffer from the same
issues, i.e., overestimation in high DDR and low RSNR condi-
tions. Temporal model based estimators are less biased in high
DRR, and mostly yield less speech distortion, but also less inter-
ference reduction. Furthermore, we proposed a method to com-
pensate the systematic overestimation of the spatial coherence-
based estimators in high DDR conditions, which greatly reduced
the speech distortion. Using this bias compensation, similar re-
sults to the temporal model based estimators can be achieved
using spatial coherence-based estimators with low complexity
and without information about the room acoustics. Future work
could be to develop a PSD estimator that combines spatial and
temporal models.
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