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Interaural Coherence Preservation for Binaural Noise
Reduction Using Partial Noise Estimation and

Spectral Postfiltering
Daniel Marquardt , Member, IEEE, and Simon Doclo , Senior Member, IEEE

Abstract—The objective of binaural speech enhancement algo-
rithms is to reduce the undesired noise component, while pre-
serving the desired speech source and the binaural cues of all
sound sources. For the scenario of a single desired speech source
in a diffuse noise field, an extension of the binaural multichan-
nel Wiener filter (MWF), namely the MWF-IC, has been recently
proposed, which aims to preserve the interaural coherence (IC)
of the noise component. However, due to the large complexity of
the MWF-IC, in this paper we propose several alternative algo-
rithms at a lower computational complexity. First, we consider a
quasi-distortionless version of the MWF-IC, denoted as minimum-
variance-distortionless response (MVDR-IC). Second, we propose
to preserve the IC of the noise component using the binaural
MWF with partial noise estimation (MWF-N) and the binaural
MVDR beamformer with partial noise estimation (MVDR-N), for
which closed-form expressions exist. In addition, we show that
for the MVDR-N a closed-form expression can be derived for the
tradeoff parameter yielding a desired magnitude squared coher-
ence (MSC) for the output noise component. Since contrary to
the MWF-IC and the MWF-N the MVDR-IC and the MVDR-
N do not take into account the spectro-temporal properties of
the speech and the noise components, we propose to apply a
spectral postfilter to the filter outputs, improving the noise re-
duction performance. The performance of all algorithms is com-
pared in several diffuse noise scenarios. The simulation results
show that both the MVDR-IC and the MVDR-N are able to
preserve the MSC of the noise component, while generally the
MVDR-IC shows a slightly better noise reduction performance at
a larger complexity. Further, simulation results show that apply-
ing a spectral postfilter leads to a very similar performance for
all considered algorithms in terms of noise reduction and speech
distortion.

Index Terms—Multi-channel Wiener filter, beamforming, hear-
ing aids, binaural cues, noise reduction, interaural coherence.
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I. INTRODUCTION

NOISE reduction algorithms for head-mounted assistive lis-
tening devices (e.g., headsets, hearing aids, cochlear im-

plants) are crucial to improve speech quality and intelligibility
in background noise. For binaural microphone configurations,
algorithms that use the microphone signals from the left and the
right hearing device simultaneously are promising noise reduc-
tion techniques, because the spatial information captured by all
microphones can be exploited [1]–[4]. Besides noise reduction
and limiting speech distortion, another important objective of
binaural algorithms is the preservation of the binaural cues of
all sound sources. These binaural cues, i.e. the interaural level
difference (ILD), the interaural time difference (ITD) and the in-
teraural coherence (IC) are important for spatial awareness, i.e.
for source localization and for determining the width of sound
fields, and have a major impact on speech intelligibility due
to the so-called binaural unmasking [5]–[8]. When the desired
speech source is spatially separated from the interfering sources
and background noise, a binaural hearing advantage compared
to monaural hearing occurs. For example, in an anechoic en-
vironment with one desired speech source and one interfering
source, both located in front of the listener, a speech reception
threshold (SRT) corresponding to 50% speech intelligibility of
about −8 dB is obtained [5]. If the sources are spatially sepa-
rated, i.e., if the interfering source is not located in front of the
listener, the SRT may decrease down to −20 dB, depending on
the position of the interfering source. Although for reverberant
environments this SRT difference is smaller than for anechoic
environments, SRT differences for spatially separated sources
up to 6 dB have been reported [9]. Furthermore, for scenarios
with one desired speech source masked by a diffuse noise field,
as considered in this paper, an improvement of the speech re-
ception threshold (SRT) of 2–3 dB for both normal-hearing and
hearing-impaired listeners has been reported [10], while no im-
provement in SRT can be observed if the desired speech source
and the noise component are both coming from the same direc-
tion, i.e. contain the same spatial information [7]. For combined
binaural noise reduction and cue preservation two main concepts
have been established. In the first concept, the same real-valued
spectro-temporal gain, which is typically derived from beam-
forming algorithms, blind source separation techniques or based
on spatial assumptions, is applied to the reference microphone
signals in both hearing devices [11]–[15]. Using this concept
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allows for perfect preservation of the instantaneous binaural
cues, but may introduce audible artifacts.

In the second concept, all available microphone signals from
both hearing devices are processed by different complex-valued
filter vectors, combining spatial and spectral filtering [2], [4],
[16]. Compared to the first concept, the second concept al-
lows for more degrees of freedom to achieve increased noise
reduction and less speech distortion but there is an unavoid-
able trade-off between noise reduction performance and binau-
ral cue preservation. While these kind of algorithms typically
preserve the binaural cues of the speech component, the binaural
cues of the residual noise component are commonly distorted.
Hence, a variety of algorithms have been proposed, aiming to
also preserve the binaural cues of the residual noise component
by adding additional terms or constraints, related to the preser-
vation of the binaural cues, to the binaural noise reduction cost
function [2], [16]–[26].

For the binaural multi-channel Wiener filter (MWF) [2] it has
been theoretically proven in [16] that in the case of a single
desired speech source the relative transfer function (RTF), com-
prising both the ILD and ITD cues, of the speech component is
preserved, while the binaural cues of the residual noise compo-
nent are distorted. More precisely, after applying the binaural
MWF both output components exhibit the RTF of the speech
component such that no spatial separation between the output
speech component and the residual noise components exists
and hence both components are perceived as coming from the
same direction and the binaural hearing advantage can not be
exploited by the auditory system.

In order to preserve the RTF of directional interfering sources,
several extensions of the binaural MWF [16], [23], [27] and the
binaural minimum-variance-distortionless-response (MVDR)
beamformer [21], [24]–[26], [28], which is a special case of
the binaural MWF, have been presented. Since these methods
are either only applicable for directional interfering sources or
not specifically designed for diffuse noise fields, in order to
preserve the spatial characteristics of diffuse noise fields an-
other extension of the binaural MWF, namely the MWF-IC, has
been proposed in [22]. Since, contrary to directional interfering
sources, the spatial characteristics of a diffuse noise field can
not be properly described by the RTF but rather by the interau-
ral coherence (IC), the MWF-IC aims at preserving the IC of
the residual noise component, where the required amount of IC
preservation can, e.g., be determined based on the IC discrimi-
nation ability of the human auditory system [22]. However, no
closed-form solution for the MWF-IC exists such that one needs
to resort to iterative numerical optimization methods, which are
computationally intensive.

To reduce the computational complexity of the MWF-IC, in
this paper we propose several alternative binaural noise reduc-
tion algorithms that aim to preserve the IC of the noise compo-
nent, while achieving a psychoacoustically optimized trade-off
between noise reduction and IC preservation.

Similarly as the binaural MVDR beamformer can be consid-
ered a distortionless version of the binaural MWF [2], we first
present a quasi-distortionless version of the MWF-IC denoted as
MVDR-IC, which does not depend on the time-varying spectral

properties of the speech and the noise components. Secondly,
we consider the binaural MWF with partial noise estimation
(MWF-N) [16], [27] and its distortionless version, the binaural
MVDR-N beamformer, for which closed form expressions ex-
ist. It has been shown in [16], [27] that the output signals of the
binaural MWF-N consist of a mixture of the output signals of the
binaural MWF with scaled noisy reference microphone signals,
where a trade-off parameter determines the trade-off between
noise reduction and binaural cue preservation of the noise com-
ponent. For the MWF-N and the MVDR-N we derive analytical
expressions for the IC and the magnitude squared coherence
(MSC) of the output noise component. Furthermore, we show
that a closed-form expression for the trade-off parameter yield-
ing a desired MSC for the output noise component can be derived
for the MVDR-N but not for the MWF-N. Although the MVDR-
based algorithms (MVDR-IC, MVDR-N) are computationally
advantageous compared to the MWF-based algorithms (MWF-
IC, MWF-N) they do not take the spectro-temporal properties of
the speech and the noise components into account, hence limit-
ing the noise reduction performance. Therefore, we propose to
apply a speech presence probability (SPP) based single-channel
spectral postfilter to the output of the MVDR-based algorithms,
mimicking the performance of the MWF-based algorithms at a
much lower complexity.

The performance of the proposed algorithms is objectively
evaluated in a reverberant cafeteria and office environment for
one desired speech source at different spatial positions in a
diffuse(-like) noise field. The simulation results show that both
the MVDR-IC and the MVDR-N are able to preserve the MSC
of the noise component, while generally the MVDR-IC shows
a slightly better noise reduction performance. Further simula-
tion results show that applying a spectral postfilter improves
the noise reduction performance as indicated by the objective
performance measure frequency-weighted segmental SNR.

The paper is structured as follows. In Section II-A, the con-
figuration and notation of the considered binaural setup is
described. In Section III, two state-of-the-art binaural noise
reduction algorithms, namely the binaural MWF and the
MWF-IC, are briefly reviewed and a quasi-distortionless ver-
sion of the MWF-IC, denoted as MVDR-IC, is presented. In
Section IV-A, the MWF-N and the MVDR-N are presented and
analytical expressions for their noise reduction and speech dis-
tortion performance and for the output IC and MSC of the noise
component are derived. Section V discusses how the trade-off
parameter in the MVDR-IC, the MWF-N and the MVDR-N,
yielding a desired MSC for the output noise component, can be
determined. In Section VI, the application of a single-channel
spectral postfilter on the output of the MVDR-based algorithms
is presented. In Section VII, the performance of the proposed
algorithms is evaluated.

II. CONFIGURATION AND NOTATION

A. Microphone Signals and Output Signals

Consider the binaural configuration in Fig. 1 with M =
M0 +M1 microphones, where M0 and M1 denote the num-
ber of microphones on the left and the right hearing device,
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Fig. 1. Binaural hearing device configuration.

respectively. In the frequency-domain, the m-th microphone
signal of the left hearing device Y0,m (ω) can be written as

Y0,m (ω) = X0,m (ω) + V0,m (ω) , (1)

with ω the normalized radian frequency, X0,m (ω) the speech
component and V0,m (ω) the diffuse noise component, respec-
tively. The m-th microphone signal of the right hearing device
Y1,m (ω) is defined similarly. For the sake of readability, the
frequency variable ω will be omitted in the remainder of the
paper. The M -dimensional stacked signal vector Y is equal to

Y = [Y0,1 . . . Y0,M 0 Y1,1 . . . Y1,M 1 ]
T , (2)

which can be written as

Y = X + V, (3)

where the vectorsX andV are defined similarly asY. Assuming
a desired speech source S, the speech component X can be
written as

X = SA, (4)

with A the acoustic transfer function (ATF) between the mi-
crophones and the speech source taking into account the head
shadow effect and reverberation. For conciseness, the reference
microphone signals Y0,1 (first microphone in the left hearing
device) and Y1,1 (first microphone in the right hearing device)
are denoted as Y0 and Y1 , respectively, which can be written as

Y0 = eT0 Y, Y1 = eT1 Y, (5)

where e0 and e1 are M -dimensional selector vectors with
e0(1) = 1 and e1(M0 + 1) = 1, and all other elements equal
to 0. The speech correlation matrix is defined as

Rx = E
{
XXH
}

= ΦsAAH , (6)

where E {·} denotes the expectation operator and Φs =
E
{|S|2} denotes the power spectral density (PSD) of the speech

source. The cross-correlation vectors between the speech com-
ponent in all microphone signals and the speech component in
the reference microphone signals are equal to

rx,0 = E {XX∗
0} = Rxe0 = ΦsAA∗

0 , (7)

rx,1 = E {XX∗
1} = Rxe1 = ΦsAA∗

1 . (8)

The PSD and the cross spectral density (CSD) of the speech
component in the reference microphone signals are equal to

Φx,0 = E
{|X0 |2
}

= eT0 Rxe0 = Φs |A0 |2 , (9)

Φx,1 = E
{|X1 |2
}

= eT1 Rxe1 = Φs |A1 |2 , (10)

Φx,01 = E {X0X
∗
1} = eT0 Rxe1 = ΦsA0A

∗
1 . (11)

The noise correlation matrix is defined as

Rv = E
{
VVH
}
, (12)

and the PSD and the CSD of the noise component in the refer-
ence microphone signals are equal to

Φv ,0 = E
{|V0 |2
}

= eT0 Rve0 , (13)

Φv ,1 = E
{|V1 |2
}

= eT1 Rve1 , (14)

Φv ,01 = E {V0V
∗
1 } = eT0 Rve1 . (15)

For a homogeneous diffuse noise field, the noise correlation
matrix can be written as [29]

Rdiff
v = E

{
VVH
}

= ΦvΓ, (16)

where Φv denotes the diffuse noise PSD which is the same in all
microphone signals and Γ denotes the spatial coherence matrix
of the diffuse noise field. This frequency-dependent coherence
can be computed, e.g., using a geometric head model [30], using
a modified sinc-function [31] or using measured anechoic ATFs
[12] (cf. Section VII-A).

Assuming statistical independence, the correlation matrix of
the microphone signals Ry is equal to

Ry = Rx + Rv , (17)

and the output signals are equal to

Z0 = WH
0 Y = WH

0 X + WH
0 V = Zx0 + Zv0 , (18)

Z1 = WH
1 Y = WH

1 X + WH
1 V = Zx1 + Zv1 , (19)

with W0 and W1 the M−dimensional filter vectors. The 2M -
dimensional stacked weight vector W is equal to

W =
[
W0
W1

]
. (20)

B. Instrumental Performance Measures

In this section, we define instrumental performance measures
which will be used for the analytical part of the paper. The
narrowband speech distortion (SD) is defined as

SD0 =
eT0 Rxe0

WH
0 RxW0

, SD1 =
eT1 Rxe1

WH
1 RxW1

. (21)

The narrowband input SNR in the reference microphone signals
is defined as

SNRin
0 =

eT0 Rxe0

eT0 Rve0
, SNRin

1 =
eT1 Rxe1

eT1 Rve1
. (22)



1260 IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 26, NO. 7, JULY 2018

The narrowband output SNR in the output microphone signals
of the left and the right hearing device is defined as

SNRout
0 =

WH
0 RxW0

WH
0 RvW0

, SNRout
1 =

WH
1 RxW1

WH
1 RvW1

. (23)

The input RTFs are defined as

RTF in
x =

X0

X1
=
A0

A1
, RTF in

v =
V0

V1
, (24)

and the output RTFs are defined as

RTF out
x =

WH
0 A

WH
1 A

, RTF out
v =

WH
0 V

WH
1 V

. (25)

The input IC of the noise component is defined as the normalized
cross-correlation between the reference microphone signals, i.e.,

IC in
v =

eT0 Rve1√
(eT0 Rve0) (eT1 Rve1)

, (26)

and the output IC is defined as the normalized cross-correlation
between the output noise components, i.e.,

ICout
v =

WH
0 RvW1√

(WH
0 RvW0) (WH

1 RvW1)
. (27)

The MSC is equal to

MSC = |IC|2 . (28)

III. BINAURAL MWF AND MVDR BEAMFORMER

WITH IC PRESERVATION

In this section we first review the binaural MVDR beam-
former [4], the binaural MWF [2] and the binaural MWF with
IC preservation (MWF-IC) [22]. In addition, we propose a quasi-
distortionless version of the MWF-IC, denoted as MVDR-IC.

A. Binaural MVDR Beamformer and Binaural MWF

The binaural MVDR beamformer [4], [32] aims to minimize
the output PSD of the noise component in both hearing devices,
while preserving the speech component in the reference micro-
phone signals. The constrained optimization problem for the left
and the right hearing device is equal to

min
W 0

WH
0 RvW0 subject to WH

0 H0 = 1, (29)

min
W 1

WH
1 RvW1 subject to WH

1 H1 = 1, (30)

with

H0 =
A
A0

, H1 =
A
A1

, (31)

the RTF vectors of the speech source. The solution to the opti-
mization problem in (29) and (30) is equal to [32]

WMVDR ,0 =
R−1

v H0

HH
0 R−1

v H0
, WMVDR ,1 =

R−1
v H1

HH
1 R−1

v H1
.

(32)

The binaural MWF [2], [16] produces an MMSE estimate of
the speech componentsX0 andX1 in the reference microphone

signals of both hearing aids. The binaural (speech-distortion
weighted) MWF cost function is defined as

JMWF(W) = E
⎧
⎨

⎩

∥
∥
∥
∥
∥

[
X0 − WH

0 X

X1 − WH
1 X

]∥∥
∥
∥
∥

2

+ μ

∥
∥
∥
∥
∥

[
WH

0 V

WH
1 V

]∥∥
∥
∥
∥

2
⎫
⎬

⎭
,

(33)

where the weighting parameter μ ≥ 0 enables to trade-off be-
tween speech distortion and noise reduction. The cost function
in (33) can further be written as

JMWF(W) = WHRW − WH rx − rHx W + Φx,0 + Φx,1 ,
(34)

with

R =
[
Rx + μRv 0M×M

0M×M Rx + μRv

]
, rx =

[
rx,0
rx,1

]
, (35)

with rx,0 and rx,1 defined in (7) and (8). The filter minimizing
JMWF(W) in (34) is equal to [2]

WMWF = R−1rx , (36)

such that the filter vectors for the left and the right hearing aid
can be written as

WMWF,0 = (Rx + μRv)−1rx,0 , (37)

WMWF,1 = (Rx + μRv)−1rx,1 . (38)

As has been shown in [2], [16], for a single desired speech source
the binaural MWF can be decomposed into a binaural MVDR
beamformer and a single-channel spectro-temporal postfilter G
applied to the output of the MVDR beamformer, i.e.,

WMWF ,0 = G0WMVDR ,0 , WMWF ,1 = G1WMVDR ,1 ,
(39)

with

G0 = G1 =
ρ

μ+ ρ
, ρ = ΦsAHR−1

v A, (40)

where ρ denotes the output SNR of the MVDR beamformer (cf.
(46)). Consequently, for a single speech source, for which Rx =
Φx,0H0HH

0 = Φx,1H1HH
1 , the binaural MVDR beamformer

can be considered a special case of the binaural MWF in (37)
and (38) for μ→ 0, i.e.,

WMVDR ,0 = lim
μ→0

(Rx + μRv)−1rx,0 , (41)

WMVDR ,1 = lim
μ→0

(Rx + μRv)−1rx,1 . (42)

Please note that these expressions hold for any value of the
PSDs Φx,0 and Φx,1 . In addition, for a homogeneous diffuse
noise field, cf. (16), the binaural MVDR beamformer in (32) is
equal to

WMVDR ,0 =
Γ−1H0

HH
0 Γ−1H0

, WMVDR ,1 =
Γ−1H1

HH
1 Γ−1H1

,

(43)

which is independent of the diffuse noise PSD Φn . By substi-
tuting (39) in (25), it can be shown that the output RTF of the
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speech component and the noise component are equal to the
input RTF of the speech component [16], i.e.,

RTF out
x = RTF out

v =
A0

A1
= RTF in

x , (44)

implying that both output components are perceived as direc-
tional sources coming from the speech direction. By substituting
(39) in (21), the speech distortion of the binaural MWF is equal
to [16]

SDMWF,0 = SDMWF,1 =
(μ+ ρ)2

ρ2 , (45)

which is always larger than or equal to 1. By substituting (39)
in (23), the output SNR of the binaural MWF (and the binaural
MVDR beamformer) is equal to [2]

SNRout
MWF,0 = SNRout

MWF,1 = ρ. (46)

Furthermore, by substituting (39) in (27) and using (28), it can
be shown that for the binaural MWF (and the binaural MVDR
beamformer) the output IC of the speech and the noise compo-
nent are the same and equal to [22]

ICout
x = ICout

v = ej ∠RT F i n
x , (47)

such that

MSCout
x = MSCout

v = 1. (48)

Hence, for a diffuse noise field the binaural MWF (and the
binaural MVDR beamformer) will not preserve the frequency-
dependent IC/MSC of the noise component. Consequently, both
the output speech and noise component will be perceived as
directional sources from the same direction such that no binaural
unmasking can be exploited by the auditory system and the
perceived width of the diffuse noise field will not be present in
the output noise component.

To implement the binaural MVDR beamformer in (32), an es-
timate of the RTF vectors H0 and H1 and the noise correlation
matrix Rv is required, for which several methods have been pro-
posed [33]–[35]. However, since accurately estimating RTFs in
noisy and reverberant environments is not a trivial task, as an al-
ternative anechoic RTFs of the binaural setup H̄0(θ) and H̄1(θ),
with θ denoting the (estimated) direction of arrival (DOA) of
the desired speech source, can be used. The anechoic RTFs can
be obtained using geometric head models or using measured
impulse responses. In the case of a diffuse noise field, instead
of the noise correlation matrix Rv , only the spatial coherence
matrix Γ is required, cf. (43). As already mentioned, this coher-
ence matrix can again be obtained using geometric head models
or using measured impulse responses. Using anechoic RTFs and
the spatial coherence matrix allows to calculate the filter vectors
off-line, which can then be stored and applied to the microphone
signals based on the estimated DOA. To implement the spectral
postfilter in (40), an estimate of the output SNR of the binau-
ral MVDR beamformer ρ is required, which can be obtained
by combining a noise PSD estimator, e.g., [36], [37], with the
decision-directed approach [36]. Hence, by implementing the
binaural MWF in a diffuse noise field using the decomposition
in (39) the correlation matrices Rx and Rv , more in particular
the input speech and noise PSDs in the reference microphone

signals, do not need to be estimated. Using the decomposition
of the binaural MWF in (39) instead of the direct form in (37)
and (38) allows to decouple spatial filtering (WMVDR ) from
spectro-temporal filtering (G), such that a-priori assumptions
about the acoustic scenario and/or DOA estimates can be ex-
ploited for the spatial filter while spectral filtering can be indi-
vidually controlled. Furthermore, since the spatial content of the
acoustic scenario can be assumed to be more stationary then the
spectro-temporal content of the speech signal, different smooth-
ing parameters can be applied for estimating the spatial content
(DOA or RTFs) and the spectral content (Φx and Φn ). This is
not possible if an estimate of the correlation matrices Rx and
Rv is used, since in that case the spatial and spectro-temporal
content is estimated simultaneously.

B. Binaural MWF with Interaural Coherence Preservation
(MWF-IC)

Since the binaural MWF does not preserve the binaural cues
of the noise component, in [22] the MWF has been extended
with an additional term related to the preservation of the output
IC of the noise component. The IC preservation term is equal to

JIC (W) =
∣
∣ICout

v (W) − ICdes
v

∣
∣2 (49)

=

∣
∣
∣
∣
∣
∣

WH
0 RvW1√(

WH
0 RvW0

) (
WH

1 RvW1
) − ICdes

v

∣
∣
∣
∣
∣
∣

2

,

(50)

where ICdes
v represents the desired output IC, which can, e.g.,

be chosen to be equal to the input noise component IC in (26)
or defined based on models or measurements [23], [30]. Adding
this term to the cost function of the binaural MWF in (34), the
cost function of the MWF-IC is equal to [22]

JMWF−IC(W) = JMWF(W) + λ JIC (W). (51)

Since no closed-form expression is available for the filter vector
WMWF−IC minimizing the non-linear cost function in (51),
an iterative numerical optimization method has been used [22].
Furthermore, since for the MWF-IC a trade-off between noise
component IC preservation and output SNR exists (controlled by
the trade-off parameter λ), in [22] the amount of IC preservation
has been controlled based on the IC discrimination ability of
the auditory system, cf. Section V. It should be noted that,
contrary to the binaural MWF, the MWF-IC explicitly requires
an estimate of the noise correlation matrices Rx and Rv .

C. Quasi-Distortionless Version of the MWF-IC (MVDR-IC)

Similarly as the binaural MVDR can be considered a dis-
tortionless version of the binaural MWF (cf. Section III-A),
in this section we present a quasi-distortionless version of the
MWF-IC, denoted as MVDR-IC, to achieve noise reduction
and IC preservation of the noise component. In Section III-A
it has been shown that the binaural MVDR beamformer can
be considered a special case of the binaural MWF for μ→ 0,
independently of the input speech PSDs and the diffuse noise
PSD. Similarly, the MVDR-IC cost function is a special case of
the MWF-IC cost function in (51) by setting the parameter μ to
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a very small value and setting the speech and noise correlation
matrices equal to

Rx = H0HH
0 , Rv = Γ, (52)

such that no estimate of the speech and noise PSDs is required.
The cost function for the MVDR-IC is hence equal to

JMVDR−IC(W) = JMWF−QD(W) + λ JIC−QD(W), (53)

with

JMWF−QD(W) = WHRQDW − WHH0 − HH
0 W, (54)

and

RQD =
[
H0HH

0 + μΓ 0M×M
0M×M H0HH

0 + μΓ

]
, (55)

the quasi-distortionless version of the MWF cost function and

JIC−QD(W) =

∣
∣
∣
∣
∣
∣

WH
0 ΓW1√(

WH
0 ΓW0

) (
WH

1 ΓW1
) − ICdes

v

∣
∣
∣
∣
∣
∣

2

.

(56)

The filter vector WMVDR−IC (λ) can then be obtained using the
same numerical optimization method as for the MWF-IC. Note
that distortionless filtering would only be obtained for μ = 0.
However, since μ = 0 leads to numerical problems in the opti-
mization routine, we use a very small value, i.e. μ = 10−5 , such
that the matrix RQD in (55) is invertible. Since for this value
some hardly noticeable speech distortion occurs, we use the term
quasi-distortionless. Contrary to the MWF-IC, the MVDR-IC
does not require an estimate of the correlation matrices Rx and
Rv . As for the binaural MVDR (cf. Section III-A), instead of
the RTF vector H0 , the anechoic RTF vector H̄0(θ) can be used
leading to fixed filter vectors that can be computed off-line.
However, contrary to the MWF-IC, the MVDR-IC does not
take the time-varying spectral properties of the speech and the
noise component into account which leads to a low amount of
signal distortions but also to limited noise reduction capabilities
compared to the MWF-IC. Hence, the application of a spectral
postfilter at the output of the MVDR-IC will be discussed in
Section VI.

IV. BINAURAL MWF AND MVDR BEAMFORMER WITH

PARTIAL NOISE ESTIMATION

In this section, the binaural MWF with partial noise esti-
mation (MWF-N) [16], [27] is briefly reviewed. Compared to
the MWF-IC, the MWF-N is a more general approach for pre-
serving the binaural cues of the noise component since no spe-
cific IC preservation constraint is used. In addition, we propose
the binaural MVDR beamformer with partial noise estimation
(MVDR-N), which is a special case of the MWF-N. For both
the MWF-N and the MVDR-N we derive analytical expressions
for the IC and the MSC of the output noise component.

A. Binaural MWF with Partial Noise Estimation (MWF-N)

The MWF-N produces an MMSE estimate of the speech com-
ponentsX0 andX1 and a scaled version of the noise components

V0 and V1 in the reference microphone signals [16], [27]. The
cost function is defined as [16]

JMWF−N(W) = E
{∥
∥
∥
∥

[
X0 − WH

0 X
X1 − WH

1 X

]∥∥
∥
∥

2

+μ

∥
∥
∥
∥

[
ηV0 − WH

0 V
ηV1 − WH

1 V

]∥∥
∥
∥

2
}

, (57)

where the real-valued parameter η, with 0 ≤ η ≤ 1, enables to
trade-off between output SNR and preservation of the binaural
cues of the noise component. For the special case of η = 0, the
cost function in (57) reduces to the cost function of the binaural
MWF in (33). In [16] is has been shown that the filter vectors
minimizing (57) are equal to

WMWF−N ,0 = (1 − η)WMWF,0 + ηe0 , (58)

WMWF−N ,1 = (1 − η)WMWF,1 + ηe1 , (59)

resulting in a summation of the binaural MWF output sig-
nals (weighted with 1-η) and the reference microphone signals
(weighted with η). By substituting (58) and (59) in (25), it has
been shown in [16] that the MWF-N preserves the binaural cues
of the speech component for all values of the trade-off parameter
η, i.e.,

RTF out
x =

(1 − η) ρ
(μ+ρ)A0 + ηA0

(1 − η) ρ
(μ+ρ)A1 + ηA1

=
A0

A1
= RTF in

x . (60)

By substituting (58) and (59) in (21), the speech distortion of
the MWF-N is equal to [16]

SDMWF−N ,0 = SDMWF−N ,1 =
(
μ+ ρ

ημ+ ρ

)2

. (61)

Comparing (61) with (45) implies that when η > 0 the binaural
MWF always yields a larger speech distortion than the MWF-
N. This can be intuitively explained by the fact that mixing the
output speech component of the MWF with the input speech
component of the reference microphone signals partially com-
pensates the speech distortion introduced by the spectral post-
filter. By substituting (58) and (59) in (23), it has been shown in
[16] that the output SNR of the MWF-N is equal to

SNRout
MWF−N ,0 =

ρξ

(ξ + η2 (ρ̃0 − 1))
, (62)

SNRout
MWF−N ,1 =

ρξ

(ξ + η2 (ρ̃1 − 1))
, (63)

with

ξ =
(
ημ+ ρ

μ+ ρ

)2

, ρ̃0 = ρ
Φv ,0

Φx,0
, ρ̃1 = ρ

Φv ,1

Φx,1
, (64)

where ρ̃0 and ρ̃1 denote the SNR improvement of the MWF in
the left and the right hearing device, respectively. Since the SNR
improvement of the MWF is always larger than or equal to 1
[38], (62) and (63) imply that the output SNR of the MWF-N is
always smaller than or equal to the output SNR of the binaural
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MWF, i.e.,

SNRout
MWF−N ,0 ≤ SNRout

MWF,0 , (65)

SNRout
MWF−N ,1 ≤ SNRout

MWF,1 , (66)

which can be intuitively explained by the mixing of the out-
put signals of the MWF with the noisy reference microphone
signals.

Since for diffuse noise we are mainly interested in the IC and
the MSC, in Appendix A we derive the output IC of the noise
component of the MWF-N by substituting (58) and (59) in (27),
resulting in

ICout
v =

ψΦx,01 + η2Φv ,01√
(ψΦx,0 + η2Φv ,0)(ψΦx,1 + η2Φv ,1)

, (67)

with

ψ = (1 − η)2 ρ

(μ+ ρ)2 + 2η(1 − η)
1

(μ+ ρ)
. (68)

From (67), the output MSC of the noise component can then be
calculated as

MSCout
v =

|ψΦx,01 + η2Φv ,01 |2
(ψΦx,0 + η2Φv ,0)(ψΦx,1 + η2Φv ,1)

. (69)

Hence, for the binaural MWF, i.e. setting η = 0, the output
MSC of the noise component is equal to 1. On the other hand,
for η = 1 the factor ψ in (68) is equal to 0, such that the out-
put MSC of the noise component is equal to the input MSC
of the noise component, but obviously no noise reduction is
achieved. Similarly as for the MWF-IC and the MVDR-IC (cf.
Section III-B and III-C), for the MWF-N a substantial trade-off
between IC preservation of the noise component and noise re-
duction performance exists. Hence, in Section V we will present
a procedure to determine the trade-off parameter η yielding a
psychoacoustically optimized desired output MSC for the noise
component.

B. Binaural MVDR Beamformer With Partial Noise
Estimation (MVDR-N)

Similarly as the MWF-N, the optimization problem of the
binaural MVDR beamformer can be modified such that, in ad-
dition to perfectly preserving the speech component, it aims
at preserving a scaled version of the noise component in the
reference microphone signals. The MVDR-N constrained op-
timization problem for the left and the right hearing device is
given by

min
W 0

E
{∣
∣ηV0 − WH

0 V
∣
∣2
}

subject to WH
0 H0 = 1, (70)

min
W 1

E
{∣
∣ηV1 − WH

1 V
∣
∣2
}

subject to WH
1 H1 = 1. (71)

Similarly to (58) and (59), the filter vectors solving (70) and
(71) are equal to

WMVDR−N ,0 = (1 − η)WMVDR ,0 + ηe0 , (72)

WMVDR−N ,1 = (1 − η)WMVDR ,1 + ηe1 , (73)

Hence, the MVDR-N can be considered a special case of the
MWF-N in (58) and (59) for μ→ 0,i.e., neglecting the spectral

postfilter in the binaural MWF. Due to the distortionless con-
straint for the speech component in (70) and (71), the binaural
cues of the speech component are perfectly preserved and the
MVDR-N does not introduce any speech distortion, i.e.,

SDMVDR−N ,0 = SDMVDR−N ,1 = 1, (74)

and the output SNR of the MVDR-N can be calculated by setting
μ = 0 in the output SNR of the MWF-N in (62) and (63), i.e.,

SNRout
MVDR−N ,0 =

ρ

[1 + η2 (ρ̃0 − 1)]
, (75)

SNRout
MVDR−N ,1 =

ρ

[1 + η2 (ρ̃1 − 1)]
. (76)

As for the binaural MWF, the output SNR of the MVDR-N is
always smaller than or equal to the output SNR of the MVDR,
i.e.,

SNRout
MVDR−N ,0 ≤ SNRout

MVDR ,0 , (77)

SNRout
MVDR−N ,1 ≤ SNRout

MVDR ,1 . (78)

Setting μ = 0 in (68), the expression for ψ simplifies to

ψ0 =
1 − η2

ρ
, (79)

such that the output MSC of the noise component for the
MVDR-N can now be calculated by substituting (79) in (69),
i.e.,

MSCout
v =

∣
∣
∣ 1−η

2

ρ Φx,01 + η2Φv ,01

∣
∣
∣
2

(
1−η 2

ρ Φx,0 + η2Φv ,0

)(
1−η 2

ρ Φx,1 + η2Φv ,1

) .

(80)

Comparing (80) with (69), it can be observed that the expres-
sion for the output MSC of the noise component significantly
simplifies for the MVDR-N compared to the MWF-N.

V. PSYCHOACOUSTICALLY OPTIMIZED TRADE-OFF

PARAMETER FOR THE MWF-IC, THE MVDR-IC, THE MWF-N
AND THE MVDR-N

For all considered algorithms, the trade-off parameters λ

(MWF-IC and MVDR-IC) and η (MWF-N and MVDR-N) en-
able to set a frequency-dependent trade off between noise re-
duction and IC preservation of the noise component. For the
MWF-IC it has been proposed in [22] to determine the set of
trade-off parameters Λ for which the output MSC of the noise
component for the filter WMWF−IC(λ), minimizing the cost
function in (51), satisfies

Λ =
{
λ|γmin ≤MSCout

v (WMWF−IC (λ)) ≤ γmax
}
, (81)

where γmin and γmax denote lower and upper bounds for the
MSC of the output noise component. The frequency-dependent
constraint boundaries γmin and γmax have been defined based on
the results of subjective listening experiments and are depicted
in Fig. 2 (cf. [22] for further details). The trade-off parameter
λopt is then determined in an iterative search such that the in-
equality constraint in (81) is satisfied [22]. Since the MVDR-IC
is a special case of the MWF-IC, the same strategy can be used
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Fig. 2. Psychoacoustically motivated lower and upper MSC boundaries. For
frequencies below 500 Hz, the boundaries depend onMSCdes

v . For frequencies
above 500 Hz, the upper boundary is fixed to a value of 0.36 and the lower
boundary is fixed to a value of 0” (cf. [22] for further details).

to determine the psychoacoustically optimized trade-off param-
eter λopt for the MVDR-IC. It should be realized that since the
MWF-IC depends on the time-varying properties of the speech
and the noise component (cf. Section III-B), the optimal trade-
off parameter λopt for the MWF-IC needs to be determined for
each time-frequency bin, resulting in a very computationally
complex procedure. On the other hand, although an iterative
search is also required to determine the optimal trade-off pa-
rameter λopt for the MVDR-IC, this only needs to be done once
for each frequency bin, since the MVDR-IC corresponds to a
fixed spatial filter (cf. Section III-C).

Similarly, for the MWF-N and the MVDR-N we would now
like to determine the frequency-dependent trade-off parameter
ηopt , yielding a desired magnitude squared coherenceMSCdes

v
for the output noise component, where MSCdes

v can be defined
based on the MSC boundaries in Fig. 2. Setting the output MSC
of the noise component for the MWF-N in (69) equal to the
desired MSC and using (68) leads to

MSCdes
v =

|ψ̃Φx,01 + η2 (μ+ ρ)2 Φv ,01 |2
(ψ̃Φx,0 + η2 (μ+ ρ)2 Φv ,0)(ψ̃Φx,1 + η2 (μ+ ρ)2 Φv ,1)

.

(82)

with ψ̃ =
(−η2 (2μ+ ρ) + 2ημ+ ρ

)
. Solving this equation in

closed-form requires the computation of the roots of a fourth or-
der polynomial in the variable η, which is a rather cumbersome
task. In the special case A0 = A1 , corresponding to a speech
source in front of the listener, it is possible to derive a closed-
form expression for the trade-off parameter ηopt [39]. However,
for the general case A0 �= A1 , considered in this paper, we will
use an exhaustive search method for determining the trade-off
parameter ηopt yielding a desired output MSC for the noise
component. We first determine the set of possible trade-off pa-
rameters Υ for which the output MSC of the noise component
for the resulting filter WMWF−N(η) in (58) and (59) satisfies
the frequency-dependent boundaries γmin and γmax , i.e.,

Υ =
{
η | γmin ≤MSCout

v (WMWF−N(η)) ≤ γmax
}
. (83)

Since the output SNR of the MWF-N is monotonically decreas-
ing with increasing η [16], the smallest value of the parameter

η satisfying the MSC constraint in (83), i.e,

ηopt = min
η∈Υ

(η), (84)

will result in the largest output SNR for both hearing devices.
Again, it should be realized that since the MWF-N depends on
the time-varying properties of the speech and the noise com-
ponent (cf. Section IV-A), the optimal trade-off parameter ηopt
needs to be determined for each time-frequency bin.

Since for the MVDR-N the expression for the output MSC
of the noise component in (80) significantly simplifies com-
pared to the MWF-N in (69), for the MVDR-N we can derive a
closed form expression for the optimal trade-off parameter ηopt
yielding a desired MSC for the output noise component. Setting
μ = 0 in (82) yields

MSCdes
v =
∣
∣(1 − η2)Φx,01 + η2ρΦv ,01

∣
∣2

((1 − η2)Φx,0 + η2ρΦv ,0) ((1 − η2)Φx,1 + η2ρΦv ,1)
, (85)

which corresponds to a second-order polynomial in the
variable η2

(
1 − η2)2 a+ η4b+ η2 (1 − η2) c, (86)

with

a = MSCdes
v Φx,0Φx,1 − |Φx,01 |, (87)

b =
(
MSCdes

v Φv ,0Φv ,1 − |Φv ,01 |
)
ρ2 , (88)

c = MSCdes
v (Φx,1Φv ,0 + Φx,0Φv ,1) ρ−

(
Φx,01Φ∗

v ,01 + Φ∗
x,01Φv ,01

)
ρ. (89)

Solving for η yields the closed-form solution

η1,2 =

√
−c+ 2a±√(c− 2a)2 − 4a(a+ b− c)

2(a+ b− c)
, (90)

where the smallest real-valued solution satisfying 0 ≤ η ≤ 1 is
the optimal solution. By using the assumption of a single desired
speech source for which Φx,0Φx,1 = |Φx,01 |2 , and by assuming
a diffuse noise field, for which Φn,0 = Φn,1 , it can be shown
that the parameters in (87)–(89) are equal to (after dividing each
parameter with Φx,0Φx,1)

a = MSCdes
v − 1, (91)

b = (MSCdes
v −MSC in

v )ρ̃0 ρ̃1 , (92)

c = MSCdes
v (ρ̃0 + ρ̃1) − 2�

{
A0

A1
(IC in

v )∗
}
ρ̃0 . (93)

with ρ̃0 = HH
0 Γ−1H0 and ρ̃1 = HH

1 Γ−1H1 the SNR improve-
ment of the MVDR beamformer defined in (64) and IC in

v and
MSC in

v the input diffuse noise IC and MSC defined in (26)
and (28). Hence, in the case of a diffuse noise field the op-
timal frequency-dependent parameter ηopt for the MVDR-N
does not depend on the PSDs of the speech and the noise com-
ponent, i.e., for a spatially stationary scenario this parameter
is fixed for each frequency. Since for η = 0, MSCout

v = 1
and for η = 1, MSCout

v = MSC in
v , for any MSCdes

v with
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Fig. 3. Psychoacoustically optimized trade-off parameters λopt (MVDR-IC)
and ηopt (MVDR-N) for different DOAs.

MSC in
v ≤MSCdes

v ≤ 1, a parameter ηopt can be found with
0 ≤ ηopt ≤ 1, for which the output SNR will lie between the
output SNR of the MVDR beamformer and the input SNR.
Based on these observations and the psychoacoustically moti-
vated MSC boundaries in Fig. 2, it can be concluded that setting
MSCdes

v = γmax yields the optimal trade-off between a desired
amount of MSC preservation and maximum noise reduction per-
formance for the MVDR-N. The frequency-dependent optimal
trade-off parameters λopt (MVDR-IC) and ηopt (MVDR-N) for
different DOAs are depicted in Fig. 3.

VI. SPECTRAL POSTFILTER FOR THE MVDR-BASED

ALGORITHMS

Although the psychoacoustically motivated MVDR-based
binaural noise reduction and IC preservation algorithms
(MVDR-IC, MVDR-N) are (quasi)-distortionless and are com-
putationally advantageous compared to the MWF-based algo-
rithms (MWF-IC, MWF-N), they do not take the time-varying
spectral properties of the speech and the noise component into
account, limiting their noise reduction performance. Therefore,
we propose to apply a single-channel spectral filter at the output
of the MVDR-IC and the MVDR-N. We propose to use a para-
metric Wiener filter, which can be computed for the left and the
right hearing aid as

G0 =
ˆSNR

out
0

μ+ ˆSNR
out
0

, G1 =
ˆSNR

out
1

μ+ ˆSNR
out
1

, (94)

with ˆSNR
out
0 and ˆSNR

out
1 the SNR estimate of the left and

the right output signal, respectively. We first estimate the PSD
of the noise component in both signals using the single-channel
SPP-based estimator described in [37] and then use these noise
PSD estimates to estimate the SNRs using the decision-directed

approach [36]. Since in general ˆSNR
out
0 �= ˆSNR

out
1 , the gains

G0 and G1 will not be equal and hence will distort the output
ILD of the speech and the noise component. To avoid ILD
distortions, a common gain for the left and the right hearing
device is computed as

G =
√
G0 G1 . (95)

TABLE I
OVERVIEW OF THE CONSIDERED BINAURAL NOISE REDUCTION ALGORITHMS

Hence, for the hearing device with the better output SNR the
common gain G will be lower than the corresponding Wiener
gain, resulting in a increased noise reduction but also intro-
ducing more speech distortion, whereas for the hearing device
with the lower output SNR the common gain G will be larger
than the corresponding Wiener gain, resulting in a decreased
noise reduction but also introducing less speech distortion. The
MVDR-IC and the MVDR-N with spectral postfilter, denoted
as MVDR-ICP and MVDR-NP, are then given by

WMVDR−ICP = GWMVDR−IC , (96)

WMVDR−NP = GWMVDR−N . (97)

It should be realized that the MVDR-ICP is not equivalent to
the MWF-IC and the MVDR-NP is not equivalent to the MWF-
N, although all mentioned algorithms apply spectro-temporal
filtering. The main properties in terms of complexity for com-
puting the filter vectors and the optimal trade-off parameter and
exploitation of spectro-temporal properties are summarized in
Table I.

In summary, the computational complexity of the MWF-IC
is very high, since neither a closed-form expression for the filter
vector nor for the optimal trade-off parameter exists. Further-
more, both the filter vector and the trade-off parameter need to
be determined for each time-frequency bin. Although no closed-
form expression for the MVDR-IC exist, the filter vectors and
the trade-off parameter can be computed off-line. To exploit
spectro-temporal properties, a postfilter can be applied to the
MVDR-IC, resulting in the MVDR-ICP. Although the MWF-
N can be easily implemented by mixing the output signals of
the binaural MVDR beamformer with postfilter, i.e. the binau-
ral MWF, with the noisy microphone signals, no closed form
expression for the time-varying optimal trade-off parameter ex-
ists. Furthermore, as for the MWF-IC, both the filter vector and
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the trade-off parameter need to be determined for each time-
frequency bin. As shown in Section IV-A, for the MVDR-N
such a closed-form expression for the trade-off parameter ex-
ists. To exploit spectro-temporal properties, a postfilter can be
applied to the MVDR-N, resulting in the MVDR-NP.

VII. SIMULATIONS

In this section, we compare the performance of the proposed
algorithms in an office room and a cafeteria. We first compare the
performance of the binaural MVDR beamformer, the MVDR-IC
and the MVDR-N in terms of noise reduction performance and
binaural cue preservation. Then, the impact of spectro-temporal
postfiltering in the MWF, the MWF-N, the MVDR-ICP and
the MVDR-NP on the noise reduction, speech distortion and
binaural cue preservation performance is evaluated. Please note
that we do not evaluate the performance of the MWF-IC due
to its high computational complexity, which makes it infeasible
for online applications.

A. Input Signals and Signal Statistics

To generate the microphone signals we used measured im-
pulse responses for a binaural hearing aid setup in an office room
(T60 ≈ 300 ms) and a cafeteria (T60 ≈ 1250 ms) [40]. Each
hearing aid was equipped with 2 microphones, i.e. M = 4. For
the office scenario the speech source was located either at −20◦,
0◦ or 20◦, while for the cafeteria scenario the speech source was
located either at −35◦ or 0◦. The reverberant speech component
was generated by convolving the clean speech signals with the
measured impulse responses taken from the Oldenburg Sentence
Test database [41].

For the office scenario, a diffuse babble noise signal was
generated using the method in [42], where the time-invariant
spatial coherence matrix of the binaural setup was calculated
using the ATFs of the anechoic impulse responses from [40],
which were measured for angles ranging from −180◦ to 175◦ in
steps of 5◦. The (i, j)-th element of the spatial coherence matrix
was calculated as

Γi,j =

∑P
p=1 Āi(θp)Ā∗

j (θp)√∑P
p=1 |Āi(θp)|2

∑P
p=1 |Āj (θp)|2

, (98)

with Ā(θp) denoting the anechoic ATF at angle θp and P = 72
the total number of angles. For the cafeteria scenario, ambient
noise including babble noise, clacking plates and interfering
speakers, recorded in the same cafeteria, was used as noise
component [40].

The overall length of the speech-and-noise signals was
20 s and the sampling frequency was equal to 16 kHz. The
intelligibility-weighted input SNR (iSNR) [43] in the left ref-
erence microphone was set to 0 dB for each speech source po-
sition. The corresponding input iSNRs and frequency-weighted
segmental SNRs (fwSegSNR) [44] in both reference micro-
phones for each speech source position in the office room and
the cafeteria are depicted in Table II.

We used the short-time Fourier transform (STFT) with frame
length N overlapping by N − L samples, e.g., for the left

TABLE II
INTELLIGIBILITY WEIGHTED INPUT SNR AND FWSEGSNR FOR EACH SPEECH

SOURCE POSITION IN THE OFFICE ROOM AND THE CAFETERIA

reference microphone

Y0(k, i) =
N−1∑

n=0

y0(i L+ n)w(n) e−jΩk n ,

= X0(k, i) + V0(k, i), (99)

with k the frequency index, i the frame segment index, Ωk =
2πk/N the angular frequency, and w(n) a square-root Hann
window of length N . The segment length was set to N = 512
and L was set to 256.

B. Filter Vectors and Postfilter

For the MVDR, the MVDR-IC and the MVDR-N, the spatial
coherence matrix Γ was calculated according to (98) and in (43)
and (52) the anechoic RTF vectors H̄0(θp) and H̄1(θp) were
used, assuming the DOA of the speech source to be known. For
the MVDR-IC, the filter vector was calculated using an iterative
numerical optimization method, and the frequency-dependent
trade-off parameter λopt was calculated using an iterative search
method. The filter vectors for the MVDR-N beamformer were
calculated using the filter vectors of the binaural MVDR beam-
former WMVDR ,0 and WMVDR ,1 according to (72) and (73),
and the frequency-dependent trade-off parameter ηopt was cal-
culated according to the closed-form expression in (90) using
(91)–(93). The SNRs for the respective spectro-temporal post-
filters in (39), (96) and (97) were estimated at the output of the
MVDR, the MVDR-IC and the MVDR-N, respectively, using
the SPP-based noise PSD estimator in combination with the
decision-directed approach (cf. Section VI). For all postfilters
the minimum gain was set to Gmin = −10 dB, the weighting
parameter μ was set to 1 and the common gain was calculated
according to (95). The MWF filter vectors were then used to cal-
culate the MWF-N filter vectors in (58) and (59). The frequency-
dependent trade-off parameter ηopt for each time-frequency bin
was determined using the exhaustive search method described
in Section V (cf. (83) and (84)), where 500 values for η, linearly
spaced between 0 and 1, have been used.

C. Performance Measures

For the distortionless algorithms MVDR, MVDR-N and
MVDR-IC, the noise reduction performance is evaluated us-
ing the intelligibility-weighted output SNR (iSNR) [43] in the
left and the right hearing aid, which is defined as

iSNRout =
N−1∑

k=1

I(k) 10 log10(SNR
out(k)), (100)
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where I(k) is a weighting function [45]. SNRout(k) is cal-
culated according to (23), where the correlation matrices are
calculated as

Rx(k) =
1
T

T −1∑

i=0

X(k, i)XH (k, i), (101)

Rv(k) =
1
T

T −1∑

i=0

V(k, i)VH (k, i), (102)

and T denotes the number of segments during the 20s of speech
activity. The input SNR is similarly calculated according to (22).
The better ear output SNR is defined as

iSNRout
be = max(iSNRout

0 , iSNRout
1 ). (103)

Since the purely energy-based SNR in (100) does not account for
speech distortions introduced by spectro-temporal filtering, we
also use the frequency-weighted segmental SNR (fwSegSNR)
[44] as a combined measure for speech distortion and noise
reduction. The better ear fwSegSNR is similarly defined as the
better ear iSNR in (103).

The MSC preservation performance for the noise component
is evaluated using the average broadband MSC error ΔMSCv
which is calculated as

ΔMSCv =
1

N − 1

N−1∑

k=1

∣
∣MSC in

v (k) −MSCout
v (k)
∣
∣ , (104)

where MSC in
v (k) and MSCout

v (k) are calculated as

MSC in
v (k) =

|∑i V0(k, i)V ∗
1 (k, i)|2

∑
i |V0(k, i)|2

∑
i |V1(k, i)|2

, (105)

MSCout
v (k) =

|∑i Zv0(k, i)Z∗
v1(k, i)|2∑

i |Zv0(k, i)|2
∑

i |Zv1(k, i)|2
. (106)

To evaluate the binaural cue preservation of the speech compo-
nent, we use a model of binaural auditory processing to calculate
the histograms of the so-called reliable ILD and ITD cues, using
Gammatone filters with a center frequency up to 4.8 kHz (ILD)
and 1.3 kHz (ITD) [46]. For better comparison, the histograms
for each Gammatone filter have been normalized to a height
of 1.

D. Experimental Results

We first compare the iSNR and the noise component MSC
preservation performance of the binaural MVDR, the MVDR-
IC and the MVDR-N for different speech source positions.

The iSNR results for the office scenario are depicted in
Fig. 4(a). As expected from the theoretical analysis, the output
iSNR for the MVDR-IC and the MVDR-N is significantly lower
than for the binaural MVDR, especially in the contralateral hear-
ing aid, while the MVDR-IC outperforms the MVDR-N. The
loss in better ear output iSNR compared to the binaural MVDR
is between 0.3 and 0.5 dB for the MVDR-IC and between 0.3
and 1.1 dB for the MVDR-N.

For the cafeteria scenario, depicted in Fig. 4(b), the output
iSNR of all algorithms is generally higher than for the office

Fig. 4. Objective measures iSNRout
0 , iSNRout

1 , iSNRout
b e for the binaural

MVDR beamformer, the MVDR-IC and the MVDR-N in (a) the office room
and (b) the cafeteria for different positions of the speech source.

Fig. 5. Objective measures fwSegSNRout
0 , fwSegSNRout

1 , fwSegSNRout
b e

and ΔMSCv in the office room for different positions of the speech source.

scenario. Again, compared to the MVDR, especially in the con-
tralateral hearing aid, the output iSNR is lower for the MVDR-
IC and the MVDR-N, where the loss in better ear output iSNR
compared to the binaural MVDR is between 0.4 and 0.9 dB for
the MVDR-IC and between 0.9 and 2.1 dB for the MVDR-N.

In terms of MSC error for the noise component (Fig. 5(d)
(Office), Fig. 6(b) (Cafeteria)), the binaural MVDR results in a
very large MSC error, which can be significantly reduced using
the MVDR-IC and the MVDR-N, where for the cafeteria sce-
nario the MSC error is generally lower. For each speech source
position the MSC error is about the same, which implies that for
both the MVDR-IC and the MVDR-N a suitable trade-off pa-
rameter yielding a desired MSC for the output noise component
can be obtained. While the recorded ambient noise in the cafe-
teria is less spatially stationary than the artificially generated
babble noise in the office room, these results hence show that
also for a time-varying realistic noise field a controlled MSC
preservation can be achieved using the proposed binaural cue
preservation algorithms.
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Fig. 6. Objective measures fwSegSNRout
0 , fwSegSNRout

1 , fwSegSNRout
b e

and ΔMSCv in the cafeteria for different positions of the speech source.

To evaluate the impact of the spectro-temporal postfilter in the
binaural MWF, the MWF-N, the MVDR-ICP and the MVDR-
NP the fwSegSNR results for the office and the cafeteria scenario
for different speech source positions are depicted in Figs. 5 and
6, respectively.

For the office scenario, the distortionless algorithms MVDR,
MVDR-IC and MVDR-N show rather similar results for the bet-
ter ear fwSegSNR, whereas for the cafeteria scenario the MVDR
shows the best performance. The spectro-temporal postfilter
in the MWF, the MWF-N, the MVDR-ICP and the MVDR-
NP leads to a significant improvement compared to the dis-
tortionless algorithms, while the MSC preservation algorithms
MWF-N, MVDR-ICP and MVDR-NP show very similar results.
Furthermore, both the MVDR-ICP and the MVDR-NP show
very similar results as the MWF-N, while the computational
complexity for the MVDR-ICP and the MVDR-NP is much
lower compared to the MWF-N, where the trade-off parameter
has to be computed for each time-frequency bin. As depicted in
Figs. 5(d) and 6(b), spectral postfiltering has basically no impact
on the MSC preservation capabilities of all algorithms. While
the binaural MWF shows a very large noise component MSC
error, the MSC error is significantly reduced for the MWF-
N, the MVDR-ICP and the MVDR-NP. For a speech source
at −20◦ in the office room, Fig. 7 depicts the histograms of
the reliable ILD and ITD cues for the input speech component
[Fig. 7(a)], the output speech component of the MVDR beam-
former [Fig. 7(b)], the MVDR-IC [Fig. 7(c)] and the MVDR-N
[Fig. 7(d)]. It should be noted that from the theoretical analysis
in Section III, for the MVDR beamformer a perfect preservation
of the binaural cues of the speech component is expected. How-
ever, from Fig. 7(a) and (b) it can be observed that this is not the
case. This can be explained by the usage of the anechoic RTFs
in the MVDR beamformer. Since the output binaural cues of the
MVDR beamformer solely depend on A0 and A1 (cf. (44)), the
binaural cues of the output speech component will be equal to
the binaural cues of the corresponding anechoic signal from the
same speech source position. Using the anechoic RTFs hence
results in a decreased width of the histograms of the reliable
ILD and ITD cues, which may change the overall impression
of the perceived source width but not the perceived source po-
sition. Since for the MVDR-N a scaled version of the reference

Fig. 7. Histograms of the reliable ILD and ITD cues for (a) the input speech
component, and the output speech component of (b) the binaural MVDR,
(c) the MVDR-IC and (d) the MVDR-N (speech source position of −20◦).

microphone signals is added to the output of the MVDR beam-
former, the histograms of the reliable ILD and ITD cues are
wider for the MVDR-N compared to the MVDR beamformer,
cf. Fig. 7(d). Furthermore, it can be noted that the output binau-
ral cues of the MVDR-IC are very similar to the output binaural
cues of the MVDR-N. Similar results are obtained for the other
speech source positions in the office room and the cafeteria.

VIII. CONCLUSION

In this paper, we proposed several MVDR-based and MWF-
based algorithms to preserve the binaural cues in diffuse noise
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scenarios. For all algorithms, the amount of IC preservation for
the noise component was determined based on psychoacousti-
cally motivated MSC boundaries. The main differences between
the algorithms is their computational complexity to compute the
filter vectors and the optimal trade-off parameter and whether
they take the spectro-temporal properties of the speech and
the noise component into account. For the MVDR-based algo-
rithms, we have proposed a (quasi)-distortionless version of the
MWF-IC, namely the MVDR-IC. In addition, for the MVDR-
N we have derived a closed-form expression for the trade-off
parameter yielding a desired MSC for the output noise compo-
nent. Using simulations, we have shown that the MVDR-N and
the MVDR-IC yield a very similar performance in terms of IC
preservation, where the MVDR-IC shows a slightly better noise
reduction performance. In addition, we have proposed to apply
a spectro-temporal postfilter to the MVDR-IC and the MVDR-
N. Simulation results show that the MWF-N, the MVDR-ICP
and the MVDR-NP show a very similar performance in terms
of noise reduction and binaural cue preservation. However, the
computational complexity for the MVDR-ICP and the MVDR-
NP is much lower compared to the MWF-N. For the MVDR-
NP, the optimal trade-off parameter can be calculated using a
closed-form expression and is fixed over time, whereas for the
MWF-N, the trade-off parameter has to be calculated for each
time-frequency bin using an exhaustive search method.

APPENDIX A
OUTPUT IC OF THE MWF-N

The output CSD and PSDs of the noise component for the
MWF-N are equal to

E{Zv0Z
∗
v1} = WH

MWF−N ,0RvWMWF−N ,1

= (1 − η)2WH
MWF,0RvWMWF,1 + η2Φv ,01

+ 2η(1− η)
(
WH

MWF,0Rve1 + eT0 RvWMWF ,1
)
,

(107)

E{|Zv0 |2} = WH
MWF−N ,0RvWMWF−N ,0

= (1 − η)2WH
MWF,0RvWMWF,0 + η2Φv ,0

+ 2η(1 − η)�{WH
MWF,0Rve0

}
, (108)

E{|Zv1 |2} = WH
MWF−N ,1RvWMWF−N ,1

= (1 − η)2WH
MWF,1RvWMWF,1 + η2Φv ,1

+ 2η(1 − η)�{WH
MWF,1Rve1

}
. (109)

Using (39), the output CSD of the noise component in (107) is
equal to

E{Zv0Z
∗
v1} = (1 − η)2Φx,01

ρ

(μ+ ρ)2 + η2Φv ,01

+ 2η(1 − η)
1

μ+ ρ
Φx,01

= ψΦx,01 + η2Φv ,01 , (110)

with ψ defined in (68). Calculating the output PSDs of the noise
component in (108) and (109) in a similar way, the output IC of
the noise component is equal to

ICout
v =

ψΦx,01 + η2Φv ,01√
(ψΦx,0 + η2Φv ,0)(ψΦx,1 + η2Φv ,1)

. (111)
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