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ABSTRACT
The generalized sidelobe canceler, a data-dependent beamformer that is commonly used in noise suppression,
is able to perform dereverberation if the source signal is a random white signal. A similar statement can be
made for multichannel linear prediction, which may be used to blindly invert any time-invariant multichannel
transmission system that is excited by a random white signal, provided that the transmission channels do
not share common zeros. If the source signal is colored on the other hand, as it is the case for speech signals,
both the generalized sidelobe canceler and multichannel linear prediction tend to additionally invert the
source coloration, and different approaches have been proposed to tackle this problem. In this paper we
give an overview on multichannel linear prediction methods and formally analyze the generalized sidelobe
canceler for dereverberation, which reveals close relations between the two approaches.

1. INTRODUCTION
Reverberation, an acoustic phenomenon determined by

the transmission channel between a source and a micro-
phone in a room, can degrade the quality and intelligi-
bility of speech due to the multitude of reflections from
the enclosure interfering with the direct sound compo-
nent. Therefore dereverberation is needed in many appli-
cations such as hands-free mobile communication, hear-
ing aids, teleconferencing and automatic speech recogni-
tion.
Approaches based on microphone arrays take advantage
of spatial diversity and, according to the multiple in-
put/output inverse theorem (MINT) [1], theoretically al-
low perfect inversion of the room transfer functions, if
the different channels do not share common zeros. In
practical applications however, the room transfer func-
tions are unknown and hard to estimate, while MINT in-
version has been shown to be rather sensitive to transfer
function estimation errors [2]. Therefore explicit inver-
sion is not favorable and other multichannel approaches

such as multichannel linear prediction (MLP) [3–14]
and, to a somewhat lesser extent, beamforming [15–19]
have been proposed for dereverberation.
MLP algorithms are able to blindly invert any time-
invariant multichannel transmission system that is ex-
cited by a white random signal, provided the channels
do not share common zeros and the prediction filter is of
sufficient length, see e.g. [5–7] and references therein. If
the source signal is not white however, as it is the case
for speech, then the source coloration is also inverted, a
problem that is known as excessive whitening and has
been tackled in different ways [3–14]. A more detailed
review on MLP methods is given in section 2.
Beamforming has been used in noise reduction before it
was applied to dereverberation and traditionally does not
target channel inversion, but aims at steering a beam into
the direction of the target source while suppressing in-
terfering noise or reflections from other directions. One
can distinguish between data-independent, i.e. fixed (e.g.
superdirective) beamforming and data-dependent beam-
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forming. In noise reduction the latter often performs bet-
ter due to the adaptation to a time-varying noise field.
In [15], the former is used in a dereverberation stage and
the latter in a noise reduction stage. In [16], the so-called
MINTFormer is introduced, which provides a trade-off
between the performance of MINT and the robustness of
beamforming in a unified framework.
The generalized sidelobe canceler (GSC) [20], a data-
dependent beamformer widely employed in noise reduc-
tion, consists of three components: a fixed beamformer
steering a beam into the target direction, a blocking ma-
trix that provides so-called noise references by block-
ing the target signal, and an unconstrained adaptive filter
shaping the noise references such that remaining noise in
the fixed beamformer output is suppressed.
If however the GSC is applied to suppress reverberation
instead of noise, i.e. convolutive interference instead of
additive interference, then the coloration of the source
signal will generally bias the filter estimate leading to
distortions as shown in [17]. To circumvent this prob-
lem, the authors proposed to perform source signal pre-
whitening, i.e. to remove the coloration from the source
inherent in the microphone signals.
Other approaches combine blocking-matrix-based beam-
forming with speech enhancement to provide an esti-
mate of the reverberant signal energy. In [18], the GSC
is used in a spectral-subtraction-based method to esti-
mate the reverberant signal energy after the delay-and-
sum beamformer from the output of the blocking matrix.
In [19], the blocking matrix is designed to additionally
block early reflections, serving spectral enhancement of
the microphone signals under the assumption that late re-
verberation can be modeled as diffuse noise.
In fact, although both approaches evolved from very dif-
ferent ideas, there are close relations between MLP and
data-dependent beamforming using the GSC if applied
for dereverberation. The aim of this paper is to provide
new insights into these relations and to derive formal
equivalence conditions.
The paper is organized as follows. Section 2 gives a re-
view on MLP, section 3 introduces the problem statement
for the GSC, and section 4 points out the relation be-
tween both approaches. Section 5 concludes the paper.

2. OVERVIEW ON MLP BASED APPROACHES
MLP approaches are motivated by the observation that

a multichannel transmission system may be blindly in-
verted by linear prediction of sufficient order if the fol-

lowing conditions are fulfilled [5–7]:

1. The transmission system is time-invariant or at most
slowly time-varying. This is a commonly made as-
sumption in room acoustics.

2. The transmission channels are relatively prime to
each other, i.e. their transfer functions do not share
common zeros. This requirement is given by the
MINT theorem and is crucial for invertibility.

3. The multichannel transmission system is excited by
an independently and identically distributed (iid)
random sequence, i.e. by a white noise signal.

The most critical condition is the last one, as the source
signals of interest like speech signals do not fulfill the
iid-assumption, but may rather be modeled as the out-
put of a time-varying speech production system which is
driven by an iid-like innovations process. Hence, if the
room transmission system is excited by a speech signal,
then pure MLP will also invert at least the average char-
acteristics of the speech production system – a problem
that is referred to as excessive whitening [5, 6, 9, 11] or
over-whitening [8]. Dereverberation approaches based
on MLP may be distinguished by their strategy on how
to circumvent the excessive whitening problem.
In [3], an average pre-whitening stage aiming at trans-
forming the speech signal into an iid-like signal is used,
where the average whitening filter is estimated on the
same window of reverberant speech as the MLP coeffi-
cients. The correct prediction coefficients are then found
by performing MLP on the whitened microphone signals.
The authors further propose to align the microphone
signals in order to increase prediction performance by
avoiding early reflections arriving in one microphone be-
fore the direct component in another [4].
In the linear-predictive multi-input equalization algo-
rithm (LIME) [5–8] in contrast, MLP is performed on
the microphone signals in the first step directly. In the
second step, the source signal is recovered by estimat-
ing the speech production system and applying it to the
MLP output. Numerical problems in LIME caused by
room transfer functions with zeros in the same region are
discussed in [6]. In [7], LIME is extended to additionally
perform noise reduction. In [8], the LIME algorithm is
reformulated in order to adapt to time-varying acoustic
environments.
Unlike pre-whitening approaches and LIME, the algo-
rithm proposed in [9] jointly estimates the inverse filters
of both the room acoustics and the speech production
system in an iterative, alternating manner.
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Delayed linear prediction in combination with spectral
subtraction has been proposed in [10], assuming that the
desired signal and late reverberations are uncorrelated.
This approach might be seen as conceptionally somewhat
related to the spectral-subtraction-based blocking matrix
approaches in [18, 19].
Probabilistic approaches [11–14] commonly model the
speech signal as a time-varying Gaussian signal, and per-
form maximum likelihood estimation based on MLP to
transform the observed reverberant speech signal into
one that is probabilistically more like non-reverberant
speech, without targeting exact inversion. In [11], a
codebook based on short-time speech spectra was used.
In [13], maximum likelihood estimation is combined
with delayed linear prediction. In [14], the desired
speech signal is modeled using a general sparse prior,
which is interpreted as a generalization of the time-
varying Gaussian model.

3. PROBLEM STATEMENT FOR THE GSC
Consider the GSC in a reverberant, but noise-free envi-

ronment as shown in fig. 1, where the cascade of room
and GSC is excited by a single source signal s(n). Instead
of separately modeling the time-invariant room impulse
response (RIR), the fixed beamformer, and the blocking
matrix, we make use of joint representations of the cas-
cade of room and fixed beamformer as well as the cas-
cade of room and blocking matrix.

3.1. Signal Model
Let hq ∈ RL denote the zero-padded, delay-free part (i.e.
excluding the dead time) of the joint impulse response of
length Lhq of the room and the fixed beamformer of the
GSC in vector form,

hq =
(

hq|0 · · · hq|Lhq−1 0 · · · 0
)T

, (1)

and let Hu ∈ RNuLw×L denote a matrix stacking the Nu
delay-free joint impulse responses of the room and the
blocking matrix in toeplitz matrix form Hu|i ∈ RLw×L,

Hu =
(

HT
u|1 · · · HT

u|Nu

)T
, (2a)

Hu|i =

hu|i,0 · · · hu|i,Lhu−1 · · · 0
...

...
. . .

...
0 · · · hu|i,0 · · · hu|i,Lhu−1

 . (2b)

Both Hu and hq are considered to be unknown. Lhu , Nu,
and Lw respectively denote the length of the joint impulse

w

RIR
s(n) q(n) e(n)

u(n)

GSC

BM

FB
z(n)

Hu

hq

Fig. 1: The GSC in a reverberant, but noise-free environ-
ment with a single source.

response of the room and the blocking matrix, the num-
ber of interference references and the length of the data-
dependent filter. The superscript T denotes the transpose
of a matrix. The length L is defined as

L = Lw + Lhu −1, (3)

and we assume here and in the following,

Lw ≥
Lhu −1
Nu−1

, (4)

such that NuLw ≥ L and the matrix Hu has at least as
many rows as columns. Considerations on its rank fol-
low later in this section. Further, we made the implicit
assumption that Lhq ≤ L, implying a limitation of the or-
der of the fixed beamformer depending on Lw and Lhu .
Apart from this restriction, we do not make any assump-
tions on the fixed beamformer design at this point.
With n̄ = n−n0 and n0 the dead time delay, let s(n̄)∈RL

be a vector stacking the latest L samples of s(n̄),

s(n̄) =
(
s(n̄) · · · s(n̄−L + 1)

)T
, (5)

The speech reference q(n) can then be expressed by

q(n) = sT (n̄)hq. (6)

Let us consider the use of the Griffiths-Jim blocking ma-
trix to create the reverberation reference signals, where
the references are constructed by subtracting the remain-
ing microphone signals from the first microphone signal.
For simplicity, let the source be in broadside direction of
the microphone array and further assume equal micro-
phone gains in the source direction as well as far-field
propagation. Further, let hi, j denote the jth sample of
the RIR of the length Lh after dead time at the ith mi-
crophone, with i = 0, . . . ,M− 1 and M the number of
microphones. The vector composed of the direct com-
ponents hi,0 of the individual RIRs then lies in the null
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space of the blocking matrix, such that the direct compo-
nent is canceled. The single entries of the joint impulse
response of the room and the blocking matrix in Hu in
(2) then take the values

hu|i, j = h0, j+1−hi, j+1, (7)

with i = 1, . . . ,Nu and j = 0, . . . ,Lhu − 1, where Nu =
M− 1 and Lhu = Lh− 1. Using this definition for Hu,
the reverberation reference signals stacked in the vector
u(n) ∈RNuLw over the latest Lw samples and Nu channels
can be written as

u(n) = Hus(n̄−1). (8)

Let us take a few considerations on the rank and the nul-
lity of Hu in the Griffiths-Jim case. The joint transfer
functions modeled by Hu are the differences between
the individual room transfer functions, hence they can
share a common zero only if all individual transfer func-
tions take the same value in some point of the z-plane.
This is very likely if M = 2 microphones are used only,
in which case Nu = 1 reverberation reference is avail-
able only such that (4) cannot be satisfied. For values
M > 2 however the likelihood of common zeros in the
joint transfer functions drops quickly given that the in-
dividual transfer functions do not share common zeros,
i.e. Hu will be likely to have full column rank. If Hu has
full column rank, then the nullity of Hu, i.e. the rank of
its null space, must be zero according to the rank-nullity
theorem. Hence, while the nullity of the blocking ma-
trix itself is greater than zero per definition, this does not
necessarily apply for the joint matrix Hu.
In the following, we will generalize our analysis to arbi-
trary full column rank matrices Hu including a general
reference delay d. We express the generalized reverbera-
tion reference signals as

u(n) = Hus(n̄−d). (9)

The reference delay d has to be chosen according to the
definition of the desired signal, which is introduced in
section 3.2.
The filter output z(n) is given by

z(n) = uT (n)w (10a)

= sT (n̄−d)HT
u w (10b)

with the filter coefficients w ∈ RNuLw , composed of Lw
coefficients per reference channel stacked over Nu chan-
nels. The filter coefficients are chosen according to the
Wiener solution, which is introduced in section 3.3.

DhqChq

d−10

Fig. 2: Schematic depiction of the joint impulse response
of room and fixed beamformer hq, separated in desired
and undesired component Chq and Dhq, respectively.

3.2. Desired Signal
We can split the speech reference q(n) into a desired and
undesired component. Assuming that the first d samples
of the impulse response hq are desired, i.e. we allow
early reflections up to delay d relative to the direct com-
ponent, but intend to suppress later reflections, we derive

q(n) = sT (n̄)Chq + sT (n̄−d)Dhq, (11)

with sT (n̄)Chq describing the desired component. The
cutoff matrix C ∈ RL×L and the delay matrix D ∈ RL×L

are defined as

C =

(
Id 0
0 0

)
, D =

(
0 Ir
0 0

)
, (12)

with the identity matrices Id ∈ Rd×d and Ir ∈
R(L−d)×(L−d). The cutoff matrix C selects the desired,
first d coefficients of hq, while the delay matrix D shifts
the coefficients in hq upwards by d rows. The undesired
and the desired component of hq are illustrated schemat-
ically in fig. 2. The delay d also determines the delay to
be applied in the blocking matrix, as given in (9).

3.3. Wiener Solution
The well-known Wiener solution filter coefficients that

minimizes the variance of the GSC output for stationary
signals is given by

w = R+
uuruq, (13)

where the superscript + denotes the Moore-Penrose
pseudoinverse. Using (6) and (9), the covariance vector
ruq = E{u(n)q(n)} can be written as

ruq = HuE{s(n̄−d)sT (n̄)}hq (14a)
= HuRss|dhq, (14b)

where E{·} denotes the expected value operator. Using
(9) the autocovariance matrix Ruu = E{u(n)uT (n)} can
be written as

Ruu = HuE{s(n̄−d)sT (n̄−d)}HT
u (15a)

= HuRssHT
u , (15b)
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(a) the covariance Rss

d 

(b) the covariance Rss|d

Fig. 3: Schematic illustration of the covariance matri-
ces Rss and Rss|d as different sections (continuous line
frame) of a larger covariance matrix (dashed line frame).

and we can express the Wiener solution filter coefficients
by

w = (HuRssHT
u )+HuRss|dhq (16a)

= H+T
u R−1

ss Rss|dhq, (16b)

where the last transition is valid under the assumption
of Hu having full column rank and Rss being positive-
definite, which is true by construction.
The autocovariance matrices Rss and Rss|d have a spe-
cific relation. As shown in fig. 3, we can interpret both
as different sections of a larger covariance matrix, while
the section defining Rss|d is off-diagonal and shifted by
d columns leftwards as compared to the section defining
Rss. Assuming that the autocovariance of s(n̄) is zero for
lags greater than L−d, we can express Rss|d in terms of
Rss, and C and D as given in (12) by

Rss|d = RssD + DRssC. (17)

The product RssD shifts the coefficients in Rss to the right
by d columns, inserting zero columns on the left. The
product DRssC covers for the zero columns by selecting
the first d columns of Rss and shifting them up by d rows.
If we approximate the autocovariance Rss by a time-
averaging operation for non-stationary signals, then the
relation in (17) only holds approximately if the autocor-
relation is more or less invariant over d samples, i.e. if
the delay d is reasonably small as compared to the time
window on which the autocorrelation is estimated.

4. RELATION TO LINEAR PREDICTION
In the following we will derive the conditions that need

to be satisfied in order to cancel the undesired component
of q(n). Further, we will study the behavior of the output
signal of the GSC on specific conditions for d and Rss.
This will lead us to formal relations to MLP.

4.1. Cancellation Requirement
We wish to remove the undesired component of q(n) in
(11) from the GSC output e(n) = q(n)− z(n), and hence

the filter output z(n) in (10b) must satisfy the condition

sT (n̄−d)HT
u w = sT (n̄−d)Dhq. (18)

As we have chosen the blocking matrix delay d on the
left hand side according to the delay of the undesired
component on the right hand side, we attain a MINT
formulation of the cancellation requirement in (18) for
arbitrary source signals,

HT
u w = Dhq, (19)

i.e. we seek a Wiener solution for the filter coefficients
that is equivalent to the coefficients obtained by solving
the MINT relation in (19). In contrast to the MINT so-
lution however, the Wiener solution does not require any
knowledge on HT

u or hq on the one hand, but may be
biased by the source signal on the other hand. Similar
statements can generally be made on MLP methods.
By inserting (16b) in (19) and making use of (17) the
cancellation requirement may be simplified to

R−1
ss Rss|d = D ⇔ DRssC = 0, (20)

if we allow hq and s(n) to be arbitrary. Note that nei-
ther Hu nor hq have any influence on the cancellation re-
quirement, as long as Hu has full column rank and hence
cancels out. I.e. whether or not we can cancel the un-
desired component of q(n) depends on the properties of
the source signal only, namely on the autocovariance of
s(n). Hence, the blocking matrix could also be replaced
by a simple pass-through and a delay, and one might see
the delay itself as a blocking matrix for convolutive in-
terference, where the blocking capability depends on the
characteristics of the source signal.
If classical blocking of a signal component coming from
a specific direction, as it is applied in noise reduction,
is not required however, then steering is not strictly re-
quired either, although recommended for MLP in [4]. In
fact, by replacing the blocking matrix by a delay, the re-
sulting structure is rather similar to a multichannel linear
predictor with prediction delay d, as it has been used e.g.
in [10, 13], and has similar properties, as shown in the
following. A remaining difference is given by the fixed
beamformer, which poses additional freedom of design
as compared to conventional linear prediction, where the
prediction is commonly performed from the first micro-
phone signal or the sum of all microphone signals.

4.2. Behavior of the Output Signal
Let us study on what conditions the requirement

DRssC = 0 is satisfied, which gives an unbiased filter
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estimate such that the undesired component is canceled,
and how the output signal behaves if this is not the case.

4.2.1. Unbiased Estimate
The requirement DRssC = 0 is fulfilled in two cases:

1. The trivial but not very reasonable case is given if
we choose d = 0, which implies C = 0. In this case
none of the components of q(n) is considered to be
desired and the output is fully canceled. This situa-
tion may also appear if a classical blocking matrix is
used and the direct component is not fully canceled,
e.g. due to steering mismatch.

2. The more reasonable case that actually leads to
dereverberation follows from the observation that
the relation DC = 0 always holds, hence we find an
unbiased filter estimate if Rss ∝ I, i.e. if the source
signal is a random white sequence1. The output sig-
nal e(n) then equals the desired signal sT (n̄)Chq.

Based on the latter observation we proposed to pre-
whiten [17] the microphone signals with respect to the
source signal in order to attain an unbiased filter estimate,
i.e. to remove the coloration of the source signal inher-
ent in the microphone signals. This approach has been
verified for stationary speech-shaped random sequences
as a source signal in [17].

4.2.2. Biased Estimate
If d 6= 0 and Rss 6∝ I the filter coefficients will be biased
and, equivalently, differ from the MINT solution. The fil-
ter output will not equal the undesired component of q(n)
leading to data-dependent distortion at the GSC output.
With (11), (10b), and (16b) we derive for the GSC output

e(n) = sT (n̄)Chq + sT (n̄−d)Bhq (21)

with the matrix B determining the bias given by

B = D−R−1
ss Rss|d (22a)

=−R−1
ss DRssC. (22b)

In the last transition (17) is used. Note the formal simi-
larity between (21) and (11) and that B could also be de-
rived from the cancellation requirement in (20) directly.
The joint impulse response of the cascade of room and
GSC is determined by Chq for the first d samples, which
represents the desired component of the overall impulse
response, and Bhq for the subsequent samples, which

1from a merely algebraic point of view it was sufficient if Rss was a
diagonal matrix, which however violates the assumption made in (17).

d−δ ss+1

Bh qChq

d−10

Fig. 4: Schematic depiction of the joint impulse response
of room and GSC if the filter coefficients are biased. The
matrix B depends on the last δss− 1 samples of the de-
sired impulse response Chq and the autocovariance ma-
trix Rss of the source signal.

represents the data-dependent undesired component. In-
terestingly, only the first d samples of hq have impact on
the result, as we find the product Chq in both the expres-
sions for desired and undesired component.
A special case for the GSC output is given if d = 1 is
chosen, i.e. if only the first sample hq|0 of the impulse
response hq is desired. Then we derive for the output
signal e(n) in (21) the simplification

e(n) = hq|0s(n̄)−hq|0sT (n̄−1)R−1
ss rss|1, (23)

with rss|1 = E{s(n̄−1)s(n̄)}. The undesired component
hq|0sT (n̄−1)R−1

ss rss|1 in (23) equals the linear prediction
of the desired component hq|0s(n̄), hence we can think
of the GSC output signal e(n) as the prediction residual
of s(n̄) weighted by hq|0. In other words, both the trans-
fer functions of speech production system and room are
inverted, up to a factor and a delay, which is indeed the
behavior that is expected for MLP of sufficient order.
Now suppose that the autocorrelation is zero for lags
greater than δss. We can state that if d ≥ δss is chosen,
then the first d−δss +1 columns of B are zero and there-
fore the first d−δss + 1 samples of hq have no influence
on the bias. The remaining bias will cause gradually de-
layed whitening of the reflections arriving with a delay
in the range [d− δss + 1,d− 1] relative to n0, where re-
flections arriving with the delay d−1 are fully whitened.
Therefore, we can state that the larger the last δss − 1
samples of the desired impulse response Chq, the higher
will be the bias. The joint impulse response of the cas-
cade of the room and the GSC and the aforementioned
relations are schematically illustrated in fig. 4.
As compared to hq, the whitening effect may cause the
actual joint impulse response to overshoot after the de-
sired component, i.e. at samples with a delay greater
than d, followed by a decay. An exemplary simula-
tion is shown in fig. 5. The simulation setup is simi-
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Fig. 5: Exemplary simulation result for the joint impulse
response of the room and the fixed beamformer (in ma-
genta) as well as the room and the GSC (in blue) for bi-
ased filter coefficients.

lar as in [17]. The RIRs with 360ms reverberation time
are chosen from the multichannel audio database [21],
downsampled to 16kHz and truncated after 8000 sam-
ples. The dead time delay is 304 samples. The source is
positioned in the broadside direction at 2m distance and
three microphones with 8cm spacing are selected. The
fixed beamformer simply sums up the microphone sig-
nals and the blocking matrix passes them through with
a delay of 240 samples. The signal-dependent filter is
chosen to have 4000 samples, satisfying (4). As a source
signal stationary Gaussian noise shaped by a 10th order
all-pole filter resembling the speech production system
of duration 30s has been chosen [17]. The figure de-
picts the joint impulse response of the room and the fixed
beamformer in magenta (corresponds to fig. 2) as well as
the room and the GSC in blue (corresponds to fig. 4).
The instantaneous power of the joint impulse responses
in dB is shown in the top part of the figure. The section of
the impulse response around the end of the desired com-
ponent (sample index 544), indicated by the two vertical
dotted lines, is shown again in the bottom part, display-
ing the aforementioned overshoot and decay in the un-
desired component of the joint impulse response of the
room and the GSC.
It is advisable to bear in mind that the derivations and the
conclusions taken in this paper are to some extent based
on the assumption of a stationary source signal. The ac-
tual statistical properties of speech signals vary relatively
quickly as compared to the length L = Lw + Lhu − 1 on
which the Wiener solution is estimated. In (23) we there-
fore rather expect to attain a prediction filter R−1

ss rss|1
which inverts the average coloration of the source sig-

nal over a long time window. Further, since L is much
greater than the usual number of coefficients in a speech
production system, only a few of the prediction filter co-
efficients will be significantly different from zero.

5. CONCLUSION
Similar to MLP, the GSC is able to perform dereverber-

ation but also causes excessive whitening for non-white
source signals. In fact, although both approaches evolve
from different ideas, they admit rather similar mathemat-
ical formulations. For the GSC, it has been shown that
the last δss−1 samples of the desired impulse response,
which depends on the room acoustics and the fixed beam-
former, play a crucial role for the data-dependent bias,
where δss denotes the length of the autocorrelation of the
source signal. Therefore it may be worthwhile to investi-
gate the influence of the design of the fixed beamformer
on the overall performance in future research.
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