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ABSTRACT

Speech enhancement in low SNR conditions or in presence of large amount of reverberation is a challenging
task. However, in some applications, prior information about the interfering noise source is available and can
be exploited to tackle this issue. We propose to combine a beamformer with convolutive NMF in order to
estimate the PSDs of the target speech signal and of the noise to be suppressed by exploiting knowledge of the
noise source location and about its spectral content. We apply the proposed system to ego-noise suppression
for a robotic platform. Simulations show that the spectral information exploited using convolutive NMF is
beneficial to the noise reduction performance when compared to methods based on blind estimation but that
estimating the noise PSD from the output of the beamformer is beneficial mostly when no prior knowledge
of the noise spectral content is available.

1. INTRODUCTION
In speech communication or automatic speech recogni-

tion (ASR) applications, the speech signal of the user is

often recorded by distant microphones. Usually, the sig-

nal is corrupted by additive noise which can degrade the

speech quality and intelligibility, as well as the perfor-

mance of ASR systems or the accuracy of source local-

ization. Therefore, numerous approaches have been pro-

posed to reduce the noise present in a recorded signal.

Noise suppression is a popular approach which applies

a frequency-dependent spectral gain, e.g. the Wiener

gain, to the short-time Fourier transform (STFT) of the

input signal [1]. The computation of this spectral gain

typically requires an estimate of the noise power spec-

tral density (PSD) obtained, e.g, using estimators de-

rived from statistical models [2, 3]. Noise suppression

is often applied to the output of a beamformer aiming at

suppression of the sound sources whose directions of ar-

rival (DOA) differ from the DOA of the target speaker.

This combination of spectral and spatial filtering has

been shown efficient in many speech enhancement ap-

plications [4, 5]. Unfortunately, when the signal to noise

ratio (SNR) in the recorded signal is low, the estimate of

the noise PSD obtained using statisitical models might be

inaccurate. Additionaly, the DOA of the target speaker

is often unknown and errors in its estimation may lead

to the beamformer cancelling the target signal. There-

fore, blind speech enhancement in low SNR conditions

remains a challenge.

However, in some applications, the noise source and its

location are known, e.g. when recording speech on a

robotic platform [6]. In such cases, the DOA of the noise

source and knowledge of its spectral content can be taken

advantage of when designing the speech enhancement

scheme to be used. Several methods have been proposed

to accomplish this task. Bases representative of the noise

to be suppressed can be learned using non-negative ma-

trix factorization (NMF) [7] or a Bayesian extension of

the noise to be suppressed [8]. In [9], dictionaries of both

spectral and spatial features are learned before hand and

used to enhance the STFT of the input signal. In this

paper, we use convolutive non-negative matrix factoriza-
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tion (CNMF) [10], in order to benefit from the spectral

knowledge of the noise signal to be suppressed. Con-

trary to the standard NMF algorithm, CNMF factorizes

an input matrix using time dependent basis, therefore al-

lowing to take into account the time dependency of the

signals to be processed. We apply CNMF to estimate

the PSDs of the noise and of the speech and use these

estimates to compute a spectral gain to be applied in a

spectral enhancement scheme. Knowledge of the DOA

of the noise source is exploited by estimating the noise

PSD from the output of a beamformer steered towards

the interfering noise source.

The remainder of this paper is structured as follows. The

proposed system is presented in Section 2 before CNMF

is briefly introduced in Section 3.1 and its application

to PSDs estimation in Section 3.2. The proposed sys-

tem is evaluated in the context of ego-noise suppression

for which the experimental framework and the obtained

results are presented in Section 4 before concluding the

paper in Section 5.

2. PROBLEM STATEMENT

When using M microphones to record speech in an enco-

sure containing a noise source, the reverberant and noisy

m-th microphone signal zm(n) at time index n is given by

zm(n) = x(n)∗ hs
m(n)+ y(n)∗ hv

m(n) (1)

= sm(n)+ vm(n), for m = 1, · · · ,M, (2)

with x(n) and y(n) denoting the anechoic speech and

noise signals, respectively, hs
m(n) denoting the room im-

pulse response (RIR) between the speech source and the

m-th microphone, hv
m(n) denoting the RIR between the

noise source and the m-th microphone, and sm(n) and

vm(n) denoting the reverberant speech component and

the additive noise component in the m-th microphone

signal, respectively. In the remainder of this paper, the

STFT representations of zm(n), sm(n) and vm(n) are de-

noted by zm(k, ℓ), sm(k, ℓ) and vm(k, ℓ), respectively, with

k and ℓ denoting the discrete frequency bin and frame

indices, respectively.

The proposed system aims at obtaining an estimate

ŝρ(n), with ·̂ denoting estimated quantities, of the rever-

berant speech signal sρ(n) in the arbitrarly chosen refer-

ence channel of index ρ , from the microphone signals,

zm(n).

In the STFT domain, (2) can be rewritten as

zm(k, ℓ) = sm(k, ℓ)+ vm(k, ℓ), for m = 1, · · · ,M. (3)

The proposed system consists in applying a real-valued

spectral gain g(k, ℓ) to the STFT coefficients of the signal

recorded in the reference channel, i.e.

ŝρ(k, ℓ) = g(k, ℓ)zρ(k, ℓ), (4)

with ŝρ(k, ℓ) denoting the estimated STFT of the target

speech signal from which ŝρ(n) is obtained. The spec-

tral gain g(k, ℓ) is typically computed using estimates of

the speech and of the noise PSDs, e.g. when using the

Wiener gain,

g(k, ℓ) =
σ̂2

s (k, ℓ)

σ̂2
s (k, ℓ)+ σ̂2

v (k, ℓ)
(5)

with σ̂2
s (k, ℓ) and σ̂2

v (k, ℓ) denoting estimates of

σ2
s (k, ℓ) = E

{

|sρ(k, ℓ)|
2
}

and σ2
v (k, ℓ) = E

{

|vρ(k, ℓ)|
2
}

,

respectively, and with E{·} denoting the expectation op-

erator. Contrary to many speech enhancement applica-

tions that assume that the DOA of the target speaker

is known or use knowlege of the speech spectral con-

tent [8], the proposed system does not use any prior infor-

mation about the target speech. However, it is assumed

that the DOA, θv, of the noise source is known and that

a recording of a previous realization of the noise is avail-

able.

The proposed system can be summarized as follows.

First, a beamformer, aiming at reducing the speech by

suppressing the sound sources not arriving from the DOA

of the noise source, is applied by filtering and summing

the microphone signals as

z̃(k, ℓ) =W H
θv
(k)Z(k, ℓ) (6)

with

Z(k, ℓ) = [z1(k, ℓ) z2(k, ℓ) . . . zM(k, ℓ)]T, (7)

denoting the M-dimensional stacked vector of the re-

ceived microphone signals and with Wθv
(k) and z̃(k, ℓ)

denoting the stacked filter coefficient vector of the beam-

former steered towards the angle θv and the STFT of

the output of the beamformer, respectively. The esti-

mate σ̂2
v (k, ℓ) of the noise PSD is then estimated from

z̃(k, ℓ) and the estimate σ̂2
s (k, ℓ) of the speech PSD is

estimated from zρ(k, ℓ). It can be noted that computing
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σ̂2
v (k, ℓ) from the output of the beamformer can prevent

the speech power from leaking into the estimate of the

noise PSD but might lead to an underestimation.

The influence of this beamforming step on the perfor-

mance of the proposed system is examined in Section 4.2

and the computation of both σ̂2
v (k, ℓ) and σ̂2

s (k, ℓ), using

CNMF, is described in the next section.

3. PSDS ESTIMATION USING CNMF

3.1. Convolutive NMF

CNMF is an extension of the well known NMF which

aims at computing a factorization of a non-negative ma-

trix M into a set of activation coefficients A and a set

of bases D. While in NMF, each basis in D is a vector,

in CNMF, each basis is a matrix, which, in audio signal

processing applications, allows to take into account the

time dependency of the input signal.

In this paper, the input data to be factorized, i.e. M, is

the periodogram of an audio signal. Therefore, in the

remainder of this paper, M ∈ R
≥0,K×L, with K and L

denoting the number of frequency bins and the number

of frames present in the factorized periodogram, respec-

tively. The resulting factorization can be expressed as

M ≈ M̂ =
T

∑
t=0

D(t)·
t→
A , (8)

with R denoting the number of bases to be extracted,

A ∈ R
≥0,R×L and with D(t) ∈ R

≥0,K×T , with T denot-

ing the number of frames in each extracted basis. The

i-th column of D(t) denotes the i-th time frame of the

t-th basis. Finally, the operator
t→
· denotes a shift of t

columns to the right while
←t
· denotes a shift of t columns

to the left.

The application of CNMF, as presented in [10], consists

in iteratively updating A and D in order to minimize the

cost function D(M‖M̂) defined as

D(M‖M̂) =

∥

∥

∥

∥

M⊗ log
M

M̂
−M+ M̂

∥

∥

∥

∥

. (9)

The update rule minimizing this cost function can be ex-

pressed as

A = A⊗
D(t)T·

←t
[

M

M̂

]

D(t)T ·1
, D(t) = D(t)⊗

M

M̂
·

t→
A

T

1·
t→
A

T
,

(10)

with A being averaged over all t after each update. The

updating process can be stopped either based on a stop-

ping criterion, depending on the value of D(M‖M̂), or

simply once a fixed number of N iterations has been com-

puted. The CNMF factorization can be applied blindly,

i.e. randomly initializing both D and A or in a supervised

way, i.e, initializing D using knowledge of the content to

factorize.

3.2. Application to PSDs estimation
In this paper, CNMF is first applied blindly to the matrix

Mv defined as

Mv =











|v(0,0)|2 |v(0,1)|2 · · · |v(0,L)|2

|v(1,0)|2 |v(1,1)|2 · · · |v(1,L)|2

...
...

. . .
...

|v(K,0)|2 |v(K,1)|2 · · · |v(K,L)|2











, (11)

with |v(k, ℓ)|2 denoting the periodogram of the signal

v(n) which consists of a recorded realization of the noise

sound source to be suppressed. Randomly initializing

both basis and activation matrix and applying N itera-

tions of the updates described in (10) produces a matrix

Dv containing Rv bases representative of the considered

noise source. It can be noted that the number of bases Rv

has to be set by the user and that the optimal value will

depend on the type of noise to be suppressed.

In order to estimate the noise PSD, the extracted basis

matrix Dv is concatenated with a matrix Ds containing Rs

randomly initialized bases. The resulting concatenated

matrix is used as initialization for the updates described

in (10) which are applied for N iterations using the matrix

Mz̃ as input, with Mz̃ being constructed from the coeffi-

cients z̃(k, ℓ), similarly as in (11). The extracted matrix

of activation coefficients, Av, will be used to estimate the

noise PSD. The same process, using Mzρ constructed

from the coefficients |zρ(k, ℓ)|
2, is repeated in order to

extract Ds and As, which denote the matrices of bases

and of activation, respectively, which will be used to es-

timate the speech PSD.

Finally, both σ2
s (k, ℓ) and σ2

v (k, ℓ) are estimated as

σ̂2
v (k, ℓ) =

T

∑
t=0

Dv(t)·
t→
Av (12)

σ̂2
s (k, ℓ) =

T

∑
t=0

Ds(t)·
t→
As, (13)
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Fig. 1: Achieved FWSSNR as a function of the SNR for different T60.

and these estimates are used to compute the gain de-

scribed in (5) and estimate the clean speech STFT as

in (4).

4. EXPERIMENT

4.1. Application to ego-noise suppression

In robotic applications, the speech from a user is typ-

ically recorded using an array of microphones mounted

on a robot. As the robot generates noise while in ac-

tion, and as the noise sources can be close to the mi-

crophones, the SNR of the recorded signal is often low,

making the suppression of the so-called ego-noise a chal-

lenging task. However, the location of the noise source

is usually known and a realization of the noise can be

recorded before hand. Therefore, ego-noise suppression

is an example of application in which the proposed sys-

tem could be beneficial. We apply the proposed sys-

tem, combining beamforming and CNMF to the suppres-

sion of motor noise generated by a robot platform Scitos

A5 [11] during deplacements of the robot. Two realiza-

tions of the noise have been recorded by a microphone

placed nearby the motor. One noise recording has been

used to build the basis Dv while the other has been used to

simulate the noisy input data. The recorded signals have

been simulated by convolving noise and speech signals

with RIRs generated using the image method [12] in a

room of dimension 5×6×4 m, assuming that the motor

is located 1 m under the center of a circular microphone

array of M = 8 microphones and of 20 cm of diameter

and that the speech source is located 2 m away from the

center of the array. The speech signal consists of 10 min-

utes of speech built by concatenating utterances from the

TIMIT database [13].

The proposed system, combining a beamformer steered

towards the noise source with the spectral suppression

scheme based on CNMF is denoted by BF+CNMF. This

system is compared with the single channel case, i.e.

z̃(k, ℓ) = z1(k, ℓ), denoted by CNMF, in order to evaluate

the impact of the beamforming stage. In order to evaluate

the benefit of estimating the speech and noise PSDs us-

ing CNMF, the proposed system is compared to a blind

approach combining an minimum mean square error

(MMSE) estimator of the noise PSD [3] with the MMSE

estimator of the speech amplitude presented in [14]. This

blind approach will be refered to as BF+MMSE in the

multichannel case and as MMSE in the single-channel

case.

The STFTs have been computed using a 32 ms Hann

window with 50 % overlap. The RIRs have been gener-

ated for different levels of reverberation, with T60 ranging

from 0.2 s to 1 s. The noise signal vm(n) has been added

to the speech signal sm(n) at SNRs, measured in the 1-st

channel, ranging from -5 dB to 20 dB. The applied beam-

former consists of a delay and sum beamformer. All

the bases extracted when applying CNMF contain T = 6

frames. The number of extracted basis has been set to

Rv = Rs = 6 and the number of iterations set to N = 25.

4.2. Results
The performance of the considered noise suppression

systems is evaluated in terms of frequency-weighted seg-
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Fig. 2: Achieved FWSSNR as a function of the T60 for different input SNR.

mental SNR (FWSSNR) [15], for which the signal s1(n)
has been used as a reference. Fig. 1 illustrates the

achieved FWSSNR as a function of the SNR of the in-

put signal. It can be observed that both CNMF and

BF+CNMF achieve similar performance in the 3 differ-

ent reverberant scenarios, suggesting that the accuracy

of the these PSDs estimators does not depend on the T60.

Addionally, it seems that little to no benefit is obtained

by using BF+CNMF instead of CNMF, suggesting that

the knowledge of the noise spectral content taken into ac-

count in these methods is more beneficial than the appli-

cation of the beamformer. More importantly, the benefit

of CNMF is illustrated by the fact that both CNMF and

BF+CNMF perform better than MMSE and BF+MMSE

in all considered conditions. On the other hand, by ob-

serving the performance as a function of the T60 depicted

in Fig. 2, it appears that the application of the beam-

former is beneficial in the case of a blind estimation of

the PSDs, as illustrated by the larger improvement in

FWSSNR obtained by BF+MMSE compared to MMSE.

Addionally, it appears that the advantage procured by the

use of the beamformer is greater in conditions with a

larger amount of reverberation.

5. CONCLUSION

This paper proposes a speech enhancement system to be

applied when the DOA of the noise source is known and

when a recording of a previous realization of the noise

signal is available. The proposed system combines a

beamformer with CNMF in order to estimate the PSDs

of the speech and of the noise to be suppressed and use

the resulting estimates to compute a spectral gain to be

applied to the STFT of the input signal. The evaluation

has been done by applying the proposed system to ego-

noise suppression for a robotic platform. It appeared that

by using knowledge of the noise to be suppressed, i.e.

estimating PSDs using CNMF, the proposed system per-

formed better than a blind spectral enhancement scheme.

The application of the beamformer provided little im-

provement compared to the single-channel application

of CNMF. However, the application of a beamformer

steered towards the noise source seemed advantageous

when combined with a blind estimator, particularly in

conditions with larger amount of reverberation.
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