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In binaural recordings, spatial information can be captured by using so-called artificial heads,
which are replicas of real human heads with ear microphones and average anthropometric
geometries. Mainly because of their non-individual character, such recordings often entail
perceptual deficiencies (front-back confusion, internalization, etc.). Alternatively, individually
measured head-related transfer functions (HRTFs) can be approximately synthesized using
a microphone array in conjunction with a filter-and-sum beamformer (referred to as virtual
artificial head, VAH). Its main advantage over traditional artificial heads is the possibility
to subsequently adapt one recording to individual HRTFs in the reproduction stage by an
appropriate modification of the directivity pattern of the VAH. Further advantages of the VAH
include its smaller size and weight. The realization of a VAH as a planar microphone array with
24 microphones has been presented in previous studies. In this study binaural reproductions
using the VAH, two traditional artificial heads, and individual HRTFs were perceptually
evaluated in the horizontal plane with respect to the original free-field presentation. Evaluations
were conducted for directions explicitly considered in the optimization of the VAH-filter
coefficients but also for intermediate directions, which are assumed to be interpolated implicitly
by the VAH. The ratings confirm the validity of the concept of synthesizing HRTFs using a
VAH. It is found that the VAH-synthesis enables sufficiently good binaural reproductions that in
general yield better perceptual ratings in comparison to traditional artificial heads for explicitly
considered directions and approximately equivalent ratings for intermediate directions.

0 INTRODUCTION

Spatial information is an important factor for the per-
ception and appraisal of sounds. Spatial information can
be introduced into recordings and measurements (to some
extent) by using so-called artificial heads, which are repro-
ductions of real human heads with microphones placed in
the ear canals (cf., [1] for an extensive review). Alterna-
tively, the direction- and frequency-dependent head-related
transfer functions (HRTFs) can be approximately synthe-
sized using a set of spatially distributed microphones with
appropriate digital filtering (cf., [2], [3], [4], [5], and [6—
8]). Such a device is referred to as a virtual artificial head
(VAH). The main advantages of a VAH are the possibil-
ity of adjusting the filter coefficients to HRTFs of differ-
ent listeners (individualization) and to different look di-
rections (orientation), the possibility of employing head
tracking in the reproduction stage and a better flexibility
and manageability due to the smaller size/weight of the
device.

In our implementation of the VAH, the filter coefficients
are optimized using measured steering vectors and HRTFs
for discrete directions, assuming that the intermediate di-
rections will be interpolated implicitly by the VAH. Al-
ternatively, the optimization could be done in the spherical
harmonics domain, where spatial information is represented
using model assumptions (cf., [5], [9], and [10]). The op-
timization using measured steering vectors and HRTFs for
discrete directions was chosen in this study since spheri-
cal harmonics-based strategies generally need many more
HRTF measurements and especially more microphones (cf.,
[11] and [12]), which has prevented this approach from be-
ing implemented in working devices so far.

In order to enable the best possible synthesis of individual
HRTFs in our approach, various studies were performed in
advance to elaborate an appropriate microphone topology
(cf., [6]), an appropriate cost function (cf., [7]), appropriate
regularization strategies (cf., [8]), appropriate regulariza-
tion parameters (cf., [13]), and an appropriate smoothing
of HRTFs (cf., [14] and [15]) prior to the synthesis.
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Fig. 1. Filter-and-sum beamformer. Schematic diagram of a
filter-and-sum beamformer with N=4 microphones and the as-
sociated filter coefficients w = [w1 . . . w4]T . Desired directivity
pattern (HRTF) and resulting directivity pattern (Synthesis).

The present study is aimed at perceptually assessing the
quality of the VAH-synthesis for explicitly considered di-
rections, but also for intermediate directions, by comparing
binaural presentations to free-field presentations. The free-
field presentation from (single) loudspeakers in an anechoic
room served as the reference condition. Binaural presenta-
tions via headphones (with headphone equalization) using
the following four test setups were perceptually evaluated
in comparison to the reference condition: binaural repro-
ductions using individual HRTFs, individualized synthesis
using the VAH, and non-individual presentations using two
traditional artificial heads (DH1 and DH2), one of which is
commercially available. It is to be expected that binaural
reproductions using individual HRTFs should result in the
best evaluations in the following experiments. The two tra-
ditional artificial heads were chosen in order to classify the
ratings of the VAH-synthesis in comparison to the method
that presumably is most commonly used for binaural
reproductions.

This paper is organized as follows: First, the principle
of the VAH and the implementation used in this study are
reviewed in Sec. 1. Second, the perceptual evaluation is
presented in Secs. 2 and 3. This is then followed by a
discussion of the results in Sec. 4 and the conclusions in
Sec. 5.

1 REVIEW OF THE VIRTUAL ARTIFICIAL HEAD

1.1 Principle and Optimization of the Virtual
Artificial Head

Using the filter-and-sum method in conjunction with an
appropriate microphone array and filter coefficients, it is
possible to synthesize desired directivity patterns. The syn-
thesized spatial directivity pattern (see Fig. 1) of the VAH

H(f, θ) for direction θ and frequency f can be expressed as1

H( f, θ) = wH ( f )d( f, θ), (1)

with the N× 1 steering vector d( f, θ) representing the
frequency- and direction-dependent transfer functions be-
tween a source and the N microphones and w( f ) the N×
1 vector containing the complex-valued filter coefficients
for the N microphones at frequency f. Given the motivation
to synthesize the directivity patterns of individual HRTFs,
the filter coefficients w( f ) for the VAH may be optimized
by minimizing a chosen cost function between the desired
directivity pattern (individual HRTFs) and the synthesized
directivity pattern H. One common choice is to use a nar-
rowband least squares cost function JLS(w(f)), being the
sum over P discrete directions of the squared absolute
differences between the synthesis H(f, θ) and the desired
HRTF(f, θ), i.e.,

JLS(w( f )) =
P∑

i=1

F( f, θi )

· ∣∣wH ( f )d( f, θi ) − HRTF( f, θi )
∣∣2

, (2)

with F(f, θ) being the real-valued positive weights assigning
more or less importance to certain directions. Minimizing
this cost function would lead to the filter coefficients w(f)
for a single frequency f. Based on the motivation to mimic
the spectral grouping of the human ear, in [8] a least squares
cost function incorporating multiple frequency bins was
presented as

Jv(wv(�)) =
L∑

l=1

JLS(w( fl)) =
L∑

l=1

P∑

i=1

F( fl, θi )

· ∣∣wH ( fl)d( fl , θi ) − HRTF( fl, θi )
∣∣2

, (3)

with the frequency vector � = f1... fc... fL and the stacked
N · L × 1 filter vector wv(�) = [w( f1)...w( fc)...w( fL)]T .

In order to get filter coefficients that are robust against
small disturbances (in microphone position and sensitiv-
ities), some sort of regularization must be used. A com-
mon robustness measure is the so-called white noise gain
(WNG). Contrary to its common use in the beamforming
literature, it could be shown that a mean white noise gain
averaged over all directions is necessary for a proper per-
formance of the VAH [8].

The constrained optimization problem for the t-th fre-
quency band can then be written as

min
wv(�t )

Jv(wv(�t )) subject to WNGv(wv(�t )) ≥ βv, (4)

with βv the minimum desired value for WNGv. This con-
strained optimization problem from Eq. (4) was used in
the present study to calculate regularized individual filter
coefficients. The equation for the filter coefficients mini-
mizing this constrained optimization problem can be found
in reference [8], Eq. (25).

1In the following xT denotes the transpose and xH denotes the
Hermitian transpose of x.

J. Audio Eng. Soc., Vol. 65, No. 6, 2017 June 449



RASUMOW ET AL. PAPERS

Fig. 2. Implemented virtual artificial head. Microphone array
with 24 sensors composed of 48 MEMS microphones with a planar
microphone topology according to the procedure described in [6].

In [8] it is suggested to calculate the filter coefficients
in equivalent rectangular bandwidths (ERB, cf., [16]) with
L frequency bins. At each frequency of interest, the ERB
with frequencies � around its center frequency fc is consid-
ered. This yields a N · L × 1 vector with filter coefficients
wv(�), where we only consider the filter coefficients at the
center frequency w( fc) as the solution at that frequency
bin. This procedure can be interpreted as a narrowband op-
timization in the frequency domain that takes neighboring
frequencies in ERBs into account for the optimization and
regularization of the individual filter coefficients.

1.2 Implementation of the Virtual Artificial Head
In order to appropriately synthesize individual HRTFs

using the virtual artificial head, several aspects need to be
considered.

First, a microphone array with an appropriate micro-
phone topology is required, which is adequate to synthe-
size various multi-directional desired directivity patterns,
namely various individual HRTFs. Based on the findings
from [13], in this study a planar microphone array with 24
sensors, each composed of 2 MEMS microphones (Analog
Devices ADMP 504 Ultralow Noise Microphone), and a mi-
crophone topology according to [6] was used for recording
and subsequently for synthesizing the individual binaural
reproductions in the horizontal plane, cf., Fig. 2.

Second, the inherent direction-dependent steering vec-
tors of the used microphone array must be known for opti-
mizing the individual VAH-filter coefficients. In this study
the steering vectors were measured in an anechoic room
in the horizontal plane for 24 equidistantly spaced (�θ =
15◦) directions, with θ = 0◦, 15◦, 30◦. . . 345◦. The steering
vectors were truncated in the time domain to 320 samples
(≈7 ms at a sampling frequency of fs = 44100 Hz) using
a tapered Hann-window (window length of 50 samples).
Please consider that the steering vectors include the char-
acteristics of the microphone transfer functions and hence
need to be measured individually to yield an appropriate
equalization associated with the VAH-synthesis.

Fig. 3. Directions considered in the optimization and the eval-
uation experiment. Illustration of the directions that are explic-
itly considered in the optimization of the VAH-filter coefficients
(white and gray loudspeaker symbols), the tested directions for
three explicitly considered directions (gray) and three intermedi-
ate directions (black symbols).

Third, the desired directivity patterns for the VAH to
be synthesized are required. In this study the individual
HRTFs of the participating subjects served as the desired
directivity patterns. Individual HRTFs were measured for
the same 24 equidistantly spaced directions (cf., white and
gray symbols in Fig. 3) as the steering vectors in the hori-
zontal plane (θ = 0◦, 15◦, 30◦. . . 345◦) using the blocked
ear method (cf., [17]) with the microphones (Knowles FG-
23329 miniature electret microphones) embedded in foam
earplugs (cf., [18]). All HRIR (head-related impulse re-
sponses) were truncated in the time domain to 320 samples
(≈7 ms at a sampling frequency of fs = 44100 Hz) with a
tapered Hann-window with a descending flank of 50 sam-
ples (cf., [14]) following a conservative interpretation of
the perceptual limits described in [14]. Based on the find-
ings from [15], the individual HRTFs were smoothed in
the frequency- and spatial domains. The phase responses
of individual HRTFs were substituted by linear phases (de-
termined by the maximum of the hilbert envelope of the
impulse responses) for frequencies f > 1 kHz, which en-
abled the complex smoothing of the HRTFs within constant
relative bandwidths of BW = 1

5 octaves in the frequency
domain. Furthermore, spatial notches of individual direc-
tivity patterns (HRTFs for a fixed frequency as a function
of direction) were levelled out such that the dynamic range
of the directivity patterns across azimuth never exceeded
29 dB at any frequency.

Finally, the measured steering vectors, the individual
HRTFs, and an adequate value for the minimum desired
white noise gain βv may be used to optimize the individual
VAH-filter coefficients according to Sec. 1.1. In this study
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Fig. 4. Filter coefficients for the virtual artificial head. Exem-
plary VAH-filter coefficients of the VAH depicted as magnitude
in dB (top) and group delay (bottom) in samples as functions of
frequency.

a βv = 2 dB was chosen. This particular value for βv was
chosen based on previous preliminary tests. In order to give
a first impression of the VAH-filter coefficients, exemplary
VAH-filter coefficients are shown in Fig. 4 as a function of
frequency.

It is worth noting that in this study the filter coeffi-
cients were optimized using the measured steering vec-
tors (and HRTFs) for 24 equidistantly spaced directions
only. No steering vectors were measured for intermediate
directions (e.g., the tested intermediate directions θ =7.5◦,
97.5◦, and 232.5◦). Instead, it is assumed that the directivity
patterns for the intermediate directions are interpolated im-
plicitly by the VAH. To test this hypothesis, the test signal
(cf., Sec. 2.5) was recorded with the VAH in an anechoic
room and hence synthesized for three explicitly consid-
ered loudspeaker directions (θ = 0◦, 90◦, and 225◦, cf.,
gray loudspeaker symbols in Fig. 3) and for three interme-
diate loudspeaker directions (θ = 7.5◦, 97.5◦ & 232.5◦, cf.,
black loudspeaker symbols in Fig. 3). Note that the latter
three directions exhibit the largest possible angular devia-
tion of 7.5◦ from the explicitly considered directions within
the horizontal plane and hence are assumed to yield the
most salient (possibly negative) perceptual effects due to
the interpolation of the VAH.

2 METHODS

2.1 Experimental Design
In addition to the VAH, we considered individually mea-

sured HRTFs and two traditional artificial heads as further
setups to be tested. Hence, the binaural headphone repro-
ductions of four2 setups were evaluated in the experiment

2 Originally, the evaluation was conducted including the evalu-
ation of three traditional artificial heads, rather than two, whereas
one of the used artificial heads (in hindsight) turned out to
have damaged microphone capsules. Hence, the ratings for this
third traditional artificial head were removed from the further
discussion.

Fig. 5. Test paradigm. Paradigm with the test signal associated
with one of the four setups (Test device) played back via head-
phone in the test setting and via spectrally-equalized loudspeakers
(1/LS) in the reference setting.

with reference to the free-field playback in an anechoic
room. The setups to be evaluated were

HRTF – Individual binaural reproduction, where the test
signal was filtered with individual HRTFs and equalized
using individual HPTFs.
VAH – Individualized synthesis using the VAH including
individually equalized HPTFs.
DH1 – Binaural reproduction using the artificial head
DH1 and equalized HPTFs measured with DH1

DH2 – Binaural reproduction using the artificial head
DH2 and equalized HPTFs measured with DH2

These four setups (test setting, cf., Fig. 5), presented over
headphones, were evaluated by the subjects with reference
to a presentation via loudspeakers (reference setting, cf.,
Fig. 5). The used loudspeakers were custom-built in order
to be sufficiently small and efficient for such evaluation ex-
periments. They were composed of Omnes Audio BB3.AL
broadband drivers and Kemo M033N 18W power ampli-
fiers. To eliminate its influence, the transfer functions of
each loudspeaker were equalized in magnitude and phase
before the implementation of the experiment. The subjects
could freely switch between the test setting (presented in
a hidden, randomized order) and the reference setting by
pushing a toggle-button attached to the headphones (cf.,
white arrow in Fig. 6). Within each condition, the test signal
was initially played via headphones (test setting) until the
subject pushed the toggle-button and put off the headphones
for listening to the reference setting over loudspeakers. The
signals were played in an infinite loop and subjects were
able to pause playback using the stop button on the graph-
ical user interface (GUI, cf., Fig. 7). As proposed in [25],
it was possible to sort the setups according to the entered
ratings and hence to further compare the setups among each
other by pushing the sort button.

A total of six normal hearing subjects (five male, one fe-
male) participated in the evaluation experiment. Five of the
subjects were members of the scientific staff of the Institut
für Hörtechnik und Audiologie. Three of them are among
the authors of this study. One subject was a student who
was paid for the participation. All subjects had extensive
experience with this kind of psychoacoustical evaluation
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Fig. 6. Headphones. Headphones seated on the DH2 with a toggle
button (cf., white arrow) that allows to switch between the test and
the reference setting.

Fig. 7. Graphical user interface. GUI for evaluating the different
setups with respect to loudspeaker presentation for each direction
and perceptual quality.

experiment and participated voluntarily. As familiarization,
all subjects completed at least one run of the evaluation ex-
periment. The subjects were instructed to evaluate the per-
ceptual qualities of the test settings regarding localization,
spectral coloration, and overall performance in three sepa-
rate (subsequent) experiments with respect to the reference
setting (test signal played via loudspeakers) on an English
category scale ranging between bad, poor, fair, good, and
excellent (cf., Fig. 7). Each condition (unique combination
of direction and tested setup) was evaluated three times in
a randomized order. One run of a test lasted approximately
30 minutes. All subjects were encouraged to imagine the

position of the sound source outside of the head (also when
listening to the test signals over headphones during the fa-
miliarization phase), which was assumed to enhance the
immersive reconstruction of a spatial scenario.

Subjects gave their written informed consent to partici-
pating in the study. All experimental procedures were ap-
proved by the Carl-von-Ossietzky-University of Oldenburg
ethics committee.

2.2 Head-Related Transfer Functions (HRTFs)
In addition to the HRTFs for the 24 equidistantly spaced

directions that were used for computing the filter coeffi-
cients of the VAH, HRTFs were also measured for three
intermediate directions in the horizontal plane (θ = 7.5◦,
97.5◦, and 232.5◦, cf., black symbols in Fig. 3). Analo-
gously to the previous procedure, the HRIR for the three
intermediate directions were truncated in the time do-
main (320 samples) and smoothed in the frequency do-
main (BW = 1

5 octave bands) after substituting the mea-
sured phases with a linear phase for frequencies f > 1 kHz.

The individual HRTFs from the six directions were used
to generate individual binaural reproductions by filtering
the test signal (cf., Sec. 2.5) with the associated HRTFs and
subsequent headphone equalization (cf., Sec. 2.4).

2.3 Traditional Artificial Heads
Two traditional artificial heads (referred to as DH1, DH2)

were chosen to be evaluated in this experiment in addition
to the individualized VAH-synthesis and individual binau-
ral HRTF reproductions. To this end, the test signal arriving
from loudspeakers positioned at the six chosen directions
in the horizontal plane (θ = 0◦, 7.5◦, 90◦, 97.5◦, 225◦, and
232.5◦, cf., black and gray symbols in Fig. 3) was recorded
with the artificial heads at the same position in the ane-
choic room that was also used for the steering vector- and
HRTF measurements. Artificial head DH1 was the com-
mercially available HMSII.2 by Head Acoustics, whereas
artificial head DH2 was a custom-made device made from
a mannequin (cf., Fig. 6) with built-in microphones into
faithful copies of human ears. In general, the two chosen
traditional artificial heads are based on two different design
principles: The microphones of DH1 (HMSII.2 by Head
Acoustics) are placed at the blocked entrance of the ear
canal, which is a similar position compared to the measure-
ment of HRTFs using the blocked ear method. Further, DH1

exhibits rather schematically designed pinnae without mim-
icking distinctive details of the outer ear. On the contrary,
the microphones of the artificial head DH2 are placed at the
ends of approximately 30 mm long ear canals. Moreover,
DH2 exhibits rather detailed replicas of the outer ear. The
positioning of the microphones considerably influences the
spectral characteristics of the sound arriving at the micro-
phones. In particular, a microphone position at the end of
the ear canal will yield an additional notch in the headphone
transfer function (HPTF), which in turn may become prob-
lematic in the HPTF equalization, cf., Sec. 2.4.
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Fig. 8. Test stimulus. Temporal properties of the noise bursts with
an additional stationary white noise of 40 dB SPL.

2.4 Headphone Transfer Functions (HPTFs)
The binaural test signals were presented via a D/A-

converter (ADI-8 DS, RME Audio) and headphones (K-
240 Studio, AKG Acoustics) to the subjects. Individual
HPTFs were measured for each subject immediately after
measuring the HRTFs with the microphones in the blocked-
ear canal still left in place. It is well known from liter-
ature that the particular HPTF varies considerably with
the individual placement/fit of the headphone (cf., [21],
[22]) and may lead to audible artifacts (cf., [23]), when
equalizing HPTFs that, for instance, exhibit narrowband
spectral notches. Therefore, subjects were instructed to
reposition the headphone 10 times to various realistic po-
sitions, prior to the 10 measurements of the HPTFs, which
successively yielded 10 different, yet realistic individual
HPTFs. That individual HPTF resulting in the smallest dy-
namic range for frequencies 300 Hz ≤f ≤ 16000 Hz was
inverted according to the method given in [24] with the
regularization parameter of αinv = 0.01. The regularized
inversion was carried out after adjusting the root mean
square-level of the individual HRIR in the time domain
to –30 dB re 1.

The described procedure was likewise applied to mea-
sure and invert the HPTFs on subjects and on traditional
artificial heads using the built-in microphones. It is worth
noting that due to the differing acoustical paths between
the headphone and the microphones of the artificial heads,
the HPTFs and consequently their equalization vary con-
siderably with the used artificial heads. Therefore, the de-
scribed method to achieve robust equalization filters for
the HPTFs (tenfold repetition and regularized inversion ac-
cording to [24]) was also chosen for the two artificial heads
to ensure that the quality of the various equalization filters
was as constant as possible across all the different devices/
setups.

2.5 Procedure and Stimuli
Burst sequences of pink noise with a spectral content of

200 Hz ≤ f ≤ 16000 Hz were chosen as the test signal for
the evaluation experiment. Each noise burst lasted 1

3 s (333,

3 ms) with 1
100 s (10 ms) onset- and offset ramps (raised

cosine) followed by silence of 1
6 s (166, 6 ms cf., Fig. 8).

This test stimulus was intended to facilitate the evaluation
of spectral but also temporal aspects. The test signal was
recorded with the VAH and with the traditional artificial
heads in an anechoic room using spectrally-equalized loud-
speakers placed in the six chosen directions in the horizontal
plane. The binaural reproductions and VAH-synthesis pre-

Fig. 9. Explicitly considered directions, evaluation regarding
localization. Aggregated ratings (y-axis) for all six subjects re-
garding the perception of localization for the four tested setups on
the x-axis and three explicitly considered directions (left, middle
and right panel).

sented via headphone were calibrated individually to have
an overall level of 75 dB SPL measured in the artificial
ear coupler (G.R.A.S. type 43AA) for the ipsilateral side
at θ = 90◦.

During preliminary tests, it became evident that the dif-
ferent test setups exhibit characteristically different sensor
noise floors (in level and in spectral coloration), which
could potentially be recognized by the subjects in the eval-
uation of the various setups. The sensor noise was primarily
audible with the VAH. Such sensor noise is known to oc-
cur when using microphone arrays with a large number
of microphones and when synthesizing distinctive desired
directivity patterns [13]. To avoid an undesired detection
of the setups due to the associated sensor noise, an ad-
ditional stationary white noise signal of 40 dB SPL was
added diotically to the noise bursts prior to the presenta-
tion (cf., dark area in Fig. 8). Because of the relatively
low level of the additional white noise, it is reasonable
to assume no relevant interference between the two noise
signals.

3 RESULTS

The results of the performed experiments are presented
as boxplots (cf., Fig. 9–14), where the central mark (black
horizontal line) is the median and the edges of the box
are the 25th and 75th percentiles. Outlying data points are
plotted individually as + symbols.

The following description is divided into the results for
explicitly considered directions (cf., Sec. 3.1) and interme-
diate directions (cf., Sec. 3.2) of the VAH.

3.1 Explicitly Considered Directions
The aggregated results over all subjects with regard to the

perceived localization are illustrated in Fig. 9. Consistent
with the expectations, the best ratings were obtained for the
HRTF-setup followed by the individualized synthesis using
the VAH. The median of the ratings of DH1 is slightly
better than the median of the ratings for the VAH-setup
at θ = 90◦. However, the variance of the ratings across
subjects is generally slightly lower for the individualized
setups (HRTF and VAH, except for θ= 0◦), while the ratings
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Fig. 10. Explicitly considered directions, evaluation regarding
spectral coloration. Aggregated ratings (y-axis) for all six sub-
jects regarding the perception of coloration for the four tested
setups on the x-axis and three explicitly considered directions
(left, middle and right panel).

Fig. 11. Explicitly considered directions, evaluation regard-
ing overall performance. Aggregated results for all six sub-
jects regarding the overall performance for the four tested setups
and three explicitly considered directions (left, middle and right
panel).

vary slightly more across the subjects for the traditional
artificial heads. Generally, the ratings for the traditional
artificial heads are at or below the HRTF- and VAH-ratings,
with the best ratings for the HRTF-setup and the worst
ratings for DH2.

The aggregated ratings regarding spectral coloration are
illustrated in Fig. 10. Again, for the frontal direction the
best ratings were obtained for the HRTF- and the VAH-
setup, and the rating of the VAH-synthesis is approximately
equivalent to the HRTF-setup. For the lateral direction
θ = 90◦, the ratings for the VAH-setup vary between fair
and excellent, being slightly above the ratings for DH1

and clearly above DH2. The median of the ratings as-
sociated with the VAH-setup at θ = 225◦(approximately
varying between fair and good) is slightly above the
ratings for DH1 and clearly above the ratings for
DH2.

The aggregated ratings with regard to the overall perfor-
mance are illustrated in Fig. 11. More clearly than for the
ratings regarding localization and spectral coloration, the
HRTF- and VAH-setup were evaluated considerably better
than traditional artificial heads. For all three explicitly con-
sidered directions, the median ratings of the VAH-setup are
good or better, whereas the median overall performance
ratings of the traditional artificial heads are fair (DH1) or
worse (DH2).

Fig. 12. Intermediate directions, evaluation regarding localiza-
tion. Aggregated ratings (y-axis) for all six subjects regarding the
perception of localization for the four tested setups on the x-axis
and three intermediate directions (θ = 7.5◦, 97.5◦ & 232.5◦).

Fig. 13. Intermediate directions, evaluation regarding spectral
coloration. Aggregated results for all six subjects regarding the
perception of spectral coloration for the four tested setups and
three intermediate directions.

3.2 Intermediate Directions
The aggregated ratings with regard to localization for the

three intermediate directions are illustrated in Fig. 12. The
HRTF-setup resulted in the best (median) ratings, followed
by DH1 (θ = 97.5◦ and θ = 232.5◦) and the VAH-setup (θ =
7.5◦). In comparison to the ratings for explicitly considered
directions, the (median) localization ratings for intermedi-
ate directions for the VAH-setup drop slightly between fair
and good and exhibit a slightly larger variance across the
subjects. The (median) localization ratings associated with
DH1, unalteredly vary between fair and excellent (cf., Fig.
9). Also the localization ratings associated with DH2 are
similar to those for explicitly considered directions, with
the median ratings ranging approximately between bad and
poor.

The aggregated ratings with regard to spectral coloration
for the intermediate directions are illustrated in Fig. 13.
Again, the best median ratings were obtained for the HRTF-
setup, however, with a rather large inter-subject variance
for θ = 7.5◦. This effect is also visible for θ = 0◦ (cf.,
Fig. 10) and may presumably be explained by the diffi-
culty of some subjects to externalize binaural reproductions
for frontal directions (cf., [20]). A missing externalization,
however, may possibly lead to a perceived spectral devia-
tion and hence result in stronger inter-subject variances. The
next-best spectral coloration ratings were obtained for the
VAH-setup (θ = 7.5◦and θ = 232.5◦) and DH1 (θ = 97.5◦),
with the median ratings at fair or slightly above. The worst
(median) spectral coloration ratings were obtained for DH2
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Fig. 14. Intermediate directions, evaluation regarding overall
performance. Aggregated results for all six subjects regarding
the overall performance for the four tested setups and three inter-
mediate directions.

(θ = 97.5◦and θ = 232.5◦) and DH1 (θ = 7.5◦), approxi-
mately ranging around poor.

The aggregated ratings with regard to the overall per-
formance for the intermediate directions are illustrated in
Fig. 14. Similarly to the ratings for explicitly considered
directions (cf., Fig. 11), the overall performance ratings ob-
tained for the HRTF-setup are again followed by the ratings
obtained for the VAH-setup, with the median ratings rang-
ing between fair and good. The next-best median ratings
were obtained for DH1, also ranging between fair and good,
yet constantly below the VAH-setup. The worst (median)
overall performance ratings were obtained for DH2 and are
constantly below poor.

Interestingly, the aggregated ratings with regard to spec-
tral coloration are quite comparable for both traditional
artificial heads DH1 and DH2, whereas DH1 is generally
evaluated better with regard to localization (cf., Figs. 9
and 12) and overall performance (cf., Figs. 11 and 14).
This may probably be explained by the greater difficulty
of some subjects to externalize the binaural reproductions
associated with DH2.

4 DISCUSSION

In line with the expectations, the HRTF-setup was con-
stantly evaluated best across the tested setups in each con-
dition, indicating its validity and the perceptual benefits
of individual binaural reproductions. The next-best ratings
were obtained with the VAH-setup and the traditional arti-
ficial head DH1. The characteristics of the gathered ratings
will be analyzed from a statistical point of view in the next
paragraphs.

In general, the experimental data for explicitly consid-
ered directions (cf., Figs. 9–11) and for intermediate direc-
tions (cf., Figs. 12–14) show a large variance across the
tested setups and across subjects. For the present study it is
of primary interest to investigate whether the perceptual rat-
ings vary significantly across the tested setups. A normality
test (Lilliefors-test) indicated that the gathered experimen-
tal data cannot be assumed to be normally distributed, which
may primarily be attributed to the low number of subjects.
This is why non-parametric statistical tests were used in the
following data analysis.

The Friedman-test was used to assess the effect of the
tested setups on the ratings in each condition (unique com-
bination of direction and evaluated aspect). As often used
in literature, we chose to consider a result of the Friedman-
test as statistically significant if the associated p-value is
smaller than 0.05. In order to control the familywise error
rate (probability of at least one type I error), the critical
p-value for significance is usually adapted according to the
number of the implemented tests using the Bonferroni cor-
rection. Since the Friedman-test was implemented for 18
different conditions (3 evaluated aspects × 6 directions),
only p-values smaller than 0.05

18 are considered to indicate a
significant effect of the tested setups and are indicated as
bold numbers in Table 1.

The p-values in Table 1 indicate that the tested setups
seem to have a significant effect on the ratings for a total
of 10 conditions, which is in quite good agreement with
the visual impression of the aggregated data in Figs. 9–
14. In many conditions, this effect is presumably due to
the mainly large difference in ratings between the HRTF-
setup and DH2, which is, however, not the effect of primary
interest in this study. In contrast, one main aspect of in-
terest in this study is to investigate the suitability of the
VAH-setup and hence to investigate the difference in rat-
ings between the VAH-setup and the setup associated with
the best ratings when using a traditional artificial head (best
of DH1 or DH2). In general, DH1 was determined (by vi-
sual inspection of the aggregated data in Figs. 9–14) as
the traditional artificial head associated with the best rat-
ings. The Wilcoxon signed-rank test was then used as a
post-hoc test within each of the 10 conditions to assess the
difference in the mean ranks between the ratings for the
VAH-setup and DH1. Note that each of the 10 conditions
(bold numbers in Table 1) was analyzed separately. No cor-
rection of the significance level (0.05) was applied. The
Wilcoxon signed-rank test revealed three conditions indi-
cating significant differences in the mean ranks between
the VAH-setup and DH1: The results indicate a significant
difference in the mean ranks of the ratings with regard to
localization between the VAH-setup and DH1 for θ = 0◦and
θ = 97.5◦(p = 1

32 = 0.03125). Evidently from the aggre-
gated results in Figs. 9 and 12, the ratings for the VAH-setup
are significantly better compared to the ratings associated
with DH1 for θ = 0◦ and significantly worse for θ = 97.5◦.
This fact paradigmatically emphasizes the benefits of the
VAH-setup for explicitly considered directions but also in-
dicates partial disadvantages of the VAH-setup for some
intermediate directions compared to traditional artificial
heads. Regarding the ratings of the overall performance,
the Wilcoxon signed-rank test indicates significant differ-
ences in mean ranks for θ = 225◦ (between the VAH setup
and DH1, with p = 1

32 ). Here the ratings obtained with the
VAH-setup are clearly above the ratings obtained with DH1,
indicating significantly better ratings of the VAH-setup. No
significant differences in the mean ranks could be found
for the ratings regarding spectral coloration between the
VAH-setup and DH1.

In sum, the ratings emphasize the importance of indi-
vidualization for binaural reproduction regarding all of the
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Table 1. p-values resulting from the Friedman test. Values associated with a significant effect of
the tested setups on the ratings (p ≤ 0.05

18 ) are indicated as bold numbers.

p-values θ = 0◦ θ = 7.5◦ θ = 90◦ θ = 97.5◦ θ = 225◦ θ = 232.5◦

Localization 0.0012 0.0009 0.0037 0.0018 0.0009 0.0031
Coloration 0.0789 0.0098 0.0005 0.0016 0.0011 0.0087
Overall 0.0072 0.0012 0.0005 0.0042 0.0004 0.0382

tested aspects (localization, spectral coloration, and over-
all performance). The median ratings obtained for the in-
dividualized VAH-synthesis range mainly around good for
explicitly considered directions and between fair and good
for intermediate directions. In general, the worst results ob-
tained for the VAH-setup were gathered for the evaluation
regarding spectral coloration, which is also known from
previous studies (cf., [26]). For some conditions (primar-
ily for intermediate directions) the localization is evaluated
better with the traditional artificial head DH1, whereas for
the majority of conditions the ratings obtained for the VAH-
setup are better compared to the tested traditional artificial
heads.

5 CONCLUSION

In conclusion, the gathered ratings emphasize the impor-
tance of individualization for binaural reproductions (see
also [27] regarding localization and [28] regarding col-
oration) and confirm the validity of the concept to synthe-
size HRTFs in the horizontal plane using the proposed VAH.
The results show that individual HRTFs in conjunction with
individually equalized HPTFs result in the best subjective
appraisals (see also [29]). The ratings obtained for the VAH-
setup indicate a high level of acceptance among the subjects.
Especially the VAH-synthesis for explicitly considered di-
rections yielded mainly good to excellent median ratings.
The ratings for intermediate directions seem to slightly
worsen compared to the explicitly considered directions,
however, still performing approximately at the same level
(or slightly better regarding the overall performance) as
binaural reproductions using the tested traditional artificial
heads.

The performance of the VAH for intermediate directions
may presumably be enhanced by considering a finer di-
rectional grid within the optimization (e.g., by using inter-
polated steering vectors and HRTFs) and/or when using a
higher WNG-constraint. Moreover, it is reasonable to as-
sume that the microphone topology of the used microphone
array may have a significant effect on the directivity pat-
tern, also for intermediate directions. In further research we
will investigate the influence of the microphone topology
on the performance of the interpolation for intermediate
directions.
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