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Abstract—Besides noise reduction, an important objective of
binaural speech enhancement algorithms is the preservation of
the binaural cues of all sound sources. For the desired speech
source and the interfering sources, e.g., competing speakers, this
can be achieved by preserving their relative transfer functions
(RTFs). It has been shown that the binaural multi-channel Wiener
filter (MWF) preserves the RTF of the desired speech source, but
typically distorts the RTF of the interfering sources. To this end,
in this paper we propose two extensions of the binaural MWFE, i.e.,
the binaural MWF with RTF preservation (MWF-RTF) aiming
to preserve the RTF of the interfering source and the binaural
MWEF with interference rejection (MWF-IR) aiming to completely
suppress the interfering source. Analytical expressions for the
performance of the binaural MWF, MWF-RTF and MWF-IR
in terms of noise reduction, speech distortion and binaural cue
preservation are derived, showing that the proposed extensions
yield a better performance in terms of the signal-to-interference
ratio and preservation of the binaural cues of the directional
interference, while the overall noise reduction performance is
degraded compared to the binaural MWEF. Simulation results
using binaural behind-the-ear impulse responses measured in a
reverberant environment validate the derived analytical expres-
sions for the theoretically achievable performance of the binaural
MWF, MWF-RTF, and MWF-IR, showing that the performance
highly depends on the position of the interfering source and the
number of microphones. Furthermore, the simulation results show
that the MWF-RTF yields a very similar overall noise reduction
performance as the binaural MWF, while preserving the binaural
cues of both the speech and the interfering source.

Index Terms—Binaural cues, hearing aids, multi-channel
Wiener filter (MWF), noise reduction.
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I. INTRODUCTION

OISE reduction algorithms in hearing aids are crucial to

improve speech understanding in background noise for
hearing-impaired persons. For binaural hearing aids, algorithms
that use the microphone signals from both the left and the right
hearing aid are considered to be promising techniques for noise
reduction, because the spatial information captured by all micro-
phones can be exploited [1], [2]. In addition to reducing noise
and limiting speech distortion, another important objective of
binaural noise reduction algorithms is the preservation of the
listener’s impression of the acoustical scene, in order to exploit
the binaural hearing advantage and to avoid confusions due to
a mismatch between the acoustical and the visual information.
This can be achieved by preserving the binaural cues, i.¢., the in-
teraural level difference (ILD) and the interaural time difference
(ITD) of all sound sources in the acoustical scene. These bin-
aural cues play a major role in spatial awareness, i.e., for source
localization and for determining the spaciousness of auditory
objects [3]. Furthermore, the binaural cues are important for
speech intelligibility due to binaural unmasking [3]-[6], which
occurs due to a spatial separation between the desired speech
and the undesired noise components. For scenarios with one de-
sired speech source and one directional interfering source, bin-
aural hearing can improve the speech reception threshold (SRT)
by up to 12 dB in anechoic environments and up to 4 dB in re-
verberant environments [7]. Hence, incorporating binaural cue
preservation for all sources into binaural noise reduction algo-
rithms is an important objective.

To achieve binaural cue preservation, two main concepts for
binaural noise reduction have been developed. In the first con-
cept, the multi-channel signals from both hearing aids are used
to calculate a real-valued spectral gain, where the same gain
is applied to a reference microphone signal in the left and the
right hearing aid [8]—-[15]. This processing strategy allows per-
fect preservation of the instantaneous binaural cues of both the
speech and the noise component, but typically suffers from a
rather limited noise reduction performance and possible single-
channel noise reduction artifacts [16]. The second concept is
to apply a complex-valued filter to all available microphone
signals on the left and the right hearing aid, combining spatial
and spectral filtering [17]-[21]. Using this processing strategy,
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a large noise reduction performance can be achieved, but the
binaural cues of the noise component are not guaranteed to be
preserved.

In [18] the binaural multi-channel Wiener filter (MWF) has
been presented, where the objective is to obtain a minimum
mean square error (MMSE) estimate of the speech component
in a reference microphone signal at the left and the right hearing
aid. It has been theoretically proven in [19] that in case of a
single speech source the binaural MWF preserves the relative
transfer function (RTF), comprising the ILD and the ITD cues,
of the speech source, but typically distorts the binaural cues of
the noise component since both output components exhibit the
RTF of the speech source. Hence, after applying the binaural
MWEF no spatial separation between the output speech and noise
components exists, such that both components are perceived
as coming from the same direction and no binaural unmasking
can be exploited by the auditory system. To allow for binaural
cue preservation for the noise component, an extension of the
binaural MWF, namely the MWEF-ITF, has been proposed in
[19], by adding an additional term related to the preservation of
the interaural transfer function (ITF)!of the noise component
to the binaural MWF cost function. Furthermore, in [17] the
binaural MWF with partial noise estimation (MWF-N) has
been proposed, corresponding to mixing the binaural MWF
output signal with a scaled version of the noisy reference
microphone signals in the left and the right hearing aid. Both
algorithms are able to partially preserve the binaural cues of the
noise component, however, while for the MWF-ITF a trade-off
between the preservation of the binaural cues of the speech and
the noise component exists, for the MWF-N a trade-off between
the preservation of the binaural cues of the noise component
and the output signal-to-noise ratio (SNR) exists [19]. In [21]
the binaural linearly constrained minimum variance (BLCMV)
beamformer has been presented, which aims to partially sup-
press an interfering source while maintaining the RTFs of both
the desired speech source and the undesired interfering source.

In this paper we consider an acoustic scenario with two
speakers, i.e. one desired speech source and one interfering
source, in a noisy and reverberant environment. We propose
two extensions of the binaural MWF, which in addition to
minimizing the overall noise output power and speech distor-
tion aims to either preserve the binaural cues of the interfering
source or to completely suppress the interfering source. The
first extension, denoted as MWEF-RTF, is a modification of the
algorithm proposed in [20] and aims to preserve the binaural
cues of the interfering source by adding a RTF preservation
constraint to the binaural MWF cost function. Instead of pre-
serving the RTF of the interfering source, one could also aim
at completely suppressing the interfering source to avoid the
presence of a residual interference component with distorted
binaural cues in the output signal. Hence, the second extension,
denoted as MWF-IR, aims to completely suppress the inter-
fering source by adding a interference rejection constraint to
the binaural MWF cost function.

The objective of this paper is to derive analytical expressions,
comparing the noise reduction performance (signal-to-noise

Note that for the special case of a single source the ITF is equal to the RTF,
e.g. as shown in [19].
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Fig. 1. General binaural hearing aid configuration, consisting of A, micro-
phones on the left hearing aid and M7 microphones on the right hearing aid.
The left and the right output signals Zo{w) and Z; (w) are obtained by filtering
and summing all microphone signals with the filters W and Wy, respectively.

ratio, signal-to-interference ratio and signal-to-interfer-
ence-plus-noise ratio) and binaural cue preservation perfor-
mance of the binaural MWF and the two proposed extensions.
In order to analyze the full potential of the proposed binaural
MWF-based noise reduction algorithms it should be realized
that the impact of estimation errors of the required signal statis-
tics and the RTF vectors on the performance of the algorithms
is not considered in this paper.

The paper is structured as follows. The considered signal
model for a scenario with one desired speech source, one di-
rectional interfering source and additional background noise is
defined in Section II. In Section III and IV, the theoretical rela-
tionship between the binaural MWF, MWF-RTF and MWF-IR
will be mathematically analyzed and the performance in terms
of noise reduction, speech distortion and binaural cue preserva-
tion will be thoroughly compared. In Section V, the theoretical
analysis is validated by experiments using measured impulse
responses of a binaural hearing aid setup in an office scenario
showing that the performance of the binaural MWF, MWF-RTF
and MWF-IR highly depends on the spatial position of the in-
terfering source and the number of microphones.

II. CONFIGURATION AND NOTATION

In this section we define the considered signal model
(Section II-A) and introduce the binaural cues (Section II-B)
and performance measures (Section II-C). Furthermore, we
define mathematical expressions (Section II-D) which will be
used in the theoretical analysis in Section III.

A. Microphone Signals and Output Signals

Consider the binaural hearing aid configuration in Fig. 1, con-
sisting of a microphone array with M = My+ M, microphones,
with My microphones on the left hearing aid and A7 micro-
phones on the right hearing aid. The m-th microphone signal of
the left hearing aid Yy ,,, (w) can be written in the frequency-do-
main as

K),m(w) = XO,m(w) + UO,m(w) + ! 707m (Ld), (1)

with X ,,, (w) the speech component, U ,,, (w) the interference
component and Ny ,,{(w) the background noise component in
the m-th microphone signal. The m-th microphone signal of the
right hearing aid Y7 ,, (w) is defined similarly. For conciseness
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we will omit the frequency variable w in the remainder of the
paper. We define the M -dimensional stacked signal vector Y as

Y =[Yo1. Yo Yii---Yianl, (2)
which can be written as
Y=X+U+4+N=X+V, 3)

where the vectors X, U and N are defined similarly as Y and
the vector V.= U + N is defined as the overall noise compo-
nent, i.e. interference component plus background noise. Con-
sidering an acoustical scenario with one desired speech source
S« and one directional interfering source S;, the components X
and U can be written as

X =5,A, U=S5B, (4)

with A and B the acoustic transfer function (ATF) vectors be-
tween the microphones and the speech source and the interfering
source, respectively. Without loss of generality, we will use the
first microphone on the left hearing aid and the first microphone
on the right hearing aid as the so-called reference microphones
for the speech enhancement algorithms. For conciseness, the
reference microphone signals Yy 1 and Y7 ; of the left and the
right hearing aid are denoted as Y and Y7, which can be written
as

Vo=elY, Yi=elY, (5)

where ey and e are M -dimensional vectors with one element
equal to 1 and the other elements equal to 0, i.e., €y(1) = 1 and
e1(My+1) = 1. The reference microphone signals can then be
written as

Yy = 540 + SiBy + Ny, (6)
Y = So A1 + SiB1 + N1 )

The correlation matrices of the speech, interference and noise
components are equal to

R, =& {XX¥} = P,AA", (8)
R, =¢{UU"} = P,BBY, ©9)
R, = £ {NN"}, (10)

where £{-} denotes the expectation operator, P, = £{|S,|*}
and P; = £{|Si|*} denote the power spectral density (PSD)
of the speech source and the interfering source, respectively.
Assuming statistical independence between the components in
(1), the correlation matrix of the microphone signals R, can be
written as

———

R,
with R, the correlation matrix of the overall noise component

which is assumed to be invertible. Furthermore, we define the
cross-correlation vectors of the speech component in all mi-
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crophones with the speech component in the reference micro-
phones as

r.0 = E{XX;} = Roeq = P,A A,
r,1 = E{XX{} =R,e; = P,AAL

(12)
(13)
The output signals at the left and the right hearing aid Z; and
Z, are obtained by summing a filtered version of all microphone
signals, i.e.,
Zo = WHY = WX + WHU + WIN,
7, = WY = WX + WU+ W{N,

(14)
(15)

with Wy and W, the filter in the left an the right hearing aid,

respectively. Furthermore, we define the 2M -dimensional com-

plex-valued stacked weight vector W as
_ | Wo

W = [WJ . (16)

B. Relative Transfer Functions and Binaural Cues

The RTF of the speech source and the interfering source
between the reference microphones on the left and the right
hearing aid is defined as the ratio of the ATFs, i.e.,

Ay

. . By
RTF;" = RTF = —.

x Al 7 U Bl
The output RTFs of the speech source and the interfering source
are defined as the ratio of the filtered components at the left and
the right hearing aid, i.e.,

(17

WHA
RTFM™ = 0 (18)
WHA
i WEHB
RTFO = WiE' (19)

The binaural ILD and ITD cues can be calculated from the RTF
as

LRTF

ILD =10log,, |RTF|*, ITD = ,
w

(20)

with / denoting the phase.

As will be shown in Section III, for the proposed algorithms
we require the RTF vectors of the speech source and the inter-
fering source, which are defined as the ATF vectors A and B
normalized with the ATFs of the reference microphones, i.e.,

_ A — A

Ap=2 A =2 21
0 A(]I 1 Al’ ( )

= B — B

By=-—, Bi=-—. 2
0 BO7 1 B1 ( )

While estimating the ATF vectors A and B is known to be
quite difficult [22], several methods for estimating the RTF vec-
tors have been proposed and applied in multi-channel noise
reduction algorithms, e.g. by exploiting the nonstationarity of
speech signals and using generalized eigenvalue decomposition
[23]-[28]. However, it should be noted that in this paper we as-
sume the RTF vectors of the speech source and the interfering
source to be known, not taking into account the impact of RTF
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estimation errors when validating the derived analytical expres-
sions in Section V.
C. Performance Measures

The output PSD of the speech component in the left and the
right hearing aid is defined as

PSDY = WHR, W, = P,[WIA|",  (23)
PSDYM = WHR,W, = P,/[WHA",  (24)
PSD" = PSDY + PSDYY. (25)

The output PSD of the interference component in the left and

the right hearing aid is defined as
PSDY% = WIR,W, = B|WEIB[", (26
PSDY = WHR,W, = B|WEB[",  (7)
PSDY™ = PSDy's + PSDYY. (28)

The output PSD of the overall noise component in the left and
the right hearing aid is defined as

PSDJY = WIR, W, (29)
PSDY = W{R, Wi, (30)
PSDY" = PSDy'G + PSDyY. (31)

The binaural Speech Distortion (SD) is defined as the ratio of
the average input PSD of the speech component in the reference
microphones and the average output PSD of the speech compo-
nent, i.e.,

PS‘AOP +P5|A1‘2

SD = :
WIR, W, + WIR, W,

(32)

The binaural output Signal-to-Interference Ratio (SIR) is de-
fined as the ratio of the average output PSDs of the speech com-
ponent and the interference component, i.e.,

SIRout _ W(J)thlWO + W{{R:Lwl )
WHR, W, | WAR, W,

(33)

The binaural output Signal-to-Interference-plus-Noise Ratio
(SINR) is defined as the ratio of the average output PSDs of the
speech component and the overall noise component, i.e.,

WHR, W, + WIR, W
SINRewt = 0 2 0 il L L
WHR, W, + WHR, W,

(34)

The binaural output Signal-to-Noise Ratio (SNR) is defined as
the ratio of the average output PSDs of the speech component
and background noise component, i.e.,

sypert — WoBWo + WIR, W,
WIR, W, + WIR, W,

(35

D. Mathematical Definitions

In this Section we define mathematical expressions
which will be used throughout the theoretical analysis in
Section III and the performance comparison in Section IV.
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The speech-distortion-weighted correlation matrix f{y is de-
fined as

with p a trade-off’ parameter. Applying the matrix inversion
lemma to R, and using the rank-1 speech correlation matrix
R, in (8), the inverse of R, can be written as [18], [19]
P,R;TAAYR !
H+p

?

(37

~ 1
-1 _ -1 _ —1
R,"=R;+pR,) = m R, ' -

with

p=PAPR'A. (38)
We define the inner products of the ATF vectors of the speech
and the interfering source, weighted with the inverse of the
overall noise correlation matrix R, as

oo = AR A, (39)
o = A'R'B, (40)
o, =BHR, !B, 41)
and
2
5 = lowl” (42)
Oqa0pn

Since R, is assumed to be a positive-definite Hermitian matrix,
using the Cauchy-Schwartz inequality it can be shown that

0<¥ <. (43)
Furthermore, we define the inner products of the ATF vectors of

the speech and the interfering source, weighted with the inverse
of the speech-distortion-weighted correlation matrix R, as

Ao =ATR A, (44)
Aav = AR B, (45)
Xy =BAR,'B, (46)
and
|/\ab‘2
I'= : 47
W (47)
Using (37), it can be shown that
[
a — y (48)
w+p
Tab
Aap = ———, (49)
htp
1 Pyloas’
=L (o Deloal) (50)
1 (1 +p)
and
5y
- (51)

r=—1rr=
ptp(l— %)
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Again, since f{y is a positive-definite Hermitian matrix, using
the Cauchy-Schwartz inequality it can be shown that

0<I<1. (52)

III. BINAURAL NOISE REDUCTION TECHNIQUES

In this section we review the binaural MWF and propose two
extensions aiming to either preserve the RTF of the interfering
source or to completely suppress the interfering source. In ad-
dition, for all algorithms analytical expressions for the output
RTF, speech distortion, output SIR and output SINR are de-
rived. It is important to note that for the sake of readability
all filter expressions in this section will be derived in terms of
the ATF vectors of the speech source and the interfering source
but can also be written and implemented using the RTF vectors
(cf. Section 1I-B).

A. Binaural Multi-channel Wiener Filter (MWF)

The binaural MWF [18], [19] produces a minimum-mean-
square-error (MMSE) estimate of the speech component in the
reference microphone signals of both hearing aids, hence si-
multaneously reducing noise and limiting speech distortion. The
binaural MWF cost function estimating the speech components
X and X in the left and the right hearing aid is defined as

2 H 2
AW

o — WHX
wiv
(53)

X
st = {33

where the parameter (¢ with @ > 0 enables a trade-off between
noise reduction and speech distortion. The binaural cost func-
tion in (53) can be written as

Jhawr (W) = WERW - WHr, —vBEW 1 P, (59)
with P = Py|Ag|? + Ps|A1|* and
R — { Ry 03M:| , ry = |:rm.0:| , (55)
OQM Ry ry1

with R,, defined in (36) and r, o and r, ; defined in (12) and
(13). The filter minimizing Jywr (W) in (54) is equal to [18]
Wywr =R 7't . (56)

The filters for the left and the right hearing aid can then be
written as
Wuwr.o = (Re + pRy) rao,
Wywri = (Re + uR,) 1y

(57)
(58)

Assuming the speech correlation matrix R, to be rank-1, as
already shown in [18], [19], by using (37) in (57) and (58),
the binaural MWF can be decomposed into a binaural MVDR
beamformer and a single-channel Wiener postfilter applied to
the output of the MVDR beamformer, i.e.,

p_ RJIA
Wawro = —F— o A ge 59
MWEO = R TA 0 (59)
R 'A
Wywr,1 = P - Al (60)

Lt p AR, TATY
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with p defined in (38). Please note that the filter expressions in
(59) and (60) can be rewritten in terms of the RTF vectors of the
speech source Ay and A [18], [29]. The filter for the left and
the right hearing aid are related by the input RTF of the speech
source as

Ao

®
Wuwr,o = <—> WuMwF,1-

1 (61)

Substituting (61) in (18), the output RTF of the speech source is
equal to the input RTF of the speech source, i.e.,
A .
RTF™™ — 2% — RTFI,
7 Al

(62)

Substituting (61) in (19), the output RTF of the interfering
source is equal to the input RTF of the speech source, i.e.,

out in

RTF]™ = Y RTF".

From (62) and (63) we can conclude that the output RTF of the

speech and the interfering source are the same and equal to the

input RTF of the speech source, implying that both output com-

ponents are perceived as directional sources coming from the

speech direction, which is obviously not desired. By substituting

(59) and (60) in (32), the speech distortion of the binaural MWF
is equal to (cf. Appendix A-A)

(63)

2
(1 +p)
02

SDywr =

(64)

which is always larger than or equal to 1. Furthermore, the
output SIR of the binaural MWF can be calculated by substi-
tuting (59) and (60) in (33) as (cf. Appendix A-B)

2
SIRout — PS g
MWEF Pi ‘Uab ‘2

(65)

with ¢, and a,; defined in (39) and (40). By substituting (59)
and (60) in (34), the output SINR of the binaural MWF is equal
to [18], [19]

SINR{f e = p

(66)

B. Binaural MWF with RTF Preservation (MWF-RTF)

In order to control the binaural cues of the overall noise com-
ponent, it has been proposed in [20] to add a linear constraint to
the binaural MWF cost function, aiming to preserve the instan-
taneous ITF of the overall noise component. However, since for
the filter in [20] an accurate estimate of the noise component is
required, in this paper we propose a modified version by adding
a linear constraint to the binaural MWF cost function, aiming to
preserve the RTF of the interfering source, i.e.,

. . WEB B,
min Juwr (W) subject to WIB =B (67)
The constraint in (67) can be written as
WHC =0, (68)
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with

(69)

[ B By in
c_[aB], a= 2"~ RrF®

Using the method of Lagrange multipliers, the solution of the

constrained optimization problem in (67) is equal to [20]

R ICCR r,
CHR-IC

The stacked filter vector in (70) can further be written as (cf.

Appendix B-A)

Wuwr-rrr = R 7', — (70)

Wywr—rTF,0 = WMWF,0 — HRQIB7 (71)
Wywr—rTF,1 = WMWF,1 — anR;1B7 (72)
with
P,(A Ao,
_ Pi(do +ad)'o (73)

(1 +laf?)oa

Although not directly visible, please note that the filter expres-
sions in (71) and (72) can be rewritten in terms of the RTF vec-
tors of the speech source and the interfering source, i.e. Ay, AL,
By and B;. Substituting (71) and (72) in (18), the output RTF
of the speech source is equal to (cf. Appendix B-B)

r Ag+aA
AoliA_o((O 1))

RTFO™ = 29 el (74)
T Aq 1 ol (Agt+ad))’
Al 1+|0¢‘2

Hence, contrary to the binaural MWF the output RTF of the
speech source of the MWF-RTF is not always preserved. Nev-
ertheless, for the special case of ¢+ = 0 and hence I' = 0, the
output RTF of the speech source is equal to the input RTF of the
speech source.

Due to the RTF constraint in (67), the output RTF of the in-
terfering source is preserved, i.e.,

B, .
RTFo = 2% — RTFI",
By

Substituting (71) and (72) in (32), the speech distortion of the
MWE-RTF is equal to (cf. Appendix B-B)

(75)

(1 +p)° 1
2 (11+T°K — 2TK)

SDywF-RTF =

(76)

with
|Ap + adq)?

K= A P (AP 1 A 77

Realizing that the expression in (77) can be written as the square
of the normalized inner product of the two vectors u and v, i.e.,

uttvf?
=5 (78)
[lull

vl
with

(79
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it can be shown, by using the Cauchy-Schwarz inequality, that

0<K L. (80)
Furthermore, (76) implies that the speech distortion of the
MWFEF-RTF is equal to the speech distortion of the binaural
MWEF in (64) multiplied with an additional term that depends
on I and K.

The SIR of the MWF-RTF can be calculated by substituting
(71) and (72) in (33), i.e. (cf. Appendix B-C),

Po? (1+4T2K - T'K)
Piloas? l1-K

out _
SIRMWFfRTF -

1))

Similarly as for the speech distortion, the output SIR of the
MWF-RTF is equal to the output SIR of the binaural MWF in
(65) multiplied with an additional term that depends on I' and
K.

By substituting (71) and (72) in (34), the SINR of the
MWE-RTF is equal to (cf. Appendix B-D)

142K — oK
PTTUT?K —oaTK

ST NRK?\tNF —RTF —

(82)

with

(u+p)* PP+ 2pp

oo - (83)

Again, similarly as for the speech distortion and the output SIR,
the output SINR of the MWF-RTF is equal to the output SINR
of the binaural MWF in (66) multiplied with an additional term
that depends on I', K and v.

C. Binaural MWF with Interference Rejection (MWF-IR)

Instead of preserving the RTF of the interfering source as pro-
posed in Section III-B, one could also aim at completely sup-
pressing the interfering source in order to avoid the presence of a
residual interference component with distorted binaural cues in
the output signal. Hence, similarly to the BLCMYV beamformer
in [21] we propose to extend the binaural MWF cost function
with an interference rejection constraint. The cost function for
the left and the right hearing aid can be written as

min Jawr(Wo) subjectto WEB =0, (84)
1]
min Jywr(W1)  subject to WEB =0, (85)
1
with
H~r |2 H~rl2
hawe(Wo) = { |0~ WEX|* + w| WEV
(86)
H 112 H~rl12
JMWF(WI) :g{HXl _Wl XH +/LHW1 VH }
(87)

The linear constraints in (84) and (85) can again be written as
(68), with

C=B. (88)
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Hence, the solution to the optimization problem in (84) and (85)
can be obtained from (70) by replacing R with R,,, C with B
and r, withr, o and r,, |, respectively, i.e.,

. R,'BB*R, 'r,

Wuwr-1r0 = R, 'Te0 — BHRy,l‘B (89)
. R,'BB"R,'r,
Wauwr-1r,1 =R, 11 — BR.'B (90)

Using (12), (13), (45), (46), (57), (58) and (132), the expressions
in (89) and (90) can further be written as

Wuwr-1r0 = Wuwr,o — AR, 'B, 1)
Wuwr-1r1 = Wuwr,1 — 7A[R, "B, 92)
with
PS a
y= 3%y (93)
Tab

Please note that the filter expressions in (91) and (92) can be
rewritten in terms of the RTF vectors of the speech source and
the interfering source, i.e. Ag, A1, By and B;. Similarly as for
the binaural MWF, the filter for the left and the right hearing
aids are related by the input RTF of the speech component, i.e.,

A

*
0
WuwF -1R,0 = <—> WMWF -1R.1-

T ©4)

Furthermore, note the similarity of the MWF-IR filters in (91)
and (92) with the MWF-RTF filters in (71) and (72). Using (73)
in (71) and (72) and using (93) in (91) and (92), it can be shown
that for the special case

Kk =~vAg, (95)
ak = yA7, (96)
the MWF-RTF filter vectors in (71) and (72) are equal to the
MWF-IR filter vectors in (91) and (92). By substituting (95) in
(96) it can be shown that this is the case for

_ A4

Qg — A_S (97)

Furthermore, by substituting (97) in (77), it can be shown that
|Ag + f Ay ?

¥
— 4] —

- =1 (98)
(1+ |52 )( o> + | A1 2)

Hence, by using (98), the analytical expressions for the speech
distortion and output SINR for the MWF-IR can be easily ob-
tained by setting ' = 1 in the analytical expressions for the
MWEF-RTF in (76) and (82).
Using (94) in (18), the output RTF of the speech source for
the MWF-IR is equal to
RTF™ = A _ RTF,".
Ay

99)

Hence, contrary to the MWF-RTF the MWF-IR always pre-
serves the RTF of the speech source, independent of the
trade-off parameter p. The output RTF of the interfering source
can not be calculated since theoretically the interfering source

IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 23, NO. 12, DECEMBER 2015

is completely suppressed and hence not present in the output
signal of the MWF-IR. Setting K = 1 in the expression of
the speech distortion for the MWF-RTF in (76), the speech
distortion of the MWF-IR is equal to

(n+p)° 1
P> (1-1)

SDMwr-1R =

(100)

Since the interfering source is completely suppressed, the output
SIR of the MWF-IR is equal to

out _
SIR\ W g = O©

(101)

Setting K = 1 in the expression of the output SINR for the
MWE-RTF in (82), the output SINR of the MWF-IR is equal to

L+I?%-2r

SINRR%VFJR = Pm

(102)

with v defined in (83).

IV. THEORETICAL PERFORMANCE COMPARISON BETWEEN
THE BINAURAL MWF, MWF-RTF AND MWEF-IR

In this section we compare the theoretical performance of the
binaural MWF, MWF-RTF and MWF-IR in terms of speech dis-
tortion, output SIR, output SINR and output SNR using the an-
alytical expressions derived in Section III.

A. Speech Distortion

Noting the similarity of the analytical expressions for the
speech distortion of the MWF-RTF and MWF-IR in (76) and
(100) and using the fact that 0 < T' < 1 (cf. (52)) and 0 < K

< 1 (cf. (80)), we can show that
(1-T)°<1+T?K - 2TK < 1. (103)

Using (103) in (64), (76) and (100) we can show that the speech
distortion of the presented algorithms is related as

1 < SDyvwr < SDuwr—rTr < SDMWE—IR

(104)

Hence, all algorithms introduce a speech distortion greater
than or equal to 1, where the MWF-IR introduces the highest
amount of speech distortion and the binaural MWF introduces
the lowest amount of speech distortion. The speech distortion
introduced by the MWF-RTF lies between the speech distortion
of the binaural MWF and the MWF-IR.

B. Signal-to-Interference Ratio

Noting the similarity of the analytical expressions for the SIR
of the binaural MWF and the MWF-RTF in (65) and (81) and
using the fact that 0 < K < 1 (cf. (80)), we can show that

14+T2?K - 2K
1< — 105
< (105)
Hence, the output SIR of the binaural MWF is always smaller
than or equal to the output SIR of the MWF-RTF, i.e.,

SIRYwr < SIRfWwr RrTF- (106)
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Since for the MWF-IR the interference component is com-
pletely suppressed and hence the output SIR is equal to infinity
(cf. (101)), the output SIR of the presented algorithms is related
as

SIR%/}thVF < SIRK’?\BVF—RTF < SIRK'?\BVF—IR

(107)

C. Signal-to-Interference-plus-Noise Ratio
Noting the similarity of the analytical expressions for the
SINR of the binaural MWF and MWF-RTF in (66) and (82) we
first show that 1~ defined in (83) is greater than or equal to 1, i.e.,
R N a7,
- /1,22 M2 '

The inequality to be proven in (108) can further be written as

1

(108)

S(u+p)? < (n+p)* (109)

Since 0 < ¥ < 1 (cf. (43)) the inequality in (109) holds. Since
v > 1 (cf. (108)) and 0 < K < 1 (cf. (80)), we can now show
that
1+ I?K - 2K <
1+vI?K - 2K — 7

(110)

and hence

In the last proof of this section we will show that the output
SINR of the MWF-RTF in (82) is greater than or equal to the
output SINR of the MWF-IR in (102) by showing that the fol-
lowing inequality holds:
1+I?-2r 1+TI?K - 2I'K
1+vl2 -2 = 14+ 2K - 2K’
Due to the common terms in the output SINR of the MWF-RTF

in (82) and the output SINR of the MWF-IR in (102), by using
the substitutions

(112)

a=T?-2I', b=vI?-2T, (113)

the expression in (112) can be written as
1+a < 1+ Ka
1+b~ 14+ Kb’
Since 0 < I' < 1 (cf. (52)) and » > 1 we can show that

(114)

a>0, b>0, a<hbh. (115)

Using (115) and the fact that 0 < K < 1 (cf. (80)), it can be
shown that the inequality in (114) holds and hence, the output
SINR of the presented algorithms is related as

SINR%/]IJ\tNFflR < SINRIC\]/]Il\tNFfRTF < SINRR‘;\BVF

(116)

D. Signal-to-Noise Ratio

The performance comparison of the binaural MWF,
MWEF-RTF and MWF-IR for the output SNR can be derived
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from the performance comparison for the output SIR and the
output SINR in Sections IV-B and Section IV-C. Using the
definitions in (33), (34) and (35), it can be shown that
1 B 1 1
SN Rout - STN Rout SIRout'

Hence, using (107) and (116), the output SNR of the binaural
MWEF is always larger than or equal to the output SNR of the
MWE-RTF, which itself is always larger than or equal to the
output SNR of the MWF-IR, i.e.,

(117)

t t t
SNRRJ[JWFflR < SNRIO\/IIlWFfRTF < SNRRJ[JVVF

(118)

Using the relations of the speech distortion, the output SIR and
the output SINR in (104), (107) and (116), we can now con-
clude that for the speech distortion and the output SINR the
binaural MWF shows the best performance compared to the
MWEF-RTF and the MWF-IR, while the MWF-RTF outperforms
the MWF-IR. Although the RTF constraint in the MWF-RTF
leads to a better suppression of the interfering source compared
to the binaural MWF, the overall noise reduction performance,
comprising the suppression of the interference component and
the background noise, is degraded. In addition, the complete
suppression of the interfering source in the MWF-IR leads to
a degradation of the overall noise reduction performance com-
pared to the binaural MWF and the MWF-RTF. Furthermore,
using the relations of the output SIR and output SNR in (107)
and (118) we can conclude that the more the interfering source
is suppressed, the less suppression of the background noise can
be achieved.

V. SIMULATIONS

To wvalidate the analytical expressions derived in
Section III and IV for the theoretically achievable performance,
in this section we present simulation results using binaural
behind-the-ear impulse responses (BTE-IRs) measured in a
reverberant office environment [30]. In order to analyze the full
potential of the derived algorithms, we assume that a perfect
estimate of the correlation matrices and the RTF vectors of the
speech source and the interfering source is available.

A. Simulation Setup and Algorithm Parameters

The performance of the three considered algorithms was eval-
uated using measured binaural BTE-IRs [30] at a sampling fre-
quency of 16 kHz. Each hearing aid was equipped with 3 mi-
crophones with a distance of about 7 mm and was mounted
on an artificial head. The BTE-IRs were measured both in an
anechoic environment (angles ranging from —180° to 180° in
steps of 5°, with the source at 3 m from the artificial head) and
in an office environment with a reverberation time of approxi-
mately 300 ms (angles ranging from —90° to 90° in steps of 5°,
with the source at 1 m from the artificial head). The ATF vec-
tors A and B of the speech source and the interfering source
were calculated from the measured BTE-IRs. The RTF vectors
Aq, A1, By and B; were then calculated from the ATF vec-
tors A and B (cf. Section II-B). The PSDs of the speech source
and the interfering source P, and P; were calculated from two
different speech signals (Welch method using FFT size of 512
and Hann window). For the background noise a cylindrically
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isotropic noise field was assumed. The (i, j)-th element of the
noise correlation matrix R?;? was calculated using the ATFs of
the anechoic BTE-IRs as

Sy Hi(60) H (61)
VL IHL0) 2 S H ()

with H(6,) denoting the anechoic ATF at angle §; and L the total
number of angles, i.e., L = 72. The PSD of the background
noise P, was equal to the PSD of speech-shaped noise. The
global input SNR and the global input SIR, averaged over all
frequencies, were both equal to 0 dB, leading to a global input
SINR of —3 dB. The trade-off parameter y« was set to 1 for all
algorithms.

R =P,

, (119)

B. Performance Measures

For the objective validation we calculate the global perfor-
mance measures by averaging the logarithmic values of the
speech distortion in (32), the output SIR in (33), the output
SINR in (34), and the output SNR in (35) over all frequencies.
In order to evaluate the binaural cue preservation performance,
we calculate the ILD and ITD error, averaged over all frequen-
cies for the speech and the interfering source, i.e. [19],

L
1 ou in
AILD = + ; |ILD°"(w;) — ILD™(w;)|, (120)

L
1 out (, in
AITD = - ; |ITD*" (w;) — ITD™(wy)|, (121)

with ILD and ITD defined in (20), w; denoting the [-th frequency
and L the total number of frequencies.

C. Results

In this section we evaluate the performance of the binaural
MWF, MWF-RTF and MWF-IR in the office environment for
different microphone configurations. The desired speech source
was located at —35° and the position of the interfering source
was varied between —90° and 90°. The interfering source po-
sition at —35° was not evaluated. In the first experiment, the
performance for M = 3 microphones was evaluated for all
performance measures and in the second experiment the perfor-
mance for the performance measures global SD, global output
SIR, global output SINR and global output SNR was evaluated
for different number of microphones.

1) Performance for M = 3 : In the first experiment we
evaluate the performance of the binaural MWF, MWF-RTF and
MWEF-IR using M = 3 microphones, i.e. two microphones on
the left hearing aid and one microphone on the right hearing
aid. The global SD and global output SIR are depicted in
Fig. 2(a)-2(b). The global output SIR of the MWF-IR is not
depicted since it is equal to infinity. As shown in the theoretical
analysis in Section III and IV, the binaural MWF introduces the
lowest amount of speech distortion compared to the MWF-RTF
and the MWF-IR. While the global SD of the MWF-RTF is
only slightly higher than for the binaural MWF, the global
SD of the MWF-IR is significantly larger, especially for in-
terfering source positions close to the speech source position.
The global output SIR of both the binaural MWF and the
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Fig. 2. Global SD, output SIR, output SINR and output SNR for the binaural
MWEF, MWEF-RTF and MWEF-IR for a speech source at —35°, different angles
of the interfering source and M = 3. The global input SNR and SIR are equal
to 0 dB and the global input SINR is equal to —3 dB. (a) output SD (b) output
SIR (c) output SINR (d) output SNR.
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Fig. 3. Global ILD and ITD error of the speech source and the interfering
source for the binaural MWF, MWF-RTF and MWEF-IR for a speech source at
—35°, different angles of the interfering source and A = 3. The global input
SNR and SIR are equal to 0 dB and the global input SINR is equal to —3 dB.
(a) Speech ILD error (b) Interference ILD error (¢) Speech ITD error (d) Inter-
ference ITD error.

MWFEF-RTF increases for interfering source positions further
away from the speech source position. It can be observed that
the global output SIR of the MWF-RTF is significantly larger
than the global output SIR of the binaural MWF, especially for
interfering source positions far away from the speech source
position. The global output SIR difference ranges from 1 dB
for the interfering source position of —40° up to 7 dB for the
interfering source position of 50°.

The global output SINR and global output SNR are depicted
in Fig. 2(c)-2(d). The relationships between the algorithms are
very similar to the results for the global SD. While the global
output SINR and global output SNR for the binaural MWF
and the MWF-RTF are very similar and slightly decrease for
interfering source positions close to the speech source posi-
tion, the global output SINR and the global output SNR for
the MWF-IR is significantly lower, especially for interfering
source positions close to the speech source position. The dif-
ference in global output SINR between the binaural MWF and
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Fig. 4. Global SD for the binaural MWF, MWF-RTF and MWEF-IR for a speech
source at —35° and different angles of the interfering source using different
number of microphones. The global input SNR and SIR are equal to 0 dB and
the global input SINR is equal to —3 dB. (a) output SD, M = 2 (b) output SD,
M = 3 (c) output SD, M = 4 (d) output SD, M = 5.
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Fig. 5. Global output SIR for the binaural MWF, MWF-RTF and MWF-IR for
a speech source at —35° and different angles of the interfering source using
different number of microphones. The global input SNR and SIR are equal to
0 dB and the global input SINR is equal to —3 dB. (a) output SIR, M = 2
(b) output SIR, M = 3 (c) output SIR, M = 4 (d) output SIR, M = 5.

the MWF-IR ranges from 0.5 dB for the interfering source po-
sition of 45° up to 3.5 dB for the interfering source position of
—40°. The difference in global output SNR ranges from 0.5 dB
for the interfering source position of 45° up to 4.5 dB for the
interfering source position of —40°.

The ILD and ITD errors of the speech and the interference
component are depicted in Fig. 3. Again, the ILD and ITD error
of the MWF-IR are not depicted since the interfering source is
completely suppressed. On the one hand, for the speech source
the MWF-RTF introduces a small ILD error (up to 2 dB) and
a very small ITD error (up to 0.05 ms), depending on the posi-
tion of the interfering source, while the binaural MWF and the
MWE-IR perfectly preserve the ILD and the ITD of the speech
source. On the other hand, for the interfering source the binaural
MWEF introduces a large ILD error (up to 17 dB), especially for
interfering source positions far away from the speech source po-
sition. The ITD error of the binaural MWF varies around 0.2 ms
for all interfering source positions. The MWF-RTF perfectly
preserves the binaural cues of the interfering source.
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Fig. 6. Global output SINR for the binaural MWF, MWF-RTF and MWF-IR
for a speech source at —35° and different angles of the interfering source using
different number of microphones. The global input SNR and SIR are equal to
0 dB and the global input SINR is equal to —3 dB. (a) output SINR, M = 2
(b) output SINR, M = 3 (c) output SINR, M = 4 (d) output SINR, M = 5.
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Fig. 7. Global output SNR for the binaural MWF, MWF-RTF and MWF-IR
for a speech source at —35° and different angles of the interfering source using
different number of microphones. The global input SNR and SIR are equal to
0 dB and the global input SINR is equal to —3 dB (a) output SNR, M = 2
(b) output SNR, M = 3 (c) output SNR, M = 4 (d) output SNR, M = 5.

2) Performance for a Different Number of Microphones M :
In the second experiment, we evaluate the performance of the
binaural MWF, MWF-RTF and MWF-IR using M = 2 micro-
phones, i.e. one microphone on the left hearing aid and one mi-
crophone on the right hearing aid, A = 3 microphones, i.e. two
microphones on the left hearing aid and one microphone on the
right hearing aid, A = 4 microphones, i.e. two microphones on
the left hearing aid and two microphones on the right hearing
aid and M = 5 microphones, i.e. three microphones on the left
hearing aid and two microphones on the right hearing aid.

The performance measures for the binaural MWF,
MWF-RTF and MWF-IR, using different number of micro-
phones, are depicted in Fig. 4 (global SD), Fig. 5 (global output
SIR), Fig. 6 (global output SINR) and Fig. 7 (global output
SNR). For the binaural MWF and the MWF-RTF the global
output SIR (Fig. 5) increases for an increasing number of
microphones, while the performance difference between the
binaural MWF and the MWF-RTF is rather independent of
the number of microphones. For all algorithms and interfering
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source positions, the amount of speech distortion (Fig. 4)
decreases and the global output SINR (Fig. 6) and the global
output SNR (Fig. 7) increase for an increasing number of
microphones. Especially for M = 2, the performance of the
MWEF-IR is significantly worse than the performance of the
binaural MWF and the MWF-RTF. This can be explained by the
fact that for the MWF-RTF one constraint has been added to the
binaural MWF cost function (cf. (67)), whereas the MWF-IR
requires 2 constraints (cf. (84) and (85)), which has a severe
impact on the overall performance, especially for a low number
of microphones. For M = 2, the difference in global output
SINR between the binaural MWF and the MWF-IR ranges
from 1 dB for the interfering source position of 45° up to 5 dB
for the interfering source position of —40°. The difference in
global output SNR ranges from 1 dB for the interfering source
position of 45° up to 6.5 dB for the interfering source position
of —40°. It can also be observed that for an increasing number
of microphones the performance of all 3 algorithms becomes
more similar since the impact of the additional constraints in
the MWF-RTF and the MWF-IR on the overall performance
decreases.

VI. CONCLUSION

In this paper we have theoretically analyzed two extensions
of the binaural MWF, aiming to either preserve the RTF of the
interfering source (MWF-RTF) or to completely suppress the
interfering source (MWF-IR). It has been shown theoretically
and experimentally that for the MWF-RTF the performance in
SD, output SINR and output SNR is lower but comparable to
the performance of the binaural MWF, while the output SIR is
larger. The MWF-IR achieves the largest SIR at the expense
of an increasing speech distortion and lower output SINR and
output SNR. For the MWF-RTF, the binaural cues of the inter-
fering source are preserved, but the binaural cues of the speech
source are slightly distorted, depending on the position of the
interfering source. Furthermore, it has been shown that the per-
formance for the binaural MWF and the MWF-RTF is rather in-
dependent of the position of the interfering source, whereas the
performance of the MWF-IR highly depends on the position of
the interfering source, especially if a small number of micro-
phones is used. If the number of microphones is increased, the
performance of the binaural MWF, MWF-RTF and MWF-IR in-
creases and the performance difference between the algorithms
becomes smaller. In future work, we will theoretically and ex-
perimentally investigate the impact of estimation errors of sev-
eral RTF estimation methods on the noise reduction and binaural
cue preservation performance of the proposed algorithms in dif-
ferent acoustic scenarios.

APPENDIX A
PERFORMANCE OF THE BINAURAL MWF

A. Output PSD of the Speech Component and SD of the
Binaural MWF

Using (59) and (60), the response of the binaural MWF to the
ATF of the speech source is equal to

Aop Ajp
) Wﬁ\VF,lA = :
ptp HEp

Wilwr oA = (122)
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Substituting (122) in (23) and (24), the output PSD of the speech
component can be calculated as

2
P 2 2
P (Ao + 41
(1 + p)?

Substituting (123) in (32), the SD of the binaural MWF can then
be calculated as

PSD2" — (123)

(NfP)Q.

SDywr = g (124)

B. Output PSD of the Interference Component and Output SIR
of the Binaural MWF

Using (59) and (60), the response to the ATF of the interfering
source is equal to

Substituting (125) in (26) and (27), the output PSD of the inter-
ference component can then be calculated as

PiPs |O'ab|2
2
P)
Substituting (123) and (126) in (33), the output SIR of the bin-
aural MWF is equal to

PSDO = Po(|4o)? + A1 %). (126)

SIRout PSU;ZL

= —. 127
MWEF Pi‘o'ab‘z ( )

APPENDIX B
PERFORMANCE OF THE MWF-RTF
A. MWF-RTF Filter Decomposition
The MWEF-RTF filter in (70) is equal to
R I!CCZR lr,
W _ =R l'r, z
MWF-RTF r CHER-1C

Using (12), (13), (45), (55) and (69) the complex-valued scalar
CHRIr, is equal to

(128)

CHR 'r, = [BHﬁ;1 a*BHﬁqjl] {PSAAO} ;

P,AAY

:RSAZb(A0+aA1)*. (129)

Furthermore, using (46), (55) and (69) the denominator of the
second term in (128) is equal to

CIR'C =) (1+a?). (130)

Hence using (56), (129) and (130) the stacked filter vector in
(128) can be written as

P, (Ao + ad1)" Ny, [ R, 'B }
\%% _ = Wywr — & Y .
MWF—RTF MWF 0+ N aR;lB
(131)
By using (47), (48) and (49) it can be shown that
AX ’
Zab _ J_F, (132)
Ao Oab
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and hence, the MWF-RTF filter for the left and the right hearing
aid are equal to

Wuwr-rrF0 = Wywr,o — sR, 'B, (133)
Wuwr-rrr1 = Wuwr1 — asR, "B, (134)
with
P,(A A1) o,
= Peldotadi)oa,, (135)

(1 +[af?) oap

B. Output PSD of the Speech Component, Output RTF of the
Speech Source and Speech Distortion of the MWF-RTF

Using (38), (49), (122), (133) and (134) the response of the
MWF-RTF to the ATF of the speech source is equal to

p

Wiiwe_rrroA = it o (A4g —TA,), (136)

p )
Witwr RTF1A = it o (A1 —aTAy),  (137)
with
(Ag + ady)
A, = LoTrady) 138
A1 aP) (139

Substituting (136) and (137) in (18), the output RTF of the
speech source is equal to

Ay
RTFout — ﬂ 1- I‘A_O

_ 139
A11—o¢*Fﬁ—: (139)

Substituting (136) in (23), the output PSD of the speech com-
ponent in the left hearing aid can be calculated as

out P5p2 2 2 2 %
pspou = =P [\A0| +T2|A,| —21“9%{‘41,140}} .

(140)

Similarly, by substituting in (137) in (24), the output PSD of the
speech component in the right hearing aid can be calculated as

P, 2
PSSO = P14, +T%(af?|4, 2
(b+p)
— TR {a" A, ALY, (141)

and hence, using (25) the output PSD of the speech component
can be written as

P,p?

PSDY" = L [|4o)* + |AL?
(n+p)°
+ T2(1 + laf?) A, > — 209 { (4 + aAl)*AU}] .
(142)
The expression in (142) can then further be simplified to
2
PSDY = PP (|4 + A1) [1+T?K — 2TK],
(b +p)
(143)
with
Ao+ adq?
K = Ao + ady| (144)

(14 [al?)([Aol? + [A1]?)
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Substituting (143) in (32), the speech distortion of the
MWF-RTF can then be calculated as

(1 +p)’ 1
2 (142K —oIK)

SDywR—RTF = (145)

C. Output PSD of the Interference Component and Output
SIR of the MWF-RTF

Using (49), (125), (132) and (133), the response of the
MWFEF-RTF to the ATF of the interfering source in the left
hearing aid is equal to

Psaab (Aoa*A1> (146)

H —
WMWF—RTF,OB - Ty 1+ ‘a|2

Due to the RTF constraint in the MWF-RTF cost function in
(67), the response to the ATF of the interfering source in the
right hearing aid can be calculated as

Wiltwr_rrr 0B
WI\H/IWFfRTFA,IB I — : (147)
:7P50'ab <4400[*A1> (148)
ptp \ 1+lal? /7

Substituting (146) and (148) in (28), the output PSD of the in-
terference component can be calculated as

PP o2 | Aga* — Ay|?

PSDoY — —, (149)
’ (p+p? 1+laf
which, using (144), can be written as
f)iP2 Tqa 2 P
PSDO™ = Piby || bz| (Ao)® + A1) (1 — K).  (150)
(1 +p)

Substituting (143) and (150) in (33) and using (38), the output
SIR of the MWF-RTF is equal to

P.o? (1+I?K - 2I'K)
Pl ab|? 1-K

SIRyr _mrr = (151)

D. Output PSD of the Overall Noise Component and Output
SINR of the MWF-RTF

Using (36) and (57), the MWEF-RTF filter in (133) can be
written as

Wuwr-rrr.0 = R, " (rp0 — £B). (152)

Substituting (152) in (29), the output PSD of the overall noise
component in the left hearing aid can be computed as
PSDYY = (vl — x*BY)E (r,0 — kB), (153)

with
E=R,'R,R;’ (154)

Using (37), the expression in (154) can be written as

1 Py(p+2
E- = |R,'-R,"AA"R," <(”—+§L)N . (155)
H (1 +p)
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Using (155) in (153) and exploiting (12), (39), (40) and (41), the
output PSD of the overall noise component in the left hearing
aid can be written as

pspput — TelAolPoa (1 caPs(p +20)
” w (1 +p)
P.A o P, 9
— o Of"b _e (P+2u)
H (n+p)
.2 A Pulp+2u
+ % oy — |oas|® (p—f) (156)
H# (1 +p)
Using (38), it can be shown that
1 oPs 2 1
- L e (P+2M) — . (157)
H (1 +p) (1 +p)

Hence, using (38), (42), (135) and (157), the output PSD in
(156) can be written as
P,plAg|? B 29%{A0(A0+aA1)*}
(u+p)? 1+ |al?)(u+p)?
JlAdo+adsP [ 1 pP+2up
(1+o)?)? \#Z w2 (n+p)?
(158)

PSDJ% =

g

+ Pypl’

Similarly, the output PSD of the noise component in the right
hearing aid can be written as

P,p| A1 |2 2R { Aja(A A
PSDg?f:LIL—PSpF { 1a(20+a 12)}
/ (u+p) (1 + a2} (p+p)
+P,or2|oz\2.|f40Jrou‘hl2 L p* 42
1+1a2)® \W2  p2(u+p)
(159)

The sum of the output PSDs is then equal to

P, A
PSDy = ﬁ (l40)? +|41]*) 1 +vI?K — 2TK ],
ptp

(160)

with
2 2
2
l/:(wgp) P +2NP‘ (161)
JIED I

Substituting (143) and (160) in (34), the output SINR of the
MWFEF-RTF is equal to

_ 14TI?K-2TK
T P15 uI?K — oK

SINRYjwr rrr (162)
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