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ABSTRACT

In many single- and multi-channel speech dereverberation

methods an estimate of the late reverberant spectral vari-

ance (LRSV) is required. Contrary to LRSV estimators based

on room acoustical properties, such as reverberation time, or

based on isotropic models of the reverberant sound field, in

this paper we propose to use acoustic channel equalization

with estimated room impulse responses (RIRs) for LRSV

estimation. Unlike the typical application of acoustic channel

equalization, where the objective is to estimate the anechoic

or the early reverberant speech component, here the late

reverberant part of the estimated RIR is set as the target re-

sponse. The combination of the proposed LRSV estimator

with a beamformer and a spectral gain aims at a tradeoff

between the performance of acoustic channel equalization

and the robustness of methods based on models of the rever-

berant sound field. The performance, evaluated for different

levels of RIR estimation error, is compared to the results ob-

tained using a maximum likelihood estimator (MLE) of the

LRSV, based on an isotropic model of the reverberant sound

field, and to a state-of-the-art acoustic channel equalization

method. Experimental results for different acoustic scenarios

show that for medium levels of RIR estimation errors the

proposed method outperforms acoustic channel equalization

as well as the maximum-likelihood LRSV estimator in terms

of instrumental speech quality measures.

Index Terms— Dereverberation, spectral suppression,

blocking matrix, channel equalization

1. INTRODUCTION

In many speech communication applications distant micro-

phones are used to record the signal of a target speaker. In

an enclosed space the microphone signals are, thus, corrupted
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by reverberation, which can be characterized by the RIRs be-

tween the speaker and the microphones. These RIRs depend

on the characteristics of the room as well as on the positions

of the speaker and the microphones [1]. As the late part of

the RIR is known to be the major source of degradation in

terms of speech quality and intelligibility [2,3], several meth-

ods aim to suppress the late reverberation while preserving

the direct path and the early reflections [4–8]. A common ap-

proach consists in applying a beamformer to the microphone

signals, aiming to preserve the direct speech while suppress-

ing the reflections whose directions of arrival (DOA) differ

from the direction of the target speaker. However, the out-

put of the beamformer generally still contains a large amount

of reverberation. In order to suppress the residual reverber-

ation, a spectral gain is typically applied to the beamformer

output [9]. The computation of this spectral gain requires an

estimate of the LRSV, whose estimation is the focus of this

paper.

Several methods have been proposed for LRSV estima-

tion. A popular class of methods is based on a statistical

model of the RIR and the acoustical properties of the room,

such as the reverberation time (T60) or the direct to reverber-

ant ratio (DRR) [4, 5, 10]. Other methods instead proposed

to estimate the LRSV using the output signal(s) of a block-

ing matrix, suppressing the signal to be preserved, and from

which the LRSV at a reference position can be estimated.

This blocking matrix can be designed as a delay-and-subtract

beamformer cancelling the direct speech component [11, 12]

or as a blind source separation (BSS) scheme cancelling both

the direct speech and the early reflections [13, 14]. Alterna-

tively, the LRSV at a reference position can be obtained using

a MLE and a model of the reverberant sound field [15]. The

LRSV to be used in the computation of the spectral gain is

then obtained by correcting the LRSV at the reference posi-

tion. This correction can be done using an adaptive filter [12],

back-projection [13, 14] or the relative transfer functions be-

tween the target speaker and the microphones [15].

In principle, channel equalization can achieve perfect re-

construction of the target signal if the RIRs are perfectly es-
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timated [7]. However, robustness against RIRs estimation er-

ror is still a major issue [7, 8, 16]. In this paper, a reverberant

variance estimator based on channel equalization (REVECE)

is proposed. It consists in applying partial channel equal-

ization as a blocking matrix to obtain the late reverberant

speech component present in the output of the beamformer,

as depicted in Fig. 1. Combining spectral enhancement and

channel equalization, the proposed method aims at achieving

a trade-off between the performance of channel equalization

and the robustness of the estimators based on models of the

reverberant sound field.

The remainder of this paper is structured as follows. First,

the notations and the use of the LRSV estimate for spec-

tral enhancement is decribed in Section 2. Channel equal-

ization is described in Section 3 and the proposed LRSV es-

timation method based on channel equalization is decribed in

Section 4. Experimental results are presented in Section 5,

in which the proposed method is compared to both channel

equalization and a MLE, in terms of instrumental speech qual-

ity measures.

2. PROBLEM STATEMENT

Consider an acoustic system with a single speech source and

M microphones. In the absence of noise, the signal y
m
[n]

received by the m-th microphone can be expressed as

y
m
[n] = s [n]∗ h

m
[n] = s [n]∗ he

m
[n]+ s [n]∗ hr

m
[n], (1)

with n denoting the sample index, s [n] denoting the clean

speech signal, h
m
[n] denoting the RIR of length Lh between

the speech source and the m-th microphone and

he

m
[n] =

{

hm [n] if n ≤ Le,

0 otherwise,
(2)

hr

m [n] =

{

hm [n] if n > Le,

0 otherwise,
(3)

where Le is set so that he
m [n] contains the direct path and a

few early reflections while hr
m
[n]contains the late reflections,

i.e, the reverberant tail.

In order to preserve the clean speech signal while sup-

pressing the reflections whose DOAs differ from the DOA θ

of the target speaker, a beamformer can be applied to the mi-

crophone signals. The beamformer output x [n] is equal to

x [n] =

M
∑

m=1

ym [n]∗ wm [n] = xe [n]+ xr [n], (4)

with wm [n] denoting the beamformer filter, of length Lw,

for the m-th microphone signal and with x
e
[n] and x

r
[n] de-

noting the spatially filtered early and late reverberant speech

components of the beamformer output, respectively.

Beamformer
Spectral

Suppression

Partial

Channel
Equalization

LRSV
Estimation

s [n]

x [n] = xe [n]+ xr [n]

u [n]
σ̂2
r [k, ℓ]

y1 [n]

y2 [n]

yM [n]

wm [n]
h
1 [n]h

2 [n]h
M [n]

θ

x̂e [n]

Fig. 1. Overview of the proposed method using channel equal-

ization as a blocking matrix.

In the following, the short-time Fourier transforms (STFTs)

of x [n], y
m
[n], x

e
[n] and x

r
[n] are denoted by x [k, ℓ],

ym [k, ℓ], xe [k, ℓ] and xr [k, ℓ] respectively, with k and ℓ de-

noting the frequency bin and frame indices, respectively.

Therefore, in the STFT domain, (4) becomes

x [k, ℓ] = xe [k, ℓ]+ xr [k, ℓ]. (5)

In the remainder of this paper, σ2
e [k, ℓ] = E

{

|xe [k, ℓ]|
2
}

and

σ2
r [k, ℓ] = E

{

|xr [k, ℓ]|
2
}

denote the early and late reverber-

ant spectral variances, respectively, with E {·} denoting the

expectation operator.

Assuming that the early and late components are uncorre-

lated, i.e. that the spectral variance σ2

x
[k, ℓ]of the beamformer

output can be expressed as

σ2

x [k, ℓ] = σ2

e [k, ℓ]+ σ2

r [k, ℓ], (6)

an estimate x̂e [k, ℓ] of the direct and early speech component

in the beamformer output, x
e
[k, ℓ], can be obtained using a

spectral gain g [k, ℓ] as

x̂e [k, ℓ] = g [k, ℓ]x [k, ℓ]. (7)

The spectral gain g [k, ℓ]can be computed using e.g. a Wiener

filter [17]

g [k, ℓ] =
σ̂2
e [k, ℓ]

σ̂2
e [k, ℓ]+ σ̂2

r [k, ℓ]
, (8)

with σ̂2

e [k, ℓ] and σ̂2

r [k, ℓ] denoting estimates of σ2

e [k, ℓ] and

σ2

r
[k, ℓ], respectively. This paper focuses on estimating the

LRSV, i.e. σ̂2
r [k, ℓ].

3. CHANNEL EQUALIZATION

Channel equalization consists in applying a set of filters cm [n]
of length Lc to the microphone signals to obtain the equalized

signal u [n] such that

u [n] =

M
∑

m=1

y
m
[n]∗ c

m
[n] = s [n]∗ h

t
[n], (9)

where h
t
[n] is the target RIR of length Lt. As most of the

applications of channel equalization aim at estimating either

the anechoic or the early reverberant speech, the target RIR
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is usually set to a Dirac delta function or to the early part of

the RIR between the source and a reference microphone [7,

16]. The computation of the set of equalization filters c
m
[n]

requires knowledge of the RIRs hm [n] which in practice are

not available. Therefore, an estimate ĥm [n] of length L
ĥ

has

to be used instead and c
m
[n] is the set of filters aiming to

h
t
[n] =

M
∑

m=1

ĥ
m
[n]∗ c

m
[n]. (10)

In vector notation, (10) can be expressed as

ht = Ĥc, (11)

with

ht = [ ht [0], ht [1], · · · , ht [Lt − 1] ]
T
, (12)

and c denoting theMLc-dimensional stacked filter vector, i.e.

c =
[

c
T

1 c
T

2 · · · cTM
]T

, (13)

and Ĥ denoting the Lt × MLc-dimensional multichannel

convolution matrix using the estimated RIRs. Assuming that

Ĥ is full row-rank, the solution to (11) can be computed as

c = Ĥ
T

(ĤĤ
T

)−1
ht, (14)

which is refered to as the multiple-input/output inverse theo-

rem (MINT) solution [16] if ht is set as Dirac delta function

and as the partial MINT (PMINT) solution [7] if ht is set as

the early part of the RIR between the source and a reference

microphone. However, since the solution in (14) is known to

be highly sensitive to RIRs estimation errors, it has been pro-

posed to reduce the norm of the regularization filters [7, 16],

using

c = (Ĥ
T

Ĥ + δI)−1
Ĥ

T

ht, (15)

with I denoting the identity matrix and δ denoting a regu-

larization parameter. In [7], a procedure has been presented

for automatically determining the parameter δ, leading to

the so-called automatically regularized PMINT (ARPMINT)

method.

4. LRSV ESTIMATION USING ACOUSTIC

CHANNEL EQUALIZATION

The proposed method aims at estimating the LRSV σ2

r
[k, ℓ]

using REVECE, in order to compute a spectral posfilter ap-

plied to the output of a beamformer. This estimation con-

sists in constructing an intermediate signal u [n] from which

σ̂2

r [k, ℓ] is computed. The signal u [n] is the interference signal

to be suppressed, i.e. the late reverberation, and can be inter-

preted as the output of a blocking matrix, as in the context of

a generalized sidelobe canceller (GSC).

In this paper, partial channel equalization, requiring an

estimate of the RIRs, is used to compute u [n]aiming to obtain

u [n]≈ xr [n] = s [n]∗

M
∑

m=1

hr

m [n]∗ wm [n]. (16)

It can be seen from (16) that the computation of u [n] is simi-

lar to the channel equalization described in (9). However, un-

like in the direct application of channel equalization, which

aims at estimating either the anechoic or the early reverberant

speech as described in Section 3, the target RIR h
t
[n] is here

set as

h
t
[n] =

M
∑

m=1

ĥr

m
[n]∗ w

m
[n]. (17)

Therefore, using estimates of the RIRs, the signal u [n]can be

obtained as

u [n] =

M
∑

m=1

y
m
[n]∗ c

m
[n]≈ x

r
[n], (18)

where c
m
[n] is the equalization filter which can be computed

as described in Section 3. The ARPMINT method (15) is used

for this purpose in the remainder of this paper. It can be noted

from the convolution of ĥr
m
[n]with the beamformer filter co-

efficients wm [n] in (16) that u [n] estimates the late rever-

berant speech component in the beamformer output. There-

fore, the LRSV estimate σ̂2

r
[k, ℓ] can then be estimated from

|u [k, ℓ]|2, e.g. using recursive smoothing

σ̂2

r [k, ℓ] = βσ̂2

r [k, ℓ− 1]+ (1− β)|u [k, ℓ]|2, (19)

where β denotes a smoothing parameter.

5. SIMULATIONS

5.1. Implementation

The simulations have been carried out using speech sam-

ples from the TIMIT database [18] convolved with measured

RIRs. The RIRs have been measured in two different rooms,

an office room with T60≈ 500 ms and a meeting room with

T60 ≈ 750 ms, using a circular array with 10 cm of diam-

eter [19], with M =4 equidistant microphones located 2 m

away from the source. All signals were sampled at 16 kHz

and the RIRs had a length Lh = 16000. The STFTs have

been computed using a 32 ms Hann window with 50 % over-

lap. The smoothing parameter β from (19) has been set to

β = 0.67, corresponding to 40 ms.

The simulations aim at evaluating the performance of

REVECE in terms of speech quality. This performance

has been assessed using two instrumental speech quality

measures, namely the perceptual evaluation of speech qual-

ity (PESQ) [20] and the frequency-weighted segmental signal
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Fig. 2. Speech enhancement achieved in terms of PESQ (top row) and FWSSNR (bottom) using RIRs recorded in an office

room (left column) and a meeting room (right).

to noise ratio (FWSSNR) [21] using the implementations pro-

vided by the REVERB challenge [19]. As reference signal,

the early reverberant speech, i.e. s [n]∗ he
1
[n], has been used

with Le corresponding to the first 50 ms of the RIR. The

proposed method, REVECE, is compared with the MLE of

the LRSV presented in [15], the output of the beamformer (4)

and the output obtained by direct application of channel

equalization to the microphone signals, ARPMINT [7].

The LRSV estimate σ̂2
r [k, ℓ] using REVECE and MLE is

used to compute the spectral gain in (8), which is applied to

the beamformer output. For the beamformer, we have used

a fixed minimum variance distortionless response (MVDR)

beamformer in which the steering vector has been computed

using far-field assumption and the true DOA and the co-

herence matrix has been computed assuming a spherically

isotropic noisefield. For both REVECE and MLE, the early

reverberant spectral variance, σ̂2
e [k, ℓ], used in (8), has been

estimated using the decision directed approach [22], i.e.

σ̂2

e
[k, ℓ] =α|g [k, ℓ− 1]x [k, ℓ− 1]|2

+(1 − α)max
{

0, |x [k, ℓ]|2 − σ̂2

r
[k, ℓ]

}

,
(20)

with the forgetting factor α = 0.98, corresponding to 800 ms.

In the case of both REVECE and ARPMINT, the length

of the equalization filter has been set to

Lc =

⌈

L
ĥ
− 1

M − 1

⌉

, (21)

with L
ĥ
= 4400. The choice of L

ĥ
< Lh is motivated by the

fact that in practice an estimated RIR of finite length, typically

shorter than Lh, is identified using blind system identification

algorithms.

Different models of RIR estimation errors have been pro-

posed [7, 23, 24]. Here, the estimated RIR is modeled as the

sum of the first L
ĥ

samples of the true RIR and of an error

signal ρm [n] such that for each channel m

ĥm [n] = hm [n](1 + ρm [n]), for 0 ≤ n ≤ L
ĥ
− 1 (22)

where ρ
m
[n] is a zero-mean Gaussian noise with its variance

normalized in order to obtain a certain normalized channel

mismatch (NCM) ǫm in dB, defined as

ǫm = 10 log10

∑L
ĥ
−1

n=0
ρ2m [n]+

∑Lh−1

n=L
ĥ

h2
m [n]

∑Lh−1

n=0
h2
m
[n]

. (23)

5.2. Results

The obtained results are presented in Fig. 2. First, comparing

the performance of ARPMINT and of the proposed method,

it can be observed that the performance of both ARPMINT

and REVECE decreases for high values of NCM. ARPMINT

achieves higher PESQ scores for low values of NCM but

lower PESQ scores than REVECE for NCM higher than -23

and -13 dB, in the office room and in the meeting room,

respectively (cf. top panels). It appears as well that for

high values of NCM, ǫ > -10 dB, the distortions introduced

by ARPMINT reduce the speech quality when compared to

the output of the MVDR beamformer. Similar effects are

observed in terms of FWSSNR (cf. lower panels). The per-

formance of both REVECE and ARPMINT is lower in the

case of the meeting room (cf. right panels), for which the

energy of the unestimated part of the RIR, n > L
ĥ

, is larger

as illustrated by the higher T60.
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On the other hand, spectral suppression improves PESQ

scores compared to the MVDR beamformer when using either

MLE or REVECE, for all tested values of NCM. REVECE

achieves higher PESQ scores than MLE though the improve-

ment becomes smaller for large identification errors. In terms

of FWSSNR, REVECE achieves lower scores than MLE for

high values of error, ǫ > −10 dB, suggesting that the estimate

of the LRSV becomes less accurate than the one obtained us-

ing MLE.

Considering the comparison of REVECE with both MLE

and ARPMINT, it appears that the use of channel equalization

as blocking matrix for LRSV estimation provides a tradeoff

between the performance of channel equalization at low NCM

and the robustness of spectral suppression using MLE at high

NCM.

6. CONCLUSION

This paper proposes a LRSV estimation method based on

acoustic channel equalization (REVECE) to be used in the

suppression of the late reverberation present in the output of

a beamformer. This method has been compared in terms of

instrumental speech quality measure with a MLE and with a

state-of-the art channel equalization method. For low RIRs

estimation error, channel equalization achieves the best per-

formance while both equalization and REVECE are outper-

formed by MLE for high error values. For medium levels

of identification error, the proposed method outperforms both

channel equalization and MLE. Unfortunately, RIR estimates

obtained using state-of-the art blind system identification al-

gorithms are not accurate enough yet for the proposed method

to be beneficial in realistic conditions.
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