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A Semidefinite Programming Approach to Min-max
Estimation of the Common Part of Acoustic
Feedback Paths in Hearing Aids
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Abstract—The convergence speed and the computational com-
plexity of adaptive feedback cancellation algorithms both depend
on the number of adaptive parameters used to model the acoustic
feedback paths. To reduce the number of adaptive parameters it
has been proposed to decompose the acoustic feedback paths as
the convolution of a time-invariant common part and time-varying
variable parts. Instead of estimating all parameters of the common
and variable parts by minimizing the misalignment using a least-
squares cost function, in this paper we propose to formulate the pa-
rameter estimation problem as a min-max optimization problem
aiming to maximize the maximum stable gain (MSG). We formu-
late the min-max optimization problem as a semidefinite program
and use a constraint based on Lyapunov theory to guarantee sta-
bility of the estimated common pole-zero filter. Experimental re-
sults using measured acoustic feedback paths show that the pro-
posed min-max optimization outperforms least-squares optimiza-
tion in terms of the MSG. Furthermore, the results indicate that the
proposed common part decomposition is able to increase the MSG
and reduce the number of variable part parameters even for un-
known feedback paths that were not included in the optimization.
Simulation results using an adaptive feedback cancellation algo-
rithm based on the prediction-error-method show that the conver-
gence speed can be increased by using the proposed feedback path
decomposition.

Index Terms—Acoustic feedback cancellation, common
part modeling, hearing aids, maximum stable gain, min-max
optimization.

I. INTRODUCTION

HE number of hearing impaired persons supplied with
open-fitting hearing aids has been steadily increasing over
the last years. Although largely alleviating problems related to
the occlusion effect, open-fitting hearing aids are especially sus-
ceptible to acoustic feedback, often perceived as whistling or
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howling. This problem demands for robust and fast-adapting
acoustic feedback cancellation algorithms.

Different strategies can be used to reduce acoustic feed-
back (see, e.g., [1]-[4]), where adaptive feedback cancellation
(AFC) is one of the most promising approaches. In AFC an
adaptive filter is used to estimate the impulse response (IR) of
the acoustic feedback path between the hearing aid receiver and
the hearing aid microphone, theoretically allowing for perfect
cancellation of the feedback signal [1]. In general, the conver-
gence speed and the computational complexity of an adaptive
filter is determined by the number of adaptive parameters [5].
In order to reduce the number of adaptive parameters and hence
improve the convergence speed and reduce the computational
complexity, it has been proposed in [6]-[10] to decompose
the acoustic feedback path as the convolution of two filters:
a time-invariant common part and a time-varying variable
part. While the time-invariant common part accounts for parts
that are common in a set of acoustic feedback paths, e.g.,
transducer characteristics and individual ear characteristics, the
time-varying variable part enables to track fast changes, e.g.,
caused by a moving telephone or hand. Such a set of acoustic
feedback paths may arise, e.g., in a multi-microphone hearing
aid or when multiple measurements for different positions of
the hearing aid microphones are available.

For modeling the common part different filter models have
been proposed, i.e., an all-zero filter [7], an all-pole filter [11]
and the general pole-zero filter [8]-[10]. The variable part is
typically modeled as an all-zero filter to enable easy and stable
adaptation using adaptive filtering techniques. This feedback
path decomposition can be integrated with standard adaptive fil-
tering algorithms for acoustic feedback cancellation [12], [13],
however, giving rise to the well-known bias problem [14], [15],
or with advanced adaptive filtering algorithms reducing the bias
[1], [3], [14], e.g., based on the prediction-error-method. Note
that the feedback path decomposition by itself does not reduce
the bias.

Assuming that the IRs of at least two acoustic feedback paths
are available (e.g., from measurements), the parameters of the
common part and the corresponding variable parts are usually
estimated by minimizing a least-squares (LS) cost function
[71-[9], [11]. This corresponds to minimizing the misalignment
between the true and estimated feedback paths, which is often
used to quantify the performance of adaptive filters. However,
even when achieving a reasonable performance in terms of
misalignment, the maximum stable gain (MSG) [16], i.e., the
maximum applicable gain that leads to a stable closed-loop
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system of the hearing aid, may be limited. Therefore, in this
paper we propose a novel optimization approach to estimate
the parameters of the common part and corresponding variable
parts by directly maximizing the MSG.

This paper is organized as follows. After introducing the
common part estimation problem in Section II, reviewing
commonly used instrumental measures to assess the perfor-
mance of AFC algorithms in Section III and discussing the
existing LS optimization approach from [9] in Section IV, in
Section V we show how the problem of maximizing the MSG
can be formulated as a (non-linear) min-max optimization
problem, which can be optimized using an alternating opti-
mization procedure. In contrast to our previous approach [10],
in each step the optimization problem is formulated as a linear
matrix inequality (LMI), making it applicable to semidefinite
programming (SDP) and allowing to incorporate a constraint
based on Lyapunov theory [5], [17] to guarantee stability of
the estimated common pole-zero filter. In Section VI experi-
mental results using measured acoustic feedback paths from a
two-microphone behind-the-ear hearing aid demonstrate that
the proposed min-max optimization approach yields a larger
MSG compared to the existing LS optimization approach of
[9]. Furthermore, it is shown that even for unknown feedback
paths that were not included in the optimization the proposed
common part decomposition is able to increase the MSG and to
reduce the number of variable part parameters. Evaluations of
the perceptual speech quality using a static feedback canceller
indicate that the LS optimization approach and the proposed
min-max optimization approach yield a similar speech quality
for the same (broadband) hearing aid gain, while the min-max
optimization approach allows for a larger MSG. In addition,
simulations using a state-of-the-art AFC algorithm based on
the prediction-error-method show that the convergence speed
can be considerably increased when employing the proposed
feedback path decomposition.

II. PROBLEM FORMULATION

Consider the single-input-multiple-output (SIMO) system
with M outputs depicted in Fig. 1(a). The m-th output signal
Y,.(2) is related to the input signal X (z) by the m-th acoustic
transfer function (ATF) H,,(z2) as Y, (2) = Hn(2)X(2),
m = 1,..., M. Assume that the true (e.g., measured) ATFs
H,,(z) can be represented by causal all-zero filters of finite
order Nf each, i.e.,

)

NI
= Z hom[jlz
=0

with h,,[j] the coefficients of the polynomial representing
H,,(z). To reduce the number of coefficients required to
model all A ATFs, the approximation depicted in Fig. 1(b) is
introduced, i.e.,

H,(z) y(2) ) HY ()
: A : = H(2) :
Hy(z) Hy(2) Hy(2) @

Nh
(a) (b)

Fig. 1. System models: (a) general SIMO system and (b) approximation of the
SIMO system using a common part.

where H¢(z) is the common part and HY, (z),m = 1,..., M,
are the variable parts. The aim is to decompose the true ATFs
into a common part for which a pole-zero filter model with N
poles and IN; zeros is assumed and M variable parts for which
an all-zero filters model with N} zeros is assumed. The transfer
functions of the common and variable parts are defined as

_ Z%ﬂTj
A T e el

N©

H;,(2) = Bj(2) = 3 ulile™

where a®[j], b°[j] and b2, [j] are the coefficients of the polyno-
mials representing the common poles, common zeros and vari-
able zeros. Note that a°[0] = 1, i.e., A°(z) is assumed to be
a monic polynomial. The estimated ATF H, (%) can hence be
written as

(€))

“

() = e Y B ) ©
The coefficients in vector notation are defined as
hy, = [h[0] hin[1] hom, U\‘Tg] ]T (©)
a® = [a®[l] a°[2] a°[Ng))” ™
be = [b70]  b°[1] beINg] | ®
by, = (000 B[] ... BR[N] ©
where [-]7" denotes transpose operation. We also define the con-

catenation of the coefficient vectors b2, as
b = [(b})" (bg)" (10)

Furthermore the frequency domain representation of the
so-called output-error in the m-th microphone, i.e., the differ-
ence between the frequency response ,,, (/) of the true ATF
H,,(#) and the frequency response H,,(e7%) of the estimated
ATF H,,(z) is defined as

(by)” )"

Bc(em) i

AC(eJQ) m(€”);

S ——
H,. (ed )

Ep (%) = Hy (%) — (11)

where 2 denotes normalized frequency.

III. TECHNICAL MEASURES OF FEEDBACK CANCELLATION
PERFORMANCE

Fig. 2(a) depicts the generic framework for acoustic feedback
cancellation. The incoming signal is denoted as Sy, (z). The mi-
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Fig. 2. Acoustic feedback cancellation frameworks using (a) a static feedback
canceller and (b) an adaptive feedback canceller using the proposed feedback
path decomposition.

crophone signal Y, (z) is processed by the hearing aid gain
function G(z) and played back by the loudspeaker. The loud-
speaker and microphone are coupled by the acoustic feedback
path H,,(z) and the hearing aid gain function G(z), yielding a
closed-loop system. A filter H, (z) is used to model the acoustic
feedback path and subtract an estimate of the feedback signal
X (z)H,, (%) from the microphone signal Y, (z), generating the
error signal F,,(z).

To assess the performance of acoustic feedback cancellation
algorithms two instrumental measures are typically used [4],
[71, [18], [19]: the normalized misalignment and the MSG.

The normalized misalignment ¢,,, of the m-th filter estimate
I;Tm(z) measures the accuracy of the estimated filter by com-
puting the normalized Euclidean distance between the estimated
IR and the IR of the true feedback path as

B — P 3
€m TS (12)
where h,,, is a vector containing the IR of H,,(z). The normal-
ized misalignment can be related to the output-error in (11) as

T Em(e7%)2d0
T [ Han(e5%) 20

m (13)
Furthermore, the overall misalignment € for a set of M IRs is
defined as

| M
€= 7 mz:l Em- (14)
The MSG M is defined as the gain that can be applied in a
hearing aid until instability of the closed-loop system and hence
howling or whistling occurs. Assuming a broadband hearing aid
gain, the MSG M,,, of the m-th microphone is defined as [16]

M, =101log;, L

maxg<<n \E’m(ejg)\z

(15)

Note, that the closed-loop system is only unstable if also the
phase at the frequency of the maximum amplitude of the output-
error is a multiple of 27 [20], such that (15) actually provides
the worst-case assumption.

Assuming that the worst MSG for a considered set of A IRs
dominates the overall MSG in a multi-microphone hearing aid
the overall MSG is defined as

M = min M,,. (16)

IV. LEAST-SQUARES COMMON POLE-ZERO FILTER ESTIMATION

Existing approaches to estimate the coefficient vectors a®, b®
and b” of the common and variable parts aim to minimize the
overall misalignment in (14), i.e., they minimize the LS cost
function [8], [9]

M R )
5 | Bn(e9)]2a0

m=1

Jrs(a®, be,b?) =

(17)

with a,, a weighting parameter! which was chosen as a,, =
ﬁ. For conciseness the variable §2 will be omitted in the
m |2 ~
following if possible. Since the output-error F,, in (11) is non-
linear in A¢, B® and Bj,, minimizing (17) is not straightfor-
ward. Note that the output-error can, however, be rewritten as
1 1
with I, the so-called equation-error, which is non-linear in
only B¢ and B,,. This formulation suggests to use the itera-
tive Steiglitz-McBride method [21] to minimize (17), where at
each iteration ¢ the aim is to minimize the weighted LS cost
function [9]

E,, = (A°H,, — B°B”),

M .
U

Jwrs(a, bf,b}) = Z/O W|Em,i|2dﬂ> (19)
i—1

m=1

where F,, ; is the equation-error at iteration ¢, i.e.,

Epmi = ASH,, — BB

m,i?

(20)

which is weighted with the inverse frequency response of Af_;
from the previous iteration and a$, b and by denote the coef-
ficient vectors at iteration ¢. Ideally, at convergence A7 ~= Af_;
such that (4¢ )" 'E,,; ~ E,,, approximating the desired
output-error minimization in (17). Note that while the cost func-
tion in (17) is non-linear in A“, B¢ and B,,, the cost function
in (19) is non-linear in only B{ and B, ;. Minimizing (19) can
hence be carried out by an alternating ledst-squares optimization
of the common part coefficient vectors a and b§ and the vari-
able part coefficient vector b} [9]. However, while achieving
good performance in terms of misalignment, the MSG that can
be achieved using LS optimization may still be limited (cf. sim-
ulation results in Section VI).

V. MIN-MAX COMMON POLE-ZERO FILTER ESTIMATION

Instead of minimizing the overall misalignment in (14), in this
section we propose an optimization approach to estimate the co-
efficient vectors a¢, b¢ and b* such that the MSG is maximized.
Maximizing the MSG of the m-th microphone in (15) corre-
sponds to minimizing the maximum absolute error between the
estimated frequency response H,, and the true frequency re-
sponse H,,. Thus, in order to optimize the overall MSG in (16)
we propose to minimize the maximum absolute error for all M
IRs, i.e.,

C e V) — . QY2
Jyrna(a®, b, bY) = Jnax | B (&)

1<m<M

e2))

INote that in the approach presented in [9] ¢t,, = 1 is used.
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leading to a min-max optimization problem. Similar to the LS
cost function in (17) the cost function in (21) is non-linear in
A¢, B¢ and B},. To approximate the min-max optimization
we propose to use an iterative procedure based on the Stei-
glitz-McBride method [21]. This procedure has been success-
fully applied to the min-max design of 1D and 2D filters [17],
[22] and yields a novel optimization approach for the problem
at hand, i.e., the estimation of the coefficients of the common
pole-zero filter a° and b® and the coefficients of the variable
all-zero filters b". Similar to (19), by using the weighted equa-
tion-error, at each iteration i the cost function to be minimized
is given by

[ C v
(as. bs b?) = max
Jwar(ad, bs, bY) max |Ac
1<m<M

") IEm z|

(22)

which is non-linear in only Bf and B}, ;. To minimize the
non-linear cost function in (22), at each iteration ¢ we split
the min-max optimization problem into two separate convex
subproblems, i.e., we alternatingly optimize for the variable
part coefﬁcient vector b} (using the common part coefficient
vectors af_; and b§_; from the previous iteration fixed) and
optimize for the common part coefficient vectors aj and bf
(using the variable part coefficient vector b} from the previous
step). This alternating optimization procedure is similar to the
alternating optimization procedure aiming to minimize the LS
equation-error in [8] or the LS output-error in [9]. However, in
[8], [9] an alternating least-squares optimization procedure was
proposed while here we propose to use an alternating min-max
optimization procedure aiming to maximize the MSG.

The proposed alternating optimization procedure at each iter-
ation ¢ consists of the following two steps:

Step 1 (estimation of the variable part coefficient vector
b?): Assuming the common part coefficient vectors to be equal
to the value obtained from the previous iteration, i.e., aj ;,
b$_,, the variable part coefficient vector b} is estimated by
minimizing

Jwar(bf) = max | Byl
1<m<M (23)
with
E:;?. i = A m Bc le it (24)

Using the auxiliary variable ¢, which provides an upper bound
for the employed cost function, the minimization of (23) can be
reformulated as the following SDP for all frequencies €2 and IRs
m (see Appendix A for a detailed derivation)

rtnég t (25a)
t pzr)n,z (Q) rfn,i (Q)
subject to Pri () 1 0 =0 (25b)
i () 0 1

where > 0 denotes positive semi-definiteness and p;,, ;(£2) and
o, ; () are defined as

m,i

By ()
Pm Z(Q) = Re Af,1(6j9) 9 (26)
v 0 =7 E:)n,z(ejg) b
7nm 1( ) =.Jm Af,l(ejﬂ) » ( 7)

with Re{-} and Jm{-} denoting the real and imaginary part of
a complex variable part. The real and imaginary parts p?,’w(ﬂ)

and 1y, ;(§2) can be computed as
Pini () = " (e, (28)
Tin () = sT(Q)e) T, (29)
where
c()=[1 cosQ cos(N! + N;)Q}T ,  (30)
s(Q)=[0 sinQ sin(N! + No ", (31)

denote the real and imaginary part of the Fourier transform and

NP = max{N" N¢+ NP}. The vector e,”. denotes the equa-

tion-error vector ey, ; filtered with the all- pole filter ﬁ((]—l)
1

from the previous iteration, i.e.,

, 1
PP (k] = ———e® [k
gl T il

- m1 Zaz 1l J]

where ¢! denotes the unit delay operator [1], i.e., ¢ Lk, [k] =
hm[k — 1]. The equation-error vector e, ; is the time-domain
representation corresponding to (24), i.e.,

(32)

€m,i — hm + Hmaz 1 - B¢ 1b;, (33)

i— m, i

with h,, the (N" + N, + 1)-dimensional zero-padded vector

of h,,, ie.,
h,=Mhl o0...0 T, (34)
N——
NhyNg—Nh

H,, the (N" + N; +1) x Nj-dimensional convolution matrix
of flm, 1e.,

0 0
b [0] -
: 0
han[NE — 1] P [0]
hn[N2]
0 :
.0 ho [ N ]
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and B¢ | the (N* + Ny +1) x (N? +1)-dimensional convo-

lution matrix of b{_,, i.e.,

biqlo] 0
b L [N2] b_4[0]
B | = | bt ,[N¢) (36)
0 :
: be 4 [N¢)
0 0
0 .. 0

The SDP problem in (25) can then be efficiently solved using
existing optimization tools, e.g., the Matlab software CVX [23],
[24].

Step 2 (estimation of the common part coefficient vectors
a$ and b§ ): Assuming the variable part coefficient vector to be
equal to the value from the previous step, i.e., b}, the common
part coefficient vectors a; and b{ are estimated by minimizing

Jwar(af,bf) = Jnax e \"‘Enﬂ.llQ
1<m21\1 (37)
with

Similarly as in Step 1, the minimization of (37) can be re-
formulated as an SDP. However, in this case a constraint
I'$te® ~ 0 needs to be added to guarantee stability of the
estimated common poles, leading to the following SDP for all
frequencies €2 and IRs m

tg%l’nbi t (39a)
t pfn,i () Tfn,i ()
subjectto | p5, ; () 1 0 >0 (39)
T Q) 0 1
rseb >0 (39¢)

with pfn,i(Q) and rg, ;(€2) defined similar to pfn’i(Q) and
7y, () in (28) and (29), i.e.,

Prn,i () = CT(Q)effia (40)
re,i(Q) = sT(Q)e}?, (41)

with the equation-error em , equal to the pre-filtered equation
error vector ef, , using ﬁ(q,l) The equation-error vector

is the time-domain representation corresponding to (38),

m,i
e’
mi

IC

eC.’A:ﬁm—i—I:Imaf— ;bf

mz 1

(42)

with BY, |

lution matrlx of by, ;

s the (NP 4+ N2 +1) x (N2 + 1)-dimensional convo-
deﬁned similar as B“ 1 1n (36), i.e.,

bUm,i[O] 0
bfn z[ c] i blr)n i [0]
Bl.i= | 05 N?] (43)
0 :
5 b i[N7]
0
L 0 ... 0 J

To guarantee stability of the common pole-zero filter estimated
in (39), a constraint based on Lyapunov theory [5], [17], [22]
can be used. Stability of a causal pole-zero filter is guaranteed
if the poles, i.e., the roots of Af(z), are strictly inside the unit-
circle. This is equivalent to requiring the absolute value of all
eigenvalues of the canonical matrix A¢ of A$(z) to be smaller
than one, with

[oft) aff2) - —ailV]]
1 0
Af = : (44)
1 0

From Lyapunov theory it follows that if and only if A$(z) is
stable then there exists a positive definite matrix P; such that

—(AHTP;AL - 0. (45)

Unfortunately, (45) cannot be used directly as a stability
constraint in (39) since P; and Af would have to be jointly
estimated [17], [22]. Therefore, assuming a stable pole-zero
filter from the previous iteration, i.e., using the canonical matrix
A¢ |, first a positive definite matrix P; is computed that solves
the Lyapunov equation

P, — (A )TPAS =1 st P, >0, (46)

Using P; instead of P; and introducing a small positive constant

T to control the stability margin, (45) can be reformulated as
P; — (A)TP;Af = 71, (47)

which can be rewritten, using the Schur complement [5], as an
LML, i.e.,

(A“)
; P R | =0
(48)

I\gtab — f)z - 71

which is used as the stability constraint in (39). Note that the
convolution of B¢(z) and B,(z) can only be identified up to
a constant scaling factor. Therefore, prior to step 1 of the al-
ternating optimization procedure, the coefficient vector b§_; is
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TABLE I
OVERVIEW OF THE NOVEL OPTIMIZATION APPROACH TO ESTIMATE THE
COMMON POLE-ZERO FILTER MAXIMIZING THE MSG

input Ng, N2, N7, hy, Vm € [1:M]
initialize af, bg, i = 1
repeat

Normalize common part all-zero coefficient vector to resolve scaling
ambiguity

b 1« b, /lIbs_,ll2

Estimate the variable part all-zero coefficient vector using the pre-

. v,p
filtered equation-error e,)”;

b? « solve the SDP in (25)

Sﬁlve Lyapunov equation

P;_1 < solve (46)

Estimate common part all-pole and all-zero coefficient vectors using the
pre-filtered equation-error e,

ag, b¢ < solve the SDP in (39) with I‘ft“b in (48)
until convergence

normalized to unit-norm. An overview of the proposed min-max
optimization approach to estimate the common pole-zero filter
is given in Table I.

VI. EXPERIMENTAL EVALUATION

In this section the proposed min-max optimization approach
aiming to maximize the MSG is evaluated and compared to
the LS optimization approach aiming to minimize the mis-
alignment. After discussing the acoustic measurement setup
and the algorithmic parameters in Section VI-A, we compare
exemplary feedback paths estimated using both optimization
approaches in Section VI-B. In Section VI-C and VI-D we
compare both optimization approaches in terms of the MSG and
the misalignment. In Section VI-E the robustness when consid-
ering unknown acoustic feedback paths is investigated and in
Section VI-F the ability of the proposed optimization approach
to reduce the number of variable part parameters is analyzed. In
Section VI-G we investigate the impact on the perceptual speech
quality using a static feedback canceller. In Section VI-H we
show simulation results when the proposed acoustic feedback
path decomposition is used in a state-of-the-art AFC algorithm
based on the prediction-error-method.

A. Acoustic Setup and Algorithmic Parameters

Acoustic feedback paths were measured using a two-micro-
phone behind-the-ear hearing aid with open-fitting ear molds
(vent size Z 3 mm) on a dummy head with adjustable ear canals
[25]. The IRs were sampled at f; = 16 kHz and truncated to
order N = 99. Fig. 3 depicts the amplitude and phase re-
sponses of the two acoustic feedback paths (m = 1, 2) measured
in a free-field condition which have been used in the evaluation
to optimize the common part and the variable parts.

The performance was evaluated in terms of the overall
misalignment and the overall MSG defined in (14) and (16),
respectively. The performance was evaluated for the fol-
lowing set of parameters: Ny, N € {0,4,8,...,24}, N? ¢
{12, 24, 36, 48}. In the following N¢ denotes the total number
of common part parameters, i.e., N = N; + N;. Hence,
e.g., N¢ = 8 could correspond to either {N; = 8, N7 = 0},

20l0g,, [H_(f)| / dB

ZH_(f)
o

—
—
-
-

-180 b— Mk
1000 2000 3000 4000 5000 6000 7000 8000

f/Hz

Fig. 3. Amplitude and phase responses of the acoustic feedback paths m =
1,2, 3, 4 used in the experimental evaluation.

{N; = 0,NZ =8} or {N; = 4, N7 = 4}. For N¢ = 0 only
the SDP problem in (25) is solved and A°(z) = B¢(z) = 1.
To discretize the normalized frequency €2, K = 2048 frequen-
cies were used and 7= 107% was used in (48) to control the
stability margin. Since it was experimentally found that a good
initialization for the proposed min-max optimization approach
is important, the solution obtained with the LS optimization
approach in [9] was used to initialize the common part coeffi-
cient vectors. Similarly to the convergence criterion in [17], for
both alternating optimization procedures the normalized norm
of the difference between successive common part coefficient
vectors, 1.€.,

Ilaj bf]-[af, bl,]
||[a£1 bzll]”z

I <4, (49)

was used as the convergence criterion, with = 10~*.

B. Exemplary Estimated Feedback Paths

Fig. 4 (top) depicts exemplary amplitude responses estimated
using the LS optimization approach and the proposed min-max
optimization approach for the acoustic feedback paths m = 1, 2
and the parameters Ng =8, N; =4, N} = 12. First, it can be
observed that both optimization approaches are able to approx-
imate the amplitude response of both acoustic feedback paths
quite well. However, examining the estimation error (i.e., the
output-error) depicted in Fig. 4 (bottom) more closely it can be
observed that the LS optimization approach yields a larger es-
timation error (around 3000 and 5500 Hz) than the proposed
min-max optimization approach. Since the maximum output-
error is directly related to the MSG defined in (15), the proposed
min-max optimization approach yields a larger MSG (45.4 dB
for both IRs) than the LS optimization approach (42.2 dB for
m = 1 and 44.7 dB for m = 2), such that the proposed min-max
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Fig. 4. Estimated amplitude responses (top) and estimation error (bottom) of
the acoustic feedback paths m = 1, 2 using the LS and the proposed min-max
optimization approaches for Ny = 12, N2 = 4 and N} = 12.

optimization approach yields an overall MSG improvement of
about 3 dB compared to the LS optimization approach.

C. Overall Maximum Stable Gain

In this section the performance of both optimization ap-
proaches is compared in terms of the overall MSG. First,
the impact of the number of variable part and common part
parameters N and N°¢ on the overall MSG of the proposed
min-max optimization approach is considered. Fig. 5 depicts
the overall MSG as a function of N for different values of N¢.
Note that for each N value only the combination of N and
N7 leading to the largest overall MSG is shown. As expected,
the overall MSG increases with increasing number of variable
part parameters N, and common part parameters N¢. The
MSG increase when including a common part, i.e., N° > 0, is
explained by the fact that more coefficients are used to model
the acoustic feedback paths. Note that the improvement of
including a common part compared to not using a common part
(N¢ = 0) decreases with increasing number of variable part
parameters. This is expected, since most of the energy of the
IRs falls within the first 50 samples such that the IRs can be
well modelled using the variable part alone.

Fig. 6 depicts the overall MSG for the LS optimization ap-
proach as a function of IV for different values of N¢. Again,
an increase in the overall MSG with increasing number of vari-
able part parameters and common part parameters is observed.

In order to compare both optimization approaches, Fig. 7
shows the average overall MSG for the proposed min-max
optimization approach and the LS optimization approach using
N¢ = 8. The average overall MSG improvement has been

75F ! f ' N
65 a
55 -
m
©
S 451 ]
)
= 35} ]
N°=12
25+ N°=20 ]
X N°=24
15 X N0 |
10 20 30 40 50

\
NZ

Fig. 5. MSG of the proposed min-max optimization approach as a function of
the number of variable part parameters N? and number of common part param-
eters N €.
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Fig. 6. MSG of the LS optimization approach as a function of the number of
variable part parameters V. and number of common part parameters [V °.

computed across all three possible combinations of N and N
resulting in N¢ = 8. Additionally, the error bars indicate the
minimum and maximum overall MSG improvement. In gen-
eral, large MSGs are obtained for both optimization approaches,
which can be explained by the fact that the acoustic feedback
paths can be modelled more accurately when including a
common part. Moreover, as expected, the proposed min-max
optimization approach maximizing the MSG outperforms the
LS optimization approach minimizing the misalignment by 3
to 4 dB in this condition. Note that the parameter combination
leading to the lowest overall MSG for all investigated IV, is
{N; = 0,NZ = 8}, i.e., an all-zero common part. This is in
line with the results from [8], where it was shown that for a low
number of N the all-zero common part filter is outperformed
by the all-pole and pole-zero common part filter.

To assess the performance over a wider range of N¢, Fig. 8
depicts the average overall MSG improvement of the proposed
min-max optimization approach compared to the LS optimiza-
tion approach. Again, for each value of N the average overall
MSG improvement has been computed across all possible com-
binations of N and N7 resulting in N“. For all considered
values of N, the proposed min-max optimization approach out-
performs the LS optimization approach, with average improve-
ments in the range of 2 to 5 dB. This indicates that compared
to existing optimization approaches the maximum gain of the
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Fig. 8. Average overall MSG improvements of the proposed min-max opti-
mization approach compared to the LS optimization approach.

hearing could be significantly increased when using the pro-
posed min-max optimization approach.

D. Overall Misalignment

In this section the performance of both optimization ap-
proaches is compared in terms of the overall misalignment.
Fig. 9 depicts the overall misalignment of the proposed
min-max optimization approach compared to the LS optimiza-
tion approach, averaged across all possible combinations of
Ny and N7 for each value of N°. Note that negative values
indicate a better performance for the LS approach. As ex-
pected, the LS optimization approach minimizing the overall
misalignment outperforms the min-max optimization approach,
with improvements in the range of 1 to 4 dB. These overall
misalignment improvements for the LS optimization approach
appear to be in the same order of magnitude as the overall
MSG improvements for the min-max optimization approach
(cf. Section VI-C). However, it should be realized that the MSG
can be directly related to the gain of the hearing, which is not
the case for the misalignment.

E. Robustness for Unknown Acoustic Feedback Paths

Since in practice the acoustic feedback paths will change over
time, in this section we evaluate the performance when using the
estimated common part from the free-field acoustic feedback
paths for unknown acoustic feedback paths that have not been
included in the optimization.

Misalignment Improvement / dB
A

10 20 30 40 50

Fig. 9. Average overall misalignment improvements of the LS optimization
approach compared to the proposed min-max optimization approach over.
Note that negative values indicate better performance of the LS optimization
approach.
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Fig. 10. Amplitude and phase responses of the acoustic feedback paths m =
5,6,7, 8 used in the experimental evaluation.

Six unknown IRs were included in the evaluation, where two
IRs (m = 3,4) depicted in Fig. 3 were measured with a tele-
phone receiver in close distance of less than 1 cm to the hearing
aid, two IRs (m = 5, 6) depicted in Fig. 10 were measured after
repositioning of the hearing aid without any obstruction and
two IRs (m = 7,8) were measured with a telephone receiver
at a distance of approximately 24 cm. While IRs m = 3,4 are
very different from IRs m = 1, 2, the IRs measured in free-field
(m = 5,6) are very similar to IRsm = 1,2. ForIRs m = 7,8
only slight differences are observed compared to IRs m = 5, 6.

First the common part coefficients vectors af 5 and by 5 are
estimated from the free-field IRs h; and h; using the proposed
min-max optimization approach, and then for the unknown IRs
only the SDP problem in (25) is solved for the variable part
coefficient vector using af , and by ,.

Fig. 11 depicts the overall MSG for the different unknown IRs
as a function of N for different N°. In general, it can be ob-
served that the overall MSG increases with increasing number
of common part parameters N¢ and variable part parameters
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Fig. 11. Overall MSG as a function of the number of variable part parameters V! for different unknown acoustic feedback paths and number of common part
parameters N . The common part was estimated from the free-field IRs m = 1, 2.

N7 . A comparison of both sets of measured free-field IRs, i.e.,
m = 1,2 in Fig. 5 and m = 5,6 in Fig. 11 (mid), indicates
that the common pole-zero filter estimated using the proposed
min-max optimization approach is robust to small changes of
the hearing aid position. Note that for conditions with the tele-
phone receiver present (i.e., m = 3,4 and m = 7, 8) the MSG
for N© = 0 is in general about 3 to 5 dB lower compared to the
free-field conditions (i.e. m = 1,2 and m = 5,6). Again, by
including a common part improvements in the MSG can be ob-
tained. These MSG improvements are in general lower than for
IRs m = 1,2 and m = 5, 6. Nevertheless, considering the total
number of parameters used to model the acoustic feedback path,
i.e., N°+ N7, for small N° and small N a similar performance
can be achieved for the same total number of parameters, e.g.,
comparing {N¢ = 12, N* = 12} and {N° = 0,N? = 24}.
In conclusion, incorporating a common part estimated using the
proposed min-max optimization approach leads to an increase
in terms of the overall MSG even for acoustic feedback paths
that were not included in the optimization of the common part.

F. Reduction of Variable Part Parameters

The proposed acoustic feedback path decomposition into a
common part and variable parts is motivated by the goal to
reduce the number of parameters N_ required to model the
variable part. In this section it is investigated how many vari-
able part parameters can be reduced when including a common
part, even in case of unknown feedback paths. Similarly as in
Section VI-E, the common part has been estimated from the
free-field acoustic feedback paths m = 1, 2. We investigate the
performance for three different desired MSGs of 25 dB, 35 dB
and 45 dB in order to provide insights into the performance and
limits of the proposed feedback path decomposition.

Fig. 12 depicts the minimum number of variable part param-
eters N required to achieve desired MSGs of 25 dB, 35 dB
and 45 dB as a function of the number of common part param-
eters N°. Note that N = 0 corresponds to using only a vari-
able part, i.e., no common part, and thus provides the baseline
performance. In general, the results indicate that by including
a common part the number of variable part parameters can be
reduced. As expected, for all desired MSGs the best perfor-
mance, i.e., the lowest N/, is achieved for IRs m = 1,2, i.e,,
the same acoustic feedback paths that were used for estimating
the common part. A similar performance is achieved for IRs

m = 5,6, indicating that the estimated common part is ro-
bust against small changes of the hearing aid position. For IRs
m = 3,4, i.e., atelephone in close distance, the number of vari-
able part parameters needs to be substantially larger to achieve
larger MSGs, e.g., 35 dB and 45 dB. Nevertheless, for these IRs
including the common part estimated from IRs m = 1,2 does
allow for a reduction of N for low N¢. ForIRs m = 7,8, i.e.,
a telephone at a distant position, including the common part al-
lows to reduce the number of variable part parameters almost by
the same amount as for the free-field conditions (m = 1,2 and
m = b, 6) for the desired MSG of 25 dB and 35 dB. However,
for the large desired MSG of 45 dB the reduction in variable part
parameters is present only for N° = 4. These results indicate
that including a common part estimated from only a limited set
of IRs enables to reduce the number of variable part parameters,
especially when the desired MSG is not too large.

G. Perceptual Quality Evaluation Using a Static Feedback
Canceller

As shown in Sections VI-C and VI-D, the proposed min-max
optimization approach yields a large MSG, whereas the LS op-
timization approach yields a small misalignment. While a large
MSG is desirable in hearing aids, the proposed min-max op-
timization approach achieves this at the cost of a larger mis-
alignment, which may introduce undesirable quality degrada-
tions. For the perceptual quality evaluation, we have consid-
ered a single-loudspeaker single-microphone feedback cancel-
lation system as depicted in Fig. 2(a). In order to avoid the
impact of artifacts due to the adaptation of an adaptive feed-
back cancellation algorithm, we have considered a static feed-
back canceller, i.e., using the optimized common and variable
part as H,, {z). We evaluated the perceptual quality of the loud-
speaker signal using the perceptual quality of speech (PESQ)
measure [26], since results from [19] indicated that the rankings
obtained by PESQ are very similar to the rankings obtained by
formal listening tests. The reference signal for the PESQ mea-
sure was the incoming signal S, () processed with the hearing
aid gain function only. As incoming signal we have used an 80 s
long speech signal as in [4] comprising several male and female
speakers. For the hearing aid gain G(z) = |G|z~ we have
used a delay dig = 96 corresponding to 6 ms and two different
broadband gains |G|: 1) a broadband gain that is 3 dB lower than
the MSG obtained with the LS optimization approach (MSGg)
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Fig. 13. Mean opinion scores as evaluated by PESQ for V* = 12 as a function
of NY.

and 2) a broadband gain that is 3 dB lower than the MSG ob-
tained with the min-max optimization approach (MSG 731)2.
Since applying the broadband hearing aid gain MSG ;37 —3 dB
typically led to an unstable system for the LS optimization ap-
proach, in the following we only present the results for the
min-max optimization approach for this broadband hearing aid
gain.

Fig. 13 depicts exemplary results for N¢ = 12, where those
combinations of N7 and N7 were chosen that corresponded to
the largest overall MSG depicted in Figs. 5 and 6. The results
in Fig. 13 show that the PESQ scores for the broadband hearing
aid gain of MSG s —3 dB are very similar for the min-max op-
timization approach and the LS optimization approach. When
increasing the broadband hearing aid gain to MSG s/ —3 dB,
the LS optimization approach led to an unstable system while
for the min-max optimization approach the PESQ scores are
about 0.5 MOS values lower than for the broadband hearing aid
gain of MSG g —3 dB. These results indicate that the proposed
min-max optimization approach allows to achieve the same per-
ceptual quality as the LS optimization approach while providing
a larger stability margin as shown by an increased MSG.

2We used a gain that was 3 dB lower than the MSG in order to avoid too
strong artifacts due to the system being close to instability.
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Fig. 14. Misalignment and MSG as a function of time for a standard AFC al-
gorithm (without CP) and an AFC algorithm using the proposed feedback path
decomposition (with CP).

H. Application to AFC in Hearing Aids

In this section we investigate the performance of an AFC
algorithm as depicted in Fig. 2(b) that makes use of the pro-
posed acoustic feedback path decomposition. The adaptive
filter is updated using the normalized least mean squares
(NLMS) algorithm in the time-domain and in order to reduce
the bias of the estimated filter the prediction-error method
(PEM) [1], [14] is applied. As incoming signal we have used
an 80 s long speech signal as in [4], comprising several male
and female speakers. For the hearing aid gain function we
have used G(z) = |G|z~ with |G| = 10'%/20 and dg = 96
corresponding to a delay of 6 ms. The prediction-error filter is
estimated from the error signal F,,(z) using the Burg-lattice
algorithm [28], where the order of the prediction filter was set to
20. The step-size of the NLMS algorithm was set to ;¢ = 0.002.

Fig. 14 depicts the results for the following two settings of the
common and variable parts: 1) N; =0,N; =0,and N = 36,
i.e., without a common part, and 2) sz =8,N; =4,N; =24,
i.e., with a common part which is estimated from the free-field
IRs m = 1, 2. During the first 40 s the acoustic feedback path
h; was used in the simulation and during the remaining 40 s
the acoustic feedback path hy was used, which was not in-
cluded in the optimization of the common part. Results show
that the proposed feedback path decomposition allows for an
increased initial convergence speed as well as an increased con-
vergence speed when the acoustic feedback path changes after
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40 s. Additionally, the AFC algorithm using the proposed feed-
back path decomposition achieves a similar steady-state perfor-
mance compared to the AFC algorithm without a common part.

VII. CONCLUSION

In this paper the problem of estimating a common pole-zero
filter from a set of measured acoustic feedback paths was formu-
lated as a min-max optimization problem aiming to maximize
the MSG. The resulting non-linear cost function was minimized
by applying an iterative optimization procedure. At each itera-
tion a two-step alternating optimization was used to estimate
the coefficient vectors of the common pole-zero filter. The opti-
mization problem in each step was formulated as an SDP and an
LMI constraint based on Lyapunov theory was imposed to guar-
antee stability of the estimated common poles. Experimental
results using measured acoustic feedback paths show that the
proposed optimization approach leads to a larger overall MSG
compared to existing LS optimization approaches at the expense
of an increased overall misalignment. Furthermore, for a given
desired MSG the proposed min-max optimization approach en-
ables to reduce the number of variable part parameters, even for
unknown acoustic feedback paths. Quality evaluations using the
PESQ measure show that the min-max optimization approach
leads to a similar speech quality compared to the LS optimiza-
tion approach at the same broadband gain and additionally al-
lows for a larger gain margin of the hearing aid. Results using
a state-of-the-art AFC algorithm based on the prediction-error
method show that employing the proposed acoustic feedback
path decomposition allows to increase the convergence speed
compared to an AFC algorithm without a common part.

APPENDIX A
SCHUR COMPLEMENT OF (23)

The absolute values in (23) can be rewritten in terms of the
real part p};, ;(€2) and imaginary part r},, ;(€2) of the frequency
response optimized in (23), i.e.,

1 1
‘AC lQ |Em.,i 2 = ‘Ac Em,i|2 (50)

i—1 i—1
= (ph:)* + ()% (51)

Using this results, the cost function in (23) can be rewritten as

JWM(b;)) = oglgia (p;]nz)Q + (r;}n,i)gvgam-
1<m<M

(52)

Introducing the auxiliary variable ¢ [17], [27] and using (51) this
can be reformulated as

subjectto  (p% ;)% + (r2 ;)2 <tVQ,m.  (53b)
Rewriting (53b) as
t— ((i)* + (r10)*) 2 0, (54)

and thus recognizing (53b) as the Schur complement [5] of a
matrix of the following form

(55)

A B
M-[e p)

with A = ¢, B = [(p4;) (%)), C = BT and D the

2 x 2-dimensional identity matrix, the min-max problem in (23)
can be formulated as the SDP in (25).
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