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In order to take into account spatial information into binaural recordings it is common practice to use so-called artificial heads.
Disadvantageously artificial heads are inherently non- individual and bulky devices. Alternatively, the individual frequency-dependent
directivity pattern of human head related transfer functions (HRTFs) can also be approximated by a microphone array with appropriate filters
(Rasumow et al., 2011). Such a setup may be referred to as a virtual artificial head (VAH). The filters for the application of the VAH can be
derived by minimizing a narrowband cost function including regularization constraints. As a first approach, it is appropriate to apply a least-
squares cost function. The major advantage is its closed form solution (cf. Rasumow et al., 2011), whereas from a psychoacoustical point of
view, it seems more reasonable to minimize the dB-error instead. The latter cost function must, however, be minimized iteratively. We propose a
minimization procedure for and present first results regarding the subjective appraisal of binaural filters derived using both cost functions.
Future work includes the extension of this work to binaural cost functions.
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1. INTRODUCTION

The use of so-called artificial heads, which are a replica of real human heads, has become
common practice for binaural recordings today. In this way the signals at the ears receive
characteristic spatial information, which encompasses interaural time and level difference cues,
but also spectral cues due to the shape of the pinna, for instance. Yet, artificial heads are bound
to non-individual (average) anthropometric geometries and are most often implemented as
bulky devices.

Alternatively, the desired spatial filtering associated with individual head-related transfer
functions (HRTFs) can be approximately re-synthesized by a microphone array with appropriate
digital filtering (cf. Tohtuyeva and Mellert (1999), Atkins (2011), Kahana et al. (1999) and
Rasumow et al. (2011)). Such a setup may be referred to as a virtual artificial head (VAH, cf
Fig. 5). Virtual artificial heads are much more flexible than real artificial heads, since, for
instance, the filters can be adjusted to match an individual set of HRTF's after a recording has
been made.

The re-synthesized directivity pattern of the VAH, inter alia, depends on the number and
the topology of the microphones in the array but also on the design procedure for the filter
coefficients. Consequently, the used cost function for optimizing the filter coefficient may have a
major influence on the re-synthesized directivity pattern and, eventually, on the subjective
impression. In this article, the re-synthesis using a least-squares and a non-linear cost function
are compared and evaluated in a subjective A/B-comparison. Moreover, the advantages and
disadvantages of the corresponding cost functions are discussed.

2. CALCULATION OF FILTER COEFFICIENTS

The VAH consists of NV spatially distributed microphones, with its frequency- and
direction-dependent output H(w, ®) being the sum of the N microphone signals filtered with the
filter coefficients w(w). The filter coefficients w(w) are computed by minimizing a cost function J
that is a measure of the difference between the desired directivity pattern D(w,®) and the
re-synthesized directivity pattern H(w,®) (cf. Fig 1). In general, the cost function can either be
minimized for all frequencies simultaneously (broadband optimization) or separately for each
frequency bin (narrowband optimization). In the following computations only narrowband
optimization will be considered because filters can be optimized independently for each
frequency.

FIGURE 1: The sum of the filtered microphone signals H(w, ®), which is the output of the VAH, is adjusted to approx-
imately re-synthesize the desired directivity pattern D(w,®) by optimizing the filter coefficients w(w).
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The chosen cost function not only determines the error to be minimized but also affects the
optimization method. A least-squares cost function, for instance, has the advantage of a closed
form solution. Yet, a regularization constraint is generally needed to ensure robustness against
gain, phase and position errors of the microphones within the VAH (cf. Rasumow et al. (2011)).
The calculation of regularized filter coefficients using a least-squares cost function is described
in section 3. Despite the advantages of a least-squares cost function, a psychoacoustically
motivated approach would be to minimize a logarithmic error instead. Consequently, a
regularized non-linear cost function is presented in section 4. In contrast to the least-squares
cost function, this non-linear cost function needs to be minimized using an iterative gradient
descent method.

In order to evaluate the subjective advantages and disadvantages of both cost functions, a
third cost function is introduced, which merges both cost functions with a variable blending
factor. In this way it becomes possible to evaluate the subjective differences of the applied cost
functions by varying the blending factor.

3. LEAST-SQUARES COST FUNCTION

Consider the desired directivity pattern D(w,®) depending on the frequency w and the
azimuthal angle ©. The re-synthesized directivity pattern of the VAH, H(w, ©) is the sum of the
filtered microphone signals, which can be written as

H(w,0) = w(w)d(w,0) . (1)

The N-dimensional vector w(w) contains the complex-valued filter coefficients (for each
frequency w) and d(w,®) denotes the commensurate steering vector representing the frequency-
and direction-dependent transfer functions between the source and the N microphones. In order
to calculate the filter coefficients w(w) one may employ a least-squares cost function Jig,
minimizing the sum over P directions of the squared absolute difference between H(w,®) and
D(w,®), i.e.

P
Jis(w(w) = Y. |H(w,0)-D(w,0) . @)
=1
The solution of Eq. 2 can be found in Rasumow et al. (2011) or Doclo and Moonen (2003). A
straightforward minimization of Eq. 2, however, would result in non robust filter coefficients
w(w), where already small errors of the microphone positions and/or characteristics may result
in huge errors of the re-synthesized directivity patterns (cf. Rasumow et al. (2011)). This can be
avoided by imposing a constraint on the so-called white noise gain (WNG) of the derived filter
coefficients, defined as

3

H
WNG(w)le-loglo( wh(w)w(w) )

|WH(0)d,of ()|
with d,.r(w) being the steering vector from the frontal direction. In order to limit the WNG we
suggest to apply the constraint WNG(w) < 8. B has to be chosen manually according to the
expected error of the steering vector (cf. Rasumow et al. (2011)). In the following xH denotes the

Hermitian transpose of x and x* denotes the complex conjugate of x. The combination of the
least squares cost function from Eq. 2 with the constraint from Eq. 3 results in the cost function

2 P 2
ILsp(@) = - [ WH0)W(®) — Bpow wH(w)dref(w)\ )+ Y (wHw)d(w,@)—D(w,@) , @
. 0=1

~~

~

dJ, reg dJ LS
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where! p represents the Lagrange multiplier. The closed form solution of Jig p(®), yielding the
regularized filter coefficients wig, (), is given by

-1
WLS, (w) = (Q(w) +u (IN — Bpow - dref(w)dflef(w))) -a(w) with, 5)
P P
Qo) = Y dv,0)d%w0), aw=) dw06)D*(®e) and (6)
6=1 0=1

with Iy the NxN-dimensional unity matrix. The optimization of u as to satisfy the constraint
WNG(w) < B is described in section 6.

4. NON-LINEAR COST FUNCTION

From a psychoacoustical point of view, the least-squares cost function seems to be
suboptimal, since a subjective sensation is approximately proportional to the logarithm of the
stimulus intensity (cf. (Moore, 2003, Chapter 4)). Hence we propose to minimize the difference
between the logarithm of the desired directivity pattern D(w®) and the logarithm of the
re-synthesized directivity pattern H(w, ®) or its regularized counterpart, i.e.

wi(w)w(w)

J =T
NLp () U WE(w)d,o 2

P
- ﬁpow) + Z )loglo (WH(w)d(w, 0)) -log;, (D(w,0))
0=1

(7

)2

J

-

J, reg

~

JINL

Note that both arguments (wH(w)d(w,®) and D(w, ©)), as well as their difference, are
complex-valued. By minimizing the squared magnitude of the complex difference, its real part
as well as the imaginary part are taken into account. JNi, can be minimized, for instance, using
various gradient descent methods. In order to enable the use of a trust-region method for the
optimization, the analytical gradient of Jnr,, with respect to w needs to be provided, given by

6JNLP((U) aJreg(w) aJNL(w) .
() ow@)  oww) VD (8)
0 reg(®) W)W (©)dref (A7, (@)W() = WHO)W(©)drer (0 (@)W(w) d

. an
ow(w) (wH(w)dref(w)dgf(w)w(w))2
AINL(®) P d(w,0) H *
SR - @; (WH(w)d(w’g)'ln(m)).(1og10(w (©)d(©,0)) - log;y (D@, 0)))

d(w,B)
wH(w)d(w, ®)-1n(10)

)* (log10(wH(@)d(w, ) ~logo (D@, )

Analogous to the least-squares solution in Eq. 5, i determines the impact of the regularization.
The optimization of u in order to satisfy the WNG constraint is described in section 6.

5. MERGED COST FUNCTION JMIXp(w)

Within the application of the VAH it is essential to investigate how the subjective sound
perception benefits from Jyi, compared with Ji,g. In order to do so, we introduce a merged cost

INote that when applying the desired WNG f in the optimization procedure, f must be provided as the power

B
constant Bpow, With fpow = 1010 and f = 10-log;o(Bpow)-
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function Jyix,, where the blending factor a determines the weight of J1.g and Jyp, within the
optimization of the filter coefficients WMIXp(a)) by

wH(w)w(w) L - 2
) = b i o) 2 &, [0 (7 000,0) g 0 00
h J::g g JNL
P 2
+ 1-o)- ) wH(w)d(w,G)—D(w,®)| . 9)
0=1 -

-

JLs

The aim of this study was to evaluate the subjective perception using filter coefficients
WMIXP(L()), optimizing Jyix, with varying a. JNL,(w) and consequently Jyix,(w) cannot be
solved in a closed form manner. Therefore we employed a gradient descent method to solve
JMixp (). In particular we used the function fminune in MATLAB (Optimization Toolbox). In
general when applying gradient descent methods such as fminunc, initial values must be
provided. We used the filter coefficients WLS,, derived from the closed form solution in Eq. 5, as
initial values. Furthermore, in order to solve Jyrx, one needs to provide an analytical
expression for the gradient of Jyx, with respect to the filter coefficients w, i.e.

aJMIXp(OU) _ aJreg(w) ta 0JNL(w)
ow(w) - owlw) ¢ ow(w)
P
+(1-a) - d(w,0): (W'd(w,0) - D(©,0))" +((w'd(w,0) - D©v,0))-d"(®,0)) . (10)
0=1

6. FINDING A SUITABLE LAGRANGE MULTIPLIER i FOR REGULARIZATION

As can be seen in Eq. 4, 7 and 9 the regularization parameter u determines the weight of the
regularization term Jyeg within the cost function. In general, when taking a larger value for (i,
the WNG approaches the desired value § while reciprocally the intrinsic term (Jy,g or/and Jni,)
is increased. Due to varying costs with a variable «, a constant y does not guarantee a constant
WNG. In order to ensure a comparable regularization between the different cost functions (and
for varying a) we determined the regularization parameter y such that the WNG is smaller
than -3 dB. This constraint ensures that the inner product of the obtained filter coefficients w(w)
is 3 dB smaller than the power of the filtered signal arriving from the front. Given the desired
WNG B, the filter coefficients can be computed using an iterative optimization method. In this
process one needs to find a suitable regularization parameter p, resulting in WNG(u) < -3 dB
for various a and individual HRTFs.

WNG(p) [dB]

5 T it
B 0.05 01 | 015 02 0.25

FIGURE 2: Exemplary course of the WNG as a function of p optimizing Jyx 0 with three different a and = -3 dB.
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In general the WNG is assumed to decrease with larger p up to a certain point. However,
due to the use of a non-linear cost function, WNG(u) is not necessarily a monotonous function.
An exemplary course of the WNG as a function of u with three different a is depicted in Fig. 2.
Here it becomes apparent that WNG(u) varies with the cost function, i.e. with . We found that
for the given population and 0 < a < 1 the desired WNG of —3 dB can typically be obtained with
¢ < 0.3. Thus, in order to find the smallest u resulting in the desired WNG we computed the
filter coefficients wyx, (1) for several ascending p. More specifically, starting with u =0 we
computed WMIXP(/J) and increased pu until WNG(WMlxp(,ll)) < —3 dB was reached. In doing so, u
was increased incrementally in steps of A = 0.02 until the desired WNG or the upper limit of
1 =0.3 was reached (if existent at all, this only occurred at very low frequencies). Using this
brute-force and rather time-consuming method, the regularization parameter for each cost
function can be optimized such that the desired WNG is obtained.

7. EXPERIMENTAL PROCEDURE

Prior to the experiment, the HRTFs and headphone (AKG K-240 Studio) transfer function
(HPTF) of four subjects were measured individually. To this end the subjects were seated in an
anechoic chamber, surrounded by 24 circularly arranged loudspeakers at a radius of 1.25 m.
HRTFs and HPTFs were measured according to the blocked ear method (cf. Hammershoi and
Moller (1996)) using individual custom-made ear shells and Knowles FG-23329 miniature
electret microphones. The individual HRTF's as well as the inverse HPTF's were implemented as
FIR-filters with a length of 512 taps, corresponding to =~ 11.6 ms at a sampling frequency of
fs =44100 Hz. As to cover a wide frequency range and simultaneously to include temporal cues,
the test signal consisted of short bursts of white noise with a spectral content of
150 Hz < f < 18050 Hz. The spectral amplitude of the noise bursts was faded in between 150
and 200 Hz and faded out between 18000 and 18050 Hz using tapered Hann windows to avoid a
pitch cue due to sharp edges in the frequency domain. Each noise burst lasted 0.15 seconds with
0.01 seconds onset-offset ramps followed by silence of 0.15 seconds.

In order to investigate the perceptual effects introduced by fading between the
aforementioned cost functions, we implemented an A/B comparison with the paradigm depicted
in Fig. 3. Four subjects were instructed to compare the test signal filtered with the individual
HRTFs (reference setting) and the test signal re-synthesized using the VAH (test setting) with a
variable a. Within the reference setting the signal was binaurally filtered with corresponding
HRTF filters and subsequently with the inverse HPTF filters. Currently this setting is supposed

reference setting
Il < HRTF —{1/HPTF tgq@ﬁ
L'f HRTF —1/HPTF
test setting
A Wy () — 1/HPTF th©
} _____ — 1S |
di Wy (1) —{ 1/HPTF
VAH

FIGURE 3: Testing paradigm of the implemented A/B comparison. Subjects were instructed to compare the signal
from the reference and the test setting. The test setting was varied in randomized order by varying a (a =0, %, %, orl),
the azimuthal direction (0 = 0°, 90° or 225°) and three iterations for each condition.
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FIGURE 4: Graphical user interface (GUI). Subjects were
instructed to evaluate the subjective difference with re-
spect to the perceived direction (left slider) and spectral

FIGURE 5: VAH with 24 equidistantly spaced micro-
phones (Sennheiser KE-4) on the horizontal plane. The
microphones are mounted flush in a rigid sphere with a

coloration (right slider). diameter of ~ 18 cm.

to yield the best immersive reproduction of spatial hearing aspects (cf. Huopaniemi et al. (1999),
Rasumow et al. (2012)). Thus the various VAH re-syntheses were evaluated in comparison to
this reference setting within the following A/B comparison. Prior to the listening tests, the
signal was recorded from the three azimuthal directions using the VAH in an anechoic chamber.
Also the loudspeakers used for the playback were equalized individually (cf. 1/LS in the test
setting in Fig. 3). The VAH consisted of 24 equidistantly spaced microphones on the equator of a
rigid sphere with a diameter = 18 cm (cf. Fig. 5). In each condition the 24 raw signals were
filtered with corresponding filters WMIXP((U, a) for each ear. The sum of the filtered signals,
representing the re-synthesized ear signals, was filtered with the inverse HPTF filters and
played to the subject via headphones.

To limit the number of experiments to a manageable amount, three directions in the
horizontal plane were chosen with azimuth angles 0 = 0° (front), 90° (left) and 225° (back right)
and a was one of @ =0, %, %, and 1. The azimuthal direction 6 as well as a were varied in
randomized order within one experimental run with three iterations for each condition. This
resulted in 36 conditions for each subject to be evaluated. For each condition the subject could
switch between the reference and the test setting arbitrarily (cf. Fig. 4). The subjects were
instructed to evaluate the difference between the reference setting and the test setting with
reference to the perceived direction and spectral coloration. A category scale, ranging from 1
(bad) to 5 (excellent) in steps of 0.2 was used to rate the individual perception (cf. Fig. 4). The
test signal was played back continuously with a cross-fading between the test and reference
setting. Playback was stopped when the subject clicked on the Next button and the rating was
saved. Furthermore, playback also could be stopped with an additional Stop button. Each
session lasted approximately 30 minutes and subjects had time for familiarization before the
test started.

8. RESULTS AND DISCUSSION

The results from the subjective evaluation with respect to direction and spectral coloration
are depicted in Fig. 6 and Fig. 7 respectively. Here the mean and standard deviation (over three
iterations) are plotted against a. The three azimuthal directions are separated by boxes and
subjects are characterized by various colors/symbols.

In general the obtained results reveal fair to excellent evaluations (except for SK with
regard to coloration at 8 = 0°). In the main these results emphasize the subjective validity of the
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FIGURE 6: Subjective evaluation with respect to direction. FIGURE 7: Subjective evaluation with respect to spectral
The mean (over three iterations) and standard deviation coloration. The mean (over three iterations) and standard
for the evaluation of each condition is depicted as a function deviation for the evaluation of each condition is depicted as
of a (x-axis) for three azimuthal directions. The colors and a function of a (x-axis) for three azimuthal directions. The
symbols characterize the four subjects. colors and symbols characterize the four subjects.

concept of re-synthesizing HRTF with the VAH. Moreover, the evaluation is perspicuously best
for the lateral directions with 8 =90° & 0 = 225° while the re-synthesis for 8 = 0° is mostly
associated with the largest difference compared to the reference setting and consequently with
the worst evaluation. This phenomenon is prominently apparent in the evaluation with respect
to spectral coloration (cf. Fig. 7), especially for subject ELR, MB and SK. Since all re-synthesized
signals are based on previous recordings with the VAH it is possible that its positioning was
slightly shifted for the test setting with 8 = 0°. Such a positioning error of the VAH would result
in slightly differing re-synthesized HRTF's and thus could explain the lower rating for 6 = 0°
compared with 8 = 90° and 6 = 225°. The obtained standard deviation o approximately varies
between 0 <o < 1 and does not seem to depend on the direction 6 nor on the blending factor a.

Assuming that the re-synthesis using JNi, would lead to better evaluations compared with
the re-synthesis using Ji.5, one would expect the rating (for a fixed condition) to increase with a
in Fig. 6 and Fig. 7. At least one would assume the evaluation for a = 1 to be significantly better
than for a = 0. However, this assumption does not correspond to the observed evaluation. In
detail the results show trends for individual preferences. For instance, the results for subject
MH do not seem to depend considerably on the tested directions while there is a distinct
preference for the other three subjects. Yet, in consideration of the standard deviation none of
the subjects tends to adjust the evaluation with respect to a. Especially the evaluation with
respect to direction does not seem to depend unambiguously on a.

Interestingly, for some conditions the evaluation seems to decrease faintly with a. For
instance, the evaluation with respect to coloration seems better for smaller a (subject MB, SK
and 0 = 90° & 225°). On the other hand, the variation of the evaluation as a function of a has
approximately the magnitude of the standard deviation arising from subsequent iterations,
putting this vague tendency into perspective. The assumed improvement of the evaluation with
increasing « is only observed vaguely for two conditions (subject MH and MB with 8 = 0° in
Fig. 6). Yet, also this tendency is very weak and does not exceed the magnitude of the obtained
standard deviation.

In sum the observed evaluation shows a general subjective acceptance for the re-synthesis of
HRTFs using a VAH compared with measured HRTFs. However, there seems to be a directional
preference which is assumed to be due to a slightly incorrect positioning of the VAH. The
obtained evaluations do not confirm the hypothesis of enhancement by fading from a
least-squares cost function Jig, to a non-linear cost function JNi,. In consideration of the small
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population (four subjects) and the standard deviation the obtained evaluation shows no clear
tendency with respect to the applied cost functions.

9. CONCLUSIONS AND FURTHER WORK

The described findings confirm the validity of re-synthesizing HRTF's using a VAH in
conjunction with a monaural cost function. Moreover, the subjective rating of the re-synthesis
does not seem to increase with a non-linear cost function. Thus, for the application of a VAH, the
derivation of filter coefficients using a least-squares cost function, as in Eq. 5, is preferred
considering the advantages associated with a closed form solution.

The evaluation from Fig. 6 and Fig. 7 illustrates that there is still room for improvement in
the derivation of filter coefficients. Thus, based on the presented framework, we will implement
and evaluate analogous binaural cost functions in order to asses associated assets and
drawbacks.
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