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Abstract

Multimodal algorithms benefit from the advantage that they
can mutually compensate the weaknesses of the individ-
ual modalities. Therefore, we propose a system to local-
ize concurrent speakers in a two dimensional (2D) space
jointly using a combined audio-visual localization algo-
rithm. The acoustic source localization is calculated by
the multichannel cross-correlation coefficient (MCCC) al-
gorithm and the visual localization is accomplished by the
SHORE™:! video localization system. The multimodal
fusion is performed by a particle filter with adaptations to
the particle weighting. An evaluation of the proposed al-
gorithm in an home-environment living lab is performed
focussing on possible gains obtained by the complemen-
tary localization modalities.

1 Introduction

Source localization is of high interest in various application
areas including, e.g., video conferencing or the emerging
field of ambient assistive technologies in home environ-
ments which gain importance due to demographic changes
[1]. Often localization is performed on a single modal-
ity using video or audio sensors only. Each modality has
its own strengths and weaknesses and it is apparent that
a combined usage can compensate the respective weak-
nesses. However, only a minority of publications address
the combined usage. Approaches for joint audio-visual lo-
calization algorithms make use of, e.g., Kalman filtering
[2], neuronal networks [3], Baysian networks [4] or par-
ticle swarm optimization [5] as well as particle filtering
[6-9]. In this contribution we examine different weight-
ing methods for a particle filter to estimate the 2D position
of speakers. The acoustic modality is supported by visual
localization to increase the overall performance. Author
Pnevmatikakis et al. proposed in [6] to use separate parti-
cle filters for both modalities and fuse the separate position
estimates in a geometric approach afterwards. For this ap-
proach an estimate from both modalities, audio and video
is mandatory. We will use only one single particle filter
for both modalities and, by this, inherently data-fusion is
also done in the particle filter as in [7-9]. To obtain a fused
localization in [8, 9] a multiplication of the complemen-
tary probabilities is used. The authors in [8] go beyond the
purely combined localization and propose self-calibration
of sensors and high-level semantic analysis of the observed
scene. In [7] the authors propose an adaptive weighting
based on a degree of certainty in the acoustic measurement
(c.f. Section 3). Papers [7, 8] use multiple cameras, while
this paper focuses on a simple sensor setup with only a
single camera.

!'Sophisticated High-speed Object Recognition Engine (SHORE).
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In the following we introduce the individual localiza-
tion algorithms in Section 2 succeeded by the particle filter
and the proposed adjustments to it in Section 3. The con-
tribution is completed with an evaluation of the algorithm
in Section. 4 and a conclusion in Section. 5, respectively.

2 Localization
2.1 Audio Localization

For the 2D acoustic source localization we use a time dif-
ference of arrival (TDOA) based algorithm, referred to as
multichannel cross-correlation (MCCC) algorithm [10, 11],
p(0.0)=1—det(R(8,0)),  0<det(R(0,])) <1,

)]
where p(60,/) can be interpreted as a two dimensional spa-
tial map of correlation values at time block /, det(R.(0,1))
is the determinant of the spatial correlation matrix R(6,/)
composed of the results of all microphone pairs i, ¢ for the
spatial coordinates @ = [x,y]”. The operator T indicates
transposition. With (1) we are able to define a 2D grid with
points of interest. Each element r;(7(0)) of the matrix
R(0) (neglecting block index [ for simplicity) is calculated
using the well-known generalized cross-correlation (GCC)
[12] algorithm:
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In (2) X; ; is a microphone signal in the frequency-domain,
Zy is a transformation factor and 7(0) is the theoretical
time delay of the impinging sound wave between two mi-
crophones for a given sound source at position 6. The rela-
tive delay is computed assuming an acoustic far-field with
plane wave propagation,

rie(7(0))
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where 6;; denote the spacial coordinates of microphone i
and / and c is the speed of sound. An often chosen weight-
ing for Z;(e/®7) is the phase transformation (PHAT) [12]:

jOT\ _ !
Zi[(ej ) = |Xi(eij)Xl(ejwr)|. 4)

Taking into account that r;(7(0)) = ry;(7(0)) [10] one can
write R(0) as,
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Peaks in the resulting spatial map p(0) can be consid-
ered as acoustic source candidates. Intuitively speaking,

p(0) can be understood as an overall correlation of all
microphone channels [11]. One advantage of the MCCC
algorithm compared to a straightforward mean calculation
of the correlation between all microphone pairs is its ro-
bustness against microphone malfunctions, because it in-
herently neglects results witch have no correlation to other
microphone channels and oppositely becomes one if two
ore more microphone signals are perfectly correlated. For
a detailed explanation we refer to [11].

Fie((0)) = (6)

2.2 Video Localization

The visual face detection is performed by means of the So-
phisticated High-Speed Object Recognition Engine (SH-
ORE) [13] using a single web-cam. Illumination invari-
ant local structure features designated as modified Census
Transformation are used for the face detection. The inter-
ested reader is referred to [13] for more detailed informa-
tion. SHORE provides the area in pixel where the face is
detected in the camera image. This information is trans-
lated in a 2D position estimate assuming a proper camera
calibration. The size of the face bounding box on the cam-
era image may be interpreted as the distance to the camera.
By knowing the distance, the horizontal shift of the face
midpoint indicates the lateral displacement. In the follow-
ing, the resulting face position estimates will be denoted

as,
A~ _Xk
0, =
k |:yk:| )

K is the number of detected faces in the video frame.

k=1...K, (7

3 Particle Filter

To perform the multimodal fusion and to obtain a com-
bined source position estimate we are using a particle fil-
ter. Generally spoken, a particle filter tries to represent
a unknown probability function by performing a Monte
Carlo simulation of the particle set with discrete probabil-
ity weights [14]. The particles s are random samples in a
state space. Assuming a first order physical dynamic, each
particle is a vector defined as:

T
S(b) (l) = |:x$b)7y$b)5x(]b)5y(]b)) te 7-x(Qb)7y(Qb)ax(Qb)ay(Qb) ’
(®)
where 6, = [x,,y,4]7 denotes the current coordinates of a
source in the considered 2D space and %,y are the respec-
tive velocities. The index b = 1...B indicates the number
of the particle and g = 1...Q the number of the source.
The evolution of this particles over time can be summa-
rized as a two stage process [7]. In the first stage, the phys-
ical movement of the particles is calculated by means of a
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first order Langevin Model [14]. This can be understood
as predicting the state s(®) (1) by knowing the prior density
y(I—1),ie. p(s®)(I)|y(I—1)). The second stage implies
the link between the particles and the current observation
y(I) by means of computing the likelihood p(y(1)|s®) (1))
of the observation, given that the state of particle s(®)(7)
is the true state of the observed system. In this paper the
particles s(*) are associated with two sets of weights w =

[Wm,__.

vations w, and video observations w,. Each weight is val-
ued by a likelihood function, i.e.,

,w(B)} , derived separately from the audio obser-

Wa = p(Yals) = Fa(Ya,8), )
Wv:p(yvls):Fv(ya75)7 (10)

where F(y,s) denotes the likelihood function, neglecting
the block index /, and particle index b for simplicity. To
build the likelihood functions we use both pseudo likeli-
hood and gaussian likelihood approaches from [14]. For
the acoustic likelihood we simply adapt the spatial map
p(6) given in (1) as a pseudo likelihood function.

a(Ya,s Hmax (11)

The parameter & > 0 ensures a non-negative likelihood
function. The video modality already results in distinct

position estimates ék (c.f. Section 2.2), therefore we use

QO K
Fy(yv,s HZ (84361, 0%), (12)

where .#(-) is a Gaussian distribution with the face lo-
cation estimate Gk as mean value and variance 62 = 0.01
at point ,. The position estimate 6, = [£,,9,]” for each
individual source s is obtained by the weighted sum of all
particles s(®).

Xy :iw. x‘(ib) (13)
9 (b) | -

At this point we are able to easily manipulate the influence
of the single modalities to the resulting source estimate.
The simplest ways to obtain a combined weight is to mul-
tiply both weights:

W =W, W (14)
as in [8] or to calculate the mean. In [7] both weights are
combined by an adaptive factor v,

W=y wat(1=y)-w,, y= m%s, (15)

wherein Y depends on the "acoustic confidence" [7], my is
the total number of microphone pairs and m is the num-
ber microphone pairs with an observation value p(8) > 0.
The maximum factor € was empirically determined by [7].
Besides the different methods in obtaining the audio and
video observations from [7, 8] and our contribution, we
propose an exponential weighting approach

w=we+wh, (16)
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wherein o and  are set individually for each modality.
This approach is motivated by the demand to particularly
highlight likelihoods with high values compared to poor
likelihoods by an non-linear adjustment. In a second spec-
ification the weights should be modified independently to
be able to adjust the best combination of the weights. A
reasonable normalization of the weights has to be consid-
ered. The analysis of a proper o and  combination is
carried out in Section 4. We exemplary determined the op-
timal ratio to achieve an optimal detection rate. In the most
extreme case when a single modality fails completely (e.g.
video camera is occluded or the voice activity detection
(VAD) indicates no speech) its influence to the estima-
tion can be neglected w, V w,, := 0. After all, the com-
bined weights are normalized to again represent a (modi-
fied) likelihood of the observations.

B
Y wi? =1 (17)
b=1

This in turn can be used in (13) to estimate the source
positions. Once the source positions are estimated one
have to prevent the particle filter from the degeneracy phe-
nomenon. If this is not considered, after only several blocks
the weights of all but one particle will become negligable
small. To avoid this, we use the systematic resampling ap-
proach as proposed in [15].

4 Evaluation

An evaluation of the proposed algorithm was carried in our
home-environment living lab. We recorded the acoustic
impulse responses (IRs) of the speaker positions with an
8-channel microphone line array (microphone distance =
20 cm) at a hight of 1.8 m. With this IRs several acoustic
signal-to-noise ratios (SNRs) ranging from 20 dB to 0 dB
were simulated. The video signal was recorded by a sin-
gle web-camera positioned on top of the TV at a hight of
approx. 1.5m. A frame rate of 10 fps and a resolution of
1920x1080 was used. A schematic top view of the setting
is shown in Figure 1, including sensor and loudspeaker po-
sitions. The faces of the speakers were simulated by the
loudspeakers covered with a portrait photo. The red dots
in Figure 1 indicate the speaker positions.

L 0

oYY @0-0)  ay)

I=1¢g=1

RMSE =

The root mean square error (RMSE) of all estimated lo-
cations versus the real locations was used as benchmark,
with 6, being the true locations and / = 1---L the block
time. The blocksize was set to 1024 samples at a sam-
pling rate of 48 kHz. Only blocks containing speech were
taken into account for the RMSE calculation. Therefore,
a VAD [16] was used to indicate time blocks containing
speech or non-speech. We evaluated the video and audio
localization algorithm only and the combined weighting
according to (15) and (16). Table. 1 shows the results. The
acoustic localization alone achieves an accuracy of 0.30 m
at 20 dB down to 0.95 m at 0 dB. The video localization
remained unchanged for all conditions, because only the
acoustic SNR was changed. With a RMSE of 0.125m it
is already very accurate compared to the acoustic localiza-
tion. On average the adaptive combination of both modali-
ties (15) has an RMSE of 0.06 m. Also the other two com-
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Figure 1: Sketch of the evaluation set up in a living room
lab. Crosses indicate the microphone positions and large
dots indicate real source positions. Dashed line shows
camera perspective.

SNR  video audio mult adaptive  expo.
only only weight weight weight
20dB  0.125m  0.292m 0.058m 0.057m  0.057m
15dB  0.125m 0369m 0.061lm 0.057m 0.057m
10dB  0.125m 0.361m 0.060m 0.058m 0.059m
5dB 0.125m 0.690m 0.058m 0.059m 0.061 m
0dB  0.125m 095Im 0.060m 0.060m 0.061 m

Table 1: RMSE results: 1% coloumn - only video localiza-
tion; 2" col. - only audio localization; 3™ col. - multiply
weights (14); 4™ col. - adaptive combination using (15);
5% col. - localization using (16)

binations achieve similar low RMSE values of ~ 0.06 m.
The independence of this results from the SNR indicates
the major influence of the visual location estimate. Fig-
ure 2 shows the influence of the restricting factor € in (15)
to the adaptive weighting, averaged over all SNRs. In spite
of the small differences the optimal value of € ~ 0.45 is
close to the 0.6 mentioned in [7].
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Figure 2: RMSE for adaptive method depending on the
restricting € in (15), averaged over all SNRs

The results of the exponential combination depending
on the parameters ¢ and 3 (c.f. (16)) is presented in Figure
3. Dark areas indicate high RMSE values, while bright
coloured areas indicate low RMSE results. It can be seen
that the performance of this approach is mainly dominated
by the video exponential 3. Thus in the examined scenario
the video component is the most prominent modality and
overrules the acoustic localization. Figure 3b illustrates the
results averaged over all ¢. Best results are achieved by a
B of =~ 0.3. This approach especially tries to reduces the
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influence of low weights.

()

5 0.1
4,5
E
4 =
3 0.082
3,5 E
3
2.5
0.5 1
(b)
£ 0.09 : : : :
£ 0.08} ]
jsa)
2 0.07] ]
=4 . . L
0.06 0.5 1 L5 2 25

Figure 3: RMSE for weight combination with independent
exponential factors o and 3 (c.f. (16)), mean over all SNR
conditions. (b) mean over all & values, indicating the min-
imum at B =0.35

5 Conclusion

As shown in the evaluation the multimodal localization es-
timation outperforms the single-modality algorithms. The
proposed system is well suited to be used as supporting
technology for assistive technologies to, e.g. control the
home automation depending on the users position and, e.g
a subsequent automatic speech recognition system. Par-
ticle filter are an appropriate method to combine multi-
modal localization modalities in a flexible manner. All
analyzed combinations of the video and audio weighting
could be well adjusted to the specific environmental con-
dition. A simple multiplication of the weights already ob-
tained good results. However, the conditions in the home-
environment lab encourage a superior visual location es-
timate which makes it difficult for an thoroughly exami-
nation of the modality fusion. Further investigations with
different lighting conditions and covered faces need to be
carried out. Also the inherent tracking capabilities of the
particle filter have to be analyzed in the future.
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