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Abstract

We study unsupervised learning in a probabilistic generative
approach that explicitly addresses the translation invariance of
objects In visual data. The investigated generative model
autonomously learns from unlabeled data with object identity and
position.

Model features:

* object translation explicitly defined as a hidden variable
* object mask defined as binary hidden variables

* learning multiple objects by a mixture model

* maximum likelihood with exact EM on a GPU cluster

Our algorithm successfully extracts desired objects from both
synthetic and real image sequences.

Introduction

Inference and learning from visual data is a challenging task because of noise and the
data's ambiguity. The most advanced vision systems to date are the sensory visual
circuitries of higher vertebrates. To understand and to rebuild biological systems,
they have been modeled using approaches from artificial intelligence, artificial neural
networks, and probabilistic models. In terms of how the problem of invariant
recognition is approached, these models can coarsely be grouped into two classes:
models that passively treat invariances (e.g., [1,2]) and models that actively address
the typical transformation invariances of object identities (e.g., [3-8]). The former
approaches are often feed-forward while the latter approaches are usually recurrent.
In this work we study a probabilistic generative approach that explicitly addresses
the translation invariance of objects in visual data. Object location is modeled using
an explicit hidden variable while the object itself is encoded by a specific spatial
combination of features.

The Generative Model
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The Learning Algorithm

The learning algorithm aims to maximize the data likelihood. The following
update rule is derived by using exact EM.
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Numerical Experiments

Selection of data points:

* In red channel it is the mask at the MAP X position.

Discussion

We studied unsupervised learning with translation invariance in visual
data. Future work aims at:

* learning more objects by using approximate EM

* learning multiple objects per scene with occlusion
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