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Nanoscopic measurements of surface recombination velocity and diffusion
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We use a near-field microscopic technique to probe photoluminescence from the edge area of a
quantum well. Near the edge, surface recombination gives rise to a gradual variation of the
photoluminescence signal on a micrometer length scale. The overall shape in this transition region
depends strongly on the excitation intensity. From solving two dimensional diffusion equations, we
deduce the surface recombination velocity and the diffusion length. It is shown that the surface
recombination velocity decreases with increasing intensity due to the saturation of nonradiative
defect states. €2002 American Institute of Physic§DOI: 10.1063/1.1492307

Surface recombinatio(BR) in semiconductors describes tions and thus is a particularly powerful tool for the nonde-
the annihilation of charge excitations at defect states near thatructive analysis of surface recombination and diffusion
edges of the crystal. Phenomenologically, SR is parametrizegrocesses in semiconductor devices.
by a surface recombination velocity J) that is an important In this letter, we have performed amultaneousano-
factor in characterizing the surface properties. Microscopiscopic measurement of andLp on a semiconductor quan-
cally, the main determining factor for this surface recombi-tum well. Near field microscopy is used to probe PL in the
nation velocity is the recombination center density at thevicinity of the edge of a quantum well sample.
surface, which is related to the overall bulk quality of a  The sample under investigation is a single InGaAs quan-
samplet In modern optoelectronic devices, SR is playing atum well (QW) grown by molecular beam epitaxy on a Si-
more and more critical role as devices become smaller. ldloped GaAs substrate. The 7 nng {gGa, g,As QW is buried
high power diode lasers, for example, it is well known that220 nm below the sample surface. It is clad from both sides
surface recombination increases the thermal load on the mibetween 10 nm GaAs layers, surrounded by 200 nm
ror surfaces, giving rise to thermal runaway and eventuallyAlo ;Gay gAs barriers. After growth, the sample was cleaved
limiting the lifetime of the devicé.With increasing minia- in air in the direction perpendicular to the QW plane. The
turization also the diffusion length is becoming a critical cleaved surface was exposed to a plasma cleaning and coat-
factor? defining the region of the device that is affected bying process in order to improve the surface qualty.
surface recombination. Spatially resolved near-field PL experiments are per-

A variety of different techniques have been used to deformed at room temperature using a near-field microscope
termine the surface recombination velocity and the diffusiod Fig. 1@]. The microscope is used in the illumination/
length (Lp),*~® but most of these measurements suffer fromcollection geometry: the He-Ne excitation lagphoton en-

a lack of adequate spatial resolution. To unambiguously deergy 1.96 eV is transmitted through the near-field fiber
termineLp, it is essential to probe nonequilibrium carrier Probe and PL emitted from the sample is collected through

concentrations with a resolution that is less thap, i.e., the same fiber. An interference filter separates QW PL emis-
typically on the order of Jum in direct band gap Ill/V semi- Sion [centered at 1.30 eV, 15 mev full width at half maxi-
conductors. The same holds true fay, because one needs Mum (FWHM)] from the excitation laser. Uncoated, chemi-
to differentiate between the surface region and the bulk recally etched near-field fiber probes are used, providing 150
gion as defined by the characteristic length scale of the difim spatial resolution and transmission efficiencies close to
fusion length. unity.*2 QW luminescence lifetimes are recorded with a
PhotoluminescencéPL) based techniques are powerful Synchroscan streak camera using a sub-100 fs Ti:sapphire
and nondestructive probes of nonequilibrium carrier distripul@ser centered at 1.57 eV as the impulsive excitation source.

tions and their relaxation dynamiéet, the spatial resolu- Two dimensional near-field PL imagés.(x,y) are re-
tion of far-field PL is often larger thahp . Near-field scan- corded for different excitation powers between 3 and 300

ning optical microscopy (NSOM), providing spatial pW coupled into the near-field fiber probe. Images at 10 and

resolution on the order of 100 nm, overcomes these limita300 #W are shown in Figs. (b) and Xc), respectively.
Strong QW PL is observed at distances 1 um from the

_ surface k=0). The PL decays gradually as the tip ap-
dAuthor to whom correspondance should be addressed: electronic malbroacheS the surface and this agradual decrease is homoage-
malyar@mbi-berlin.de g g

Ypermanent address: Institute of Physics, St. Petersburg State Universit€0US along th?'aXi§v parall_el to the_sampl_e edge. Itis C!ear
198504 St. Petershurg, Russia. that the high intensity PILFig. 1(c)] is spatially more uni-
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FIG. 2. () QW PL line scans signal recorded at different excitation densi-
ties near the sample boundaf=30 uW (squares 100 uW (diamonds,

and 300uW (open circles Near-field reflectivity scaffilled circles show-

ing the spatial resolution of the experimefit) QW PL line scan forP
=100 uW (circles, and simulations to the two-dimensional diffusion model
FIG. 1. (@) Schematic of the near-field PL experiment in illumination/ [EQ. (1)]. Solid line: vs=v,=1x10° cm/s, D=15 cnf/s, 7e=1.7 ns.
collection geometry. The excitation las@hoton energy 1.96 eMs trans- ~ Dashed and dotted liens are fog=5x10° cm/s andv,=3x%10° cm/s,
mitted through a chemically etched, uncoated near-field fiber probe. QW PIrespectively, and the sani

is collected through the same fiber and detected by a single photon counting

system.(b) Two-dimensional, near-field QW PL intensiBL(x,y) near the . .
edge «=0) of the QW sample. Excitation pow=10 uW. PL(x,y) is 1.96 eV, electron-hole pairs are generated in the
color-coded and normalized unitig) As (b), P=300uW. (d) Line-leveled Al ,Ga, gAs regions and are rapidly trapped into the QW.
imageAPL(x,y) of (b), P=10uW. (¢) APL(x.y) of (c), P=300nW. This trapping occurs on a time scale of few tens of ps, much
faster than the QW luminescence life timg. of ~1 ns, as
form than the low intensity PL. Line-leveled images confirmed by time-resolved PL. The photoexcited carriers
APL(x,y) of each figure in Figs.(b) and 1e), respectively, trapped into the QW undergo diffusion within the QW plane.
are shown. We subtract the average value of each columft room temperature, this diffusion is well described by an
and then replot the imageAPL(x,y)=PL(x,y)—(PL) ambipolar diffusion model*® with a characteristic diffusion
X (x), where(PL)(x) denotes the signal average along thelengthLp =D given by the ambipolar diffusion coeffi-
y-axis. This shows strong local fluctuations in the low powercientD and 7. We therefore assume identical electron and
PL image[Fig. 1(d)], in contrast to the almost flat high hole QW densitiesig"=nR"=n, their spatial variation be-
power image[Fig. 1(e)]. Such differences can be explained ing described by the following two-dimensional diffusion
by the saturation of trap states at high excitation levels, agquation:

X (m)

discussed below. 5 >

he PL images are homogeneous al e compare J J _n =
~ Ast ge g Ipng p D| -+ 52N — +n,9(Xg,Yo)=0. )
in Fig. 2(a) only PL line scans along theaxis near the edge y Trec

at different excitation powers. A reflectivity measurement 'SHere,g(xo,yo):(1/J2?a)e’[(x’xo’zﬂy’yo)z]’z"z is a local

inclu_ded (filled_ circles. From_ this curve we can deduce a source term, describing carrier generation by the near-field
spatial resolution of 140 nm in the reflectivity measurement.[ip positioned at Xo,Yo). It is modeled by a Gaussian spatial
In all PL profiles, the PL rises much more slowly as a func'profilel“ with a FW,HM JZTn(2)o of 300 nm. Due to finite
tion of x than the reflectivity, with a characteristic length depth of the buried QW layer, its width is.larger than that
scale of about Jum, approximately the diffusion length of deduced from the reflectivity measurement. The generated

our system. Neglecting the finite spatial resolution, the PLcarrier density is given by the constant. We solve Eq(1)
intensity aroundk=0 would be zero in the limit of an infi- w0 following boundary condition at the sink=0:

nite v (perfectly absorbing boundary conditionghis PL
intensity should increase ag, making the intensity close to an
x=0 a sensitive measure of . ax| T Ush

In order to quantitatively describe the intensity profile x=0
and to deducers andLp, we use a standard steady-stateThe locally detected PL intensityPL(Xq,Yo)offdxdy
diffusion model with a boundary at=0, where the surface -g(Xq,Yo)-n. From the spatial variation of the PL signal

recombination acts as a sink for the carriers. For excitation alone, only two parameters, the diffusion lengtf and the
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PL intensity arounc= 0. Clearly, our experiment is not sen-
sitive to higher values ofs. The experimental PL intensity

at x=0 increases substantially for the higher powers and
hence the perfectly absorbing boundary description becomes
inadequate. Values af, of 1x 10° and 6x 10° cm/s are de-
duced at powers of 100 and 3QOWN, respectively.’” This
density dependence shows that the saturation of nonradiative
recombination near the QW surface is the microscopic

0.5 el 0.0

1 10 100 1000 mechanism behind the decreasevgfat high densities. It is

Power (LW) . . . .
‘ 30 likely that trap-like zero-dimensional centers are
®) 4ol responsiblé® Their areal density can roughly be estimated
from Fig. 3b) as 5x 10 cm 2. It is interesting that this

g eor g o 1% = excitation density coincides with the disappearance of the
< a0 R “E lateral intensity fluctuations in the two-dimensional near-
[} O o - . . . e
fm lwoa field PL imagegFig. 1), i.e., at positions far away from the

2‘0'_ edge. Here, obviously, the microscopic mechanism causing
] these fluctuations is different. Ag. varies only slightly,

0.0 1 1

b 0 o s radiative defects arising, for example from interface
Power (UW) roughnes$? are responsible for the spatial fluctuations of the
PL intensity.

FIG. 3. (a) Diffusion lengthL (open circley deduced from the simulation : : : :
of the near-field PL line scans to the diffusion model and QW PL lifetime In conclusion, this letter describes a teChmque for the

Trec Measured by time resolved PL spectroscdpy.Surface recombination Sim_UItaneous_ nanoscopic measurement ‘_)f Surfa_ce recombi-
velocity (vs, filled circleg and diffusion coefficientD, open circle ex-  nation velocity and diffusion constant in semiconductor
tracted from the simulation of the PL line scans using the measured valueganostructures. Spatially resolved near-field PL scans at the
Of Trec. edge of a quantum well sample are compared to a two di-
) mensional diffusion model and; and L, are deduced for
product - 7ed can be deduced. To independently extractyarious excitation powers. A pronounced decrease, afith
all three parameters of the model, i.B,, 7ie¢, anduvs, ad-  increasing excitation power is a strong indication for satura-
c_j|t|qnal information is needed. Therefore, QW luminescencgion of nonradiative center near the sample surface.
lifetimes 7. are measured by time resolving the QW PL
after fs-excitation at 1.57 eMFig. 3(@)]. Lifetimes of about 2 Financial support by Deutsche Forschungsgemeinschaft
ns, typical for this kind of QW for diode laser applicatiorts, under SFB 296, BMB-F 13N7384/8 and the European
are measured at low excitation densities,, decreases to Union through the EFRE program is gratefully acknowl-
about 1 ns toward the high-density regime. This trend correedged. We thank D. S. Kim for stimulating discussions.
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