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1. Introduction 

In coherent control shaped femtosecond laser pulses are used as a tool to steer the 

ultrafast light-induced dynamics of a quantum system from a given initial state to a 

predefined target state, preferably with high selectivity and high efficiency. Progress in 

this fast expanding research field is reported in recent text books [1-3], review articles [4-

23] and special issues [24-29]. In this review, we focus on advanced control of ultrafast 

electron dynamics with shaped femtosecond laser pulses investigated by photo-

ionization. In the studies presented, the role of photo-ionization is twofold: on the one 

hand, the details of the photo-ionization dynamics are explored, whereas, on the other 

hand, photoelectron spectra are employed as a powerful tool to monitor the controlled 

neutral dynamics.  

 

A deeper understanding of the principles of pulse shaping and the ability to generate 

shaped femtosecond pulses with high precision in the laboratory are two important 

prerequisites to successfully carry out coherent control experiments. Therefore, we start 

this chapter with an introduction to the theoretical and experimental fundamentals of 

pulse shaping and elaborate on control of the time-dependent polarization profile of a 

femtosecond laser pulse, in addition to its temporal envelope and phase. Before we 

present some recent applications, we will clarify the essential concepts of polarization 

shaping including a characterization of the instantaneous frequency and the 

instantaneous polarization state and present several prototypical examples.  

 

Because the emphasis of this review is placed on understanding the physical mechanisms 

of coherent control, we mainly focus our attention on isolated model systems in the gas 

phase. Since the physical basis of coherent control is the manipulation of the 

interferences of matter waves by laser radiation, we will start by investigating the 

transfer of the coherence properties from laser pulses to matter waves. To this end, we 

study the photoionization of potassium atoms with a phase-coherent double pulse 

sequence. Building on this simple example we discuss creation and measurement of 

three dimensional designer free electron wave packets as an example for complex but 

still comprehensible control by polarization-shaped pulses. In addition, two examples of 

adaptive optimization of photoionization processes by polarization-shaped femtosecond 



laser pulses are reported. New physical mechanisms to exert efficient control become 

available when intense femtosecond laser pulses are used. The non-perturbative 

interaction with shaped pulses entails novel dynamics such as complete population 

transfer, Rabi-oscillations or Photon Locking (see below) which are unavailable in weak 

fields and thus opens numerous novel control scenarios. We will portray some prototype 

examples highlighting specific control mechanisms such as non-resonant dynamic Stark 

shifts and bipolar energy shifts through resonant excitation. We introduce the concept of 

control by selective population of dressed states (SPODS) which is particularly suited to 

describe strong field interactions and provides a unified perspective on adiabatic 

techniques and ultrafast switching by phase jumps. Applying these techniques to 

selective excitation of molecules opens the fascinating subject of coherent control of the 

concerted nuclear and electronic dynamics which concludes the section on strong-field 

control. Finally, we present a short overview on recent work on control of ionization 

processes in dielectrics with applications in nano- materials processing. 

 

2. Fundamentals of femtosecond pulse shaping 

In this introductory section we present the fundamentals of femtosecond pulse shaping 

in view of the applications discussed in this chapter, such as photo-ionization of atoms 

and molecules as well as material processing. In this theoretical section a mathematical 

description of femtosecond pulse shaping is presented along with basic definitions and 

relevant equations. Special emphasis is placed on polarization shaping which plays a 

central role in the creation of designer electron wave packets. In addition, the closed 

loop approach to find optimal laser pulses by adaptive feedback learning is summarized 

and a brief description of the experimental implementation of a liquid crystal based 4f 

pulse shaper used in these experiments is given.  

 

2.1. Theoretical description 

In this section we introduce the basic physical quantities of the laser electric field 

which are required to understand the properties of shaped pulses [20,30,31]. We 

will concentrate on pulse shaping by spectral phase modulation with applications to 

control of ultrafast electron dynamics. Polynomial phase functions such as GDD and 

TOD and pulse trains created by sinusoidal phase modulation are investigated in 



some detail. In addition, we discuss spectral phase functions resulting from the 

combined action of two different modulation functions. The pulse duration is a 

central quantity to characterize femtosecond pulses and to classify the interaction in 

terms of the relevant physical time scales. Therefore, we generalize this concept 

towards shaped laser pulses and introduce statistical quantities based on the 

moments of the temporal pulse intensity distribution as a quantitative measure for 

the duration of a shaped pulse. A practical analytic expression for determining the 

pulse duration in frequency domain only using the spectral phase function is given. 

As a reference, analytic expressions for the temporal field envelopes and the 

corresponding pulse durations of the relevant shaped pulses are provided.  

 

2.1.1. Definition of the physical quantities 

We start by considering the linearly polarized real-valued time-dependent 

pulsed laser electric field (in units of Vm-1) 

𝐸(𝑡) =  𝐴(𝑡) co𝑠[𝜔0𝑡 +  𝜁(𝑡)]       (1) 

oscillating with the carrier frequency 𝜔0. Here, 𝐴(𝑡) is the real valued envelope 

of the field and the temporal phase function 𝜁(𝑡) denotes slowly varying 

temporal phase changes. Physically, the temporal phase function is responsible 

for variations in the instantaneous frequency, for instance frequency sweeps or 

phase discontinuities in pulse sequences. Defining the time-dependent detuning 

Δ(𝑡) by the derivative of the temporal phase function 

Δ(𝑡) =
𝑑 𝜁(𝑡)

𝑑𝑡
         (2) 

the instantaneous frequency 𝜔(𝑡) is given by the sum of the laser central 

frequency and the time-dependent detuning 

𝜔(𝑡) = 𝜔0 + Δ(𝑡).        (3)  

Defining the slowly varying – and in general complex valued – function 

ℰ(𝑡) =  𝐴(𝑡)𝑒𝑖 𝜁(𝑡)        (4) 

which is called the complex pulse envelope, Equation (1) can be rewritten as 

𝐸(𝑡) =  𝑅𝑒[ℰ(𝑡) 𝑒𝑖 𝜔0𝑡] =
1

2
[ℰ(𝑡) 𝑒𝑖 𝜔0𝑡 + ℰ∗(𝑡) 𝑒−𝑖 𝜔0𝑡],   (5) 

where the symbol (*) denotes complex conjugation.  

In general, the analytic signals ℰ+(𝑡) and ℰ−(𝑡) are introduced to characterize 

ultrashort shaped laser pulses [30]. However, since the SVEA (Slowly Varying 



Envelope Approximation) applies for the pulses considered here, the envelope 

function ℰ(𝑡) defined by Equation (4) is sufficient to describe the electric field. 

Combining the Equations (3) and (5) provides a useful expression to derive the 

instantaneous detuning directly from the complex envelope without resorting 

to inverse trigonometric functions and hence avoiding phase ambiguities [32] 

∆(𝑡) =  
𝑖

2

ℇ(𝑡) 
𝑑

𝑑𝑡
ℇ∗(𝑡) − ℇ∗(𝑡) 

𝑑

𝑑𝑡
ℇ(𝑡)

ℇ(𝑡) ℇ∗(𝑡)
= −

Im[ℇ(𝑡) 
𝑑

𝑑𝑡
ℇ∗(𝑡)]

|ℇ(𝑡)|2
,     (6)  

where Im denotes the imaginary part and hence, ∆(𝑡) is always a real quantity. 

The spectrum �̃�(𝜔) (in units of Vsm-1) of the laser electric field 𝐸(𝑡) is obtained 

by Fourier transform of 𝐸(𝑡) 

�̃�(𝜔) = ∫ 𝐸(𝑡)𝑒−𝑖𝜔𝑡∞

−∞
𝑑𝑡.       (7) 

Because the field 𝐸(𝑡) is real-valued and oscillates with the carrier 

frequency 𝜔0, its spectrum is Hermitian �̃�(−𝜔) = �̃�∗(𝜔) and has non-vanishing 

contributions only around 𝜔 = +𝜔0 and 𝜔 = −𝜔0. Analogously, the Fourier 

spectrum ℇ̃(𝜔) (also in units of Vsm-1) of the complex valued envelope ℇ(𝑡) is 

given by 

ℇ̃(𝜔) = ∫ ℰ(𝑡)𝑒−𝑖𝜔𝑡∞

−∞
𝑑𝑡        (8) 

and has only non-vanishing components around 𝜔 = 0. For instance, the 

Gaussian 

ℇ(𝑡) =
ℇ0

2
𝑒− ln4 (

𝑡

Δ𝑡
)
2

         (9) 

is a typical example of an unmodulated pulse envelope with an intensity FWHM 

(Full Width at Half Maximum of the intensity envelope 𝐼(𝑡) ∝ ℇ2(𝑡)) of Δ𝑡. The 

corresponding spectrum of the amplitude reads 

ℇ̃(𝜔) =
ℇ0 𝛥𝑡

2
√

𝜋

 ln4
𝑒− ln4 (

ω

Δ𝜔
)
2

,       (10) 

where the intensity FWHM of the spectrum is  

Δ𝜔 =
4 ln2

Δ𝑡
          (11) 

in accordance with the FWHM-bandwidth product for a Gaussian laser pulse 

Δ𝜈 Δ𝑡 =
Δ𝜔 Δ𝑡

2 𝜋
=

4 ln2

2 𝜋
≈ 0.44 .       (12)  

 

2.1.2. Spectral modulation 

Because femtosecond laser pulses are too short to be directly shaped in the 



time domain they are modulated in the frequency domain applying a linear 

spectral transfer function ℳ̃(𝜔) (see section 2.2 for the experimental 

implementation of this approach). The modulated spectrum ℇ̃𝑚𝑜𝑑(𝜔) of the 

shaped pulse is obtained by multiplication of the spectral modulation function 

ℳ̃(𝜔) with the initially unmodulated spectrum 

ℇ̃𝑚𝑜𝑑(𝜔) = ℳ̃(𝜔) ℇ̃(𝜔).       (13) 

Inverse Fourier transform of the whole Equation (13) shows that the modulated 

complex-valued temporal field envelope ℇ𝑚𝑜𝑑(𝑡) is obtained by convolution 

with the temporal modulation function 

ℇ𝑚𝑜𝑑(𝑡) = ℳ(𝑡)  ⊗  ℇ(𝑡),        (14) 

where the modulation functions ℳ(𝑡) and ℳ̃(𝜔) are a Fourier pair and ⊗ 

denotes the convolution. In most cases, however, it is more practical to 

evaluate the expression for the modulated spectrum ℇ̃𝑚𝑜𝑑(𝜔) in Equation (13) 

and derive the shaped pulse in time domain directly from ℇ̃𝑚𝑜𝑑(𝜔) 

by inverse Fourier transform  

ℇ𝑚𝑜𝑑(𝑡) =
1

2𝜋
∫ ℇ̃𝑚𝑜𝑑(𝜔) 𝑒𝑖 𝜔 𝑡𝑑𝜔

∞

−∞
.      (15) 

In general, the spectral modulation function can be decomposed into a spectral 

amplitude modulation function ℛ̃(𝜔) and a spectral phase modulation function 

𝜑(𝜔) by 

ℳ̃(𝜔) = ℛ̃(𝜔)𝑒−𝑖 𝜑(𝜔).       (16) 

Some pulse shapes – such as double pulses [33-35] - require amplitude 

modulation leading to an attenuation of the laser beam. In all conventional 

implementations of pulse shaping the amplitude modulation function fulfils the 

condition |ℛ̃(𝜔)| ≤ 1 because linear spectral filters only allow for attenuation 

of spectral components. For pure phase modulation by optically transparent 

spectral filters, when none of the spectral amplitudes is attenuated (ℛ̃(𝜔) ≡ 1), 

one obtains the basic relation of spectral phase modulation 

ℇ̃𝑚𝑜𝑑(𝜔) = ℇ̃(𝜔)𝑒−𝑖 𝜑(𝜔).       (17) 

Physically it is clear, that in the case of pure phase modulation the pulse energy 

is conserved. Formally, this also follows by applying Parseval’s theorem (see for 

example [36]) to the modulated field  



∫ |ℇ𝑚𝑜𝑑(𝑡)|
2𝑑𝑡 =

1

2𝜋

∞

−∞
∫ |ℇ̃𝑚𝑜𝑑(𝜔)|

2∞

−∞
𝑑𝜔 =

1

2𝜋
∫ |ℇ̃(𝜔)|

2∞

−∞
𝑑𝜔 = ∫ |ℇ(𝑡)|2𝑑𝑡

∞

−∞
 

(18) 

where we made use of the relation |ℇ̃𝑚𝑜𝑑(𝜔)| = |ℇ̃(𝜔)| for pure phase 

modulation. It is remarkable that in the case of phase modulation, besides the 

conservation of the pulse energy shown in Equation (18), the modulus of the 

pulse area |𝜃| = |
𝜇

ℏ
∫ ℇ(𝑡) 𝑑𝑡

∞

−∞
| which is relevant to strong field excitation (see 

Section 3.3 and for example [37-39]), is also conserved. This is seen by 

considering 

 𝜃𝑚𝑜𝑑 = ∫ ℇ𝑚𝑜𝑑(𝑡) 𝑑𝑡
∞

−∞
= ℇ̃𝑚𝑜𝑑(0) = ℇ̃(0)𝑒−𝑖𝜑(0) = 𝑒−𝑖𝜑(0) ∫ ℇ(𝑡) 𝑑𝑡

∞

−∞
=

𝑒−𝑖𝜑(0) 𝜃 ,         (19) 

where 𝜃 and 𝜃𝑚𝑜𝑑  denote the pulse area of unmodulated and the modulated 

pulse respectively. Note that for simplicity both the dipole moment 𝜇 and 

Planck’s constant ℏ were set to unity here.  

 

2.1.3. Combined spectral phase modulation 

If a sum of multiple spectral phase functions 𝜑𝑖(𝜔) is applied, the combined 

action of the linear combination of those phase functions can be decomposed 

into subsequent executions of the corresponding individual phase functions:  

ℳ̃(𝜔) = 𝑒−𝑖[𝜑1(𝜔)+𝜑2(𝜔)] = 𝑒−𝑖 𝜑1(𝜔)𝑒−𝑖 𝜑2(𝜔) = ℳ̃1(𝜔) ℳ̃2(𝜔).  (20) 

In the time domain, the multiplication of spectral modulation functions leads to 

a convolution of the temporal modulation functions. For example, combining 

sinusoidal- and quadratic spectral phase modulation yields a sequence of 

chirped pulses [40] as illustrated in Figure 2(c). In general, is not always easy to 

predict the outcome of combinations of spectral phase functions on the 

temporal pulse shape due to intra-pulse interference effects of the subsequent 

modulations. 

 

2.1.4. Pulse durations 

The pulse duration determines the relevant physical time scale for the light 

matter interaction and is therefore an important experimental parameter. For 

an unmodulated femtosecond pulse the intensity FWHM is often used as a 



quantitative measure for the pulse duration. However, the shape of phase 

modulated pulses is generally very complicated. For instance, shaped pulses can 

be temporally asymmetric, have several maxima or even consist of several 

distinct sub-pulses. In these circumstances, the FWHM – which is generally 

employed to characterize simple bell-shaped distributions – may no longer be a 

meaningful parameter to describe the shaped pulse. A general way to 

characterize the shape of a pulse by statistical methods is based on the 

moments of its intensity distribution. To this end, we define the shape function 

𝑓(𝑡) of the pulse by 

𝑓(𝑡) =
ℇ(𝑡)

√∫|ℇ(𝑡)|2𝑑𝑡
        (21) 

which is independent of the pulse energy such that 𝑓(𝑡) is a normalized 

distribution function 

∫ |𝑓(𝑡)|2
∞

−∞
 𝑑𝑡 = 1.        (22) 

The nth-order moments of the modulus squared of the shape function read 

〈𝑡𝑛〉 = ∫ 𝑡𝑛∞

−∞
|𝑓(𝑡)|2𝑑𝑡.       (23) 

With the above definition of the moments, one might in principle evaluate all of 

the higher order moments of the distribution to fully characterize the pulse. For 

our purpose it is sufficient to define the variance 𝜎2 of the function (𝑡) 

𝜎2 = 〈𝑡2〉 − 〈𝑡〉2 .        (24) 

which is a convenient measure of the statistical pulse duration of a shaped 

pulse. For simple unmodulated pulse shapes the calculation of the variance is 

straightforward. For example the variance of the (normalized) Gaussian shaped 

laser pulse is 

𝜎2 =
Δ𝑡2

8 ln2
.         (25) 

This relation between the variance and the pulse duration will also be applied as 

a definition for the pulse duration from the variance of a modulated pulse 

Δ𝑡mod = σmod √8 ln 2.         (26) 

However, the analytic expression of the time profile of phase modulated pulses 

may be overly complicated or even unknown precluding the analytic calculation 

of the variance. In this case numerical techniques can be used to determine the 

pulse duration. It is more insightful to calculate the variance directly in the 



spectral domain only by referring to the spectral phase function 𝜑(𝜔). To this 

end, we assume the shape function of the modulated pulse to be generated by 

spectral phase modulation in analogy to Equation (16) 

�̃�𝑚𝑜𝑑(𝜔) = �̃�(𝜔)𝑒−𝑖𝜑(𝜔).        (27) 

If we further assume that the spectrum of the unmodulated function 𝑓(𝑡) is 

real-valued, i.e. it has no additional temporal phase, and the first moment of the 

unmodulated function vanishes (which is always the case for an even 

unmodulated shape function 𝑓(𝑡) and could be achieved by time-shifting of the 

unmodulated pulse otherwise), we obtain a convenient expression for the 

variance of the modulated pulse in the frequency domain 

𝜎𝑚𝑜𝑑
2 = 𝜎2 +

1

2𝜋
∫ [�̃�(𝜔)]2

∞

−∞
[𝜑′(𝜔)]2 𝑑𝜔 − {

1

2𝜋
∫ [�̃�(𝜔)]2

∞

−∞
𝜑′(𝜔) 𝑑𝜔}

2

  

 (28) 

where 𝜎2 denotes the variance of the unmodulated pulse (see for example 

[41,42] for a derivation). Equation (28) illustrates that the group delay function 

𝜑′(𝜔) determines the pulse duration and provides a powerful tool to calculate 

the statistical pulse duration even in cases where the pulse shape function is 

unknown.  

 

2.1.5. Examples of spectral phase functions  

We now consider some examples of spectral phase modulation (GDD, TOD, 

sinusoidal modulation and combinations thereof) which are relevant to the 

experiments on control of electron dynamics with shaped femtosecond laser 

pulses presented in this chapter. 

 

2.1.5.1. Polynomial spectral phase modulation functions 

A simple approach to understand the physical significance of a spectral 

phase function 𝜑(𝜔) with respect to the temporal pulse shape is based on 

its Taylor series resulting in a sum of polynomial phase functions  

𝜑(𝜔) = 𝜙0 + 𝜙1 ∙ 𝜔 +
𝜙2

2!
∙ 𝜔2 +

𝜙3

3!
∙ 𝜔3 + ⋯ .   (29) 

The absolute phase, which relates the carrier oscillation to the envelope, is 

modulated if the first term 𝜙0 is non-zero. Although this type of 

modulation can be important for coherent control experiments [43] and 



plays an important role for experiments with Carrier-Envelope-Phase (CEP) 

stabilized femtosecond laser pulses [44-49], it does not influence the pulse 

envelope and is therefore not considered here. In accordance with the 

Fourier shift theorem, the linear term in the spectral modulation function 

𝜙1 ∙ 𝜔 is responsible for a time shift of the pulse envelope by 𝑡 = 𝜙1 with 

respect to the unmodulated pulse. However it should be noted that, unlike 

the case in interferometric setups, the envelope is shifted rather than a 

copy of the pulse implying a change of the CEP phase. 

 

Second order spectral phase function 

Quadratic phase modulation – also termed Group Delay Dispersion (GDD) 

– using the spectral phase function  

𝜑𝐺𝐷𝐷(𝜔) =
𝜙2

2!
∙ 𝜔2        (30) 

plays a major role in coherent control (see for example [50-56]). Often 

both the group delay dispersion function  

𝐺𝐷𝐷(𝜔) =  
𝑑2

𝑑𝜔2  𝜑(𝜔)        (31) 

and the modulation parameter 𝜙2 are referred to as GDD. However, only 

in the special case of polynomial spectral phase modulation up to the 

second-order both quantities are identical. By applying 𝜑𝐺𝐷𝐷(𝜔), the 

modulated spectrum reads  

ℇ̃𝐺𝐷𝐷(𝜔) = ℇ̃(𝜔)𝑒−𝑖𝜑𝐺𝐷𝐷(𝜔).        (32) 

As a consequence, the pulse duration of the laser radiation is modified and 

a linear frequency sweep is introduced. Assuming a bandwidth limited 

Gaussian input pulse with a pulse duration Δ𝑡 (see Equation (9)) the 

chirped pulse remains Gaussian shaped and reads 

ℇ𝐺𝐷𝐷(𝑡) =
ℇ0 

2
 
1

𝛾
1
4

 𝑒
−

𝑡2

4 𝛽 𝛾 𝑒𝑖 (𝛼 𝑡2− 𝜖),     (33) 

where 

𝛼 =
𝜙2

8 𝛽2 𝛾
 , 𝛽 =

∆𝑡2

8 ln2
 , 𝛾 = 1 +

𝜙2
2

4 𝛽2 and 𝜀 =
1

2
arctan (

𝜙2

2𝛽
)  (34) 

featuring an increased variance of 

σ𝐺𝐷𝐷
2 = 𝜎2 + 2 ln(2) (

𝜙2

Δ𝑡
)
2

= 𝜎2 + δ𝐺𝐷𝐷
2 ,    (35) 



where δ𝐺𝐷𝐷
2  describes the additional lengthening due to GDD. The 

frequency sweep is characterized by a linear change of the instantaneous 

detuning  

Δ(𝑡) = 2 𝛼 𝑡,        (36) 

where the parameter 𝛼  

𝛼 = {2 𝜙2 +
Δ𝑡4

8 𝜙2[ln 2]2 
}
−1

       (37) 

describes the chirp rate. A positive value of 𝜙2 leads to an “up-chirp” 

characterized by an increase of the instantaneous frequency, whereas a 

negative 𝜙2 implies a decrease of Δ(𝑡), known as “down-chirp”. With 

increasing chirp parameter 𝜙2, the pulse duration increases according to 

Equation (35) accompanied by a reduction in intensity (see Figure 1(a)). 

Equation (37) shows that the chirp rate is a non-monotonic function of the 

chirp parameter 𝜙2.  

 

Third order spectral phase function 

 Third Order Dispersion (TOD) given by the spectral phase function 

𝜑𝑇𝑂𝐷(𝜔) =
𝜙3

3!
∙ 𝜔3        (38) 

results in an asymmetric pulse shape and is analytically described by a 

damped Airy function [30,57]. The analytic expression for the temporal 

profile reads 

ℇ𝑇𝑂𝐷(𝑡) =  
ℇ0

2
 √

𝜋

2 ln2
 
Δ𝑡

|𝜗|
 𝑒

ln2

2
 

2
3
𝜏−𝑡

𝜏1/2  𝐴𝑖 (
𝜏−𝑡

𝜗
)      (39) 

with 𝜗 = √
|𝜙3|

2

3
 sign(𝜙3) , 𝜏 =

Δ𝑡4

32 𝜙3 (ln2)2
 and 𝜏1/2 =

2 𝜙3(ln2)2

Δ𝑡2
,   (40) 

where 𝐴𝑖(𝑧) is the Airy function and the substitutions for 𝜗, 𝜏 and 𝜏1/2 are 

so chosen as to describe meaningful physically quantities in units of time. 

Equation (39) shows that the modulated temporal pulse shape ℇ𝑇𝑂𝐷(𝑡) is 

given by the product of an exponentially decaying function with a half-life 

period of 𝜏1/2 and the Airy function shifted by a delay of 𝜏 and scaled by 𝜗. 

Figure 1 (b) shows an example of a pulse subjected to third order 

dispersion. TOD leads to a quadratic group delay 𝜑′(𝜔) =
𝜙3

2
𝜔2. 



Therefore, for a positive value of 𝜙3, the central frequency of the pulse 

arrives first, while frequency bands on either side of the central frequency 

arrive later. The two frequency bands which are symmetrically detuned 

cause beats in the temporal intensity profile explaining the oscillations 

after (or before if 𝜙3 < 0) the main pulse. The beating is also responsible 

for the phase jumps of   which occur at the zeros of the Airy function. 

Most of the relevant properties of TOD modulation are determined by the 

parameter 𝜗 which is proportional to √|𝜙3|
3

. The ratio of 𝜗/Δ𝑡 determines 

whether the pulse is significantly modulated. As a rule of thumb, only if 

|𝜗/Δ𝑡 | ≫ 1 a series of sub-pulses and phase jumps are observed. Also, the 

time shift of the most intense sub-pulse with respect to the unmodulated 

pulse and the FWHM of the sub-pulses are in the order of 𝜗. The highly 

asymmetric TOD pulse is a good example to see that the FWHM is not a 

representative quantity. Instead, the statistical definition of the pulse 

duration (Equation (28)) yields a formula similar to Equation (35) for the 

chirp to describe the duration of the TOD modulated pulse  

σ𝑇𝑂𝐷
2 = 𝜎2 + 2 [ln(2)]2 (

𝜙3

Δ𝑡2)
2

= 𝜎2 + δ𝑇𝑂𝐷
2  .    (41) 

For the applications in materials processing (see Section 4) the remarkable 

features of TOD are (i) temporal symmetry-breaking of the envelope 

implying control on the time-dependent energy flux onto the sample and 

(ii) the ability to produce a short intense pulse accompanied by a weak 

long pulse train. It has been demonstrated that this type of modulation is 

well suited to control basic ionization processes to manipulate the ablation 

dynamics [20,58,59]. 



 

Figure 1 Examples of a spectrally modulated 20 fs (intensity FWHM) pulse. For 

reference the intensity envelope 𝐼(𝑡) of the unmodulated pulse is depicted as 

black dashed line. The intensity profile Imod(t) of the modulated pulse is shown in 

red. The blue line indicates the instantaneous detuning Δ(𝑡) =
𝑑

𝑑𝑡
𝜁(𝑡) = 𝜔(𝑡) −

𝜔0. (a) The second order spectral phase function 𝜑𝐺𝐷𝐷(𝜔) =  
𝜙2

2!
𝜔2 with 𝜙2 =

750 fs2 generates a chirped laser pulse with a temporally symmetric intensity 

distribution and linearly increasing instantaneous frequency. (b) Third Order 

Dispersion (TOD) 𝜑𝑇𝑂𝐷(𝜔) =  
𝜙3

3!
𝜔3 with 𝜙3 = 20 000 fs3 generates an 

asymmetric temporal intensity profile at the central frequency, i.e. Δ(𝑡) ≡ 0. 

Therefore, the temporal phase 𝜁(𝑡) is plotted (magenta) rather than the 

instantaneous frequency. (c) Combination of both spectral modulation functions 

𝜑(𝜔) = 𝜑𝐺𝐷𝐷(𝜔) + 𝜑𝑇𝑂𝐷(𝜔) produces an asymmetric intenstity profile with 

asymmetric instantaneous frequency evolution.  

 



Combined second and third order modulation 

An example for the application of combined GDD and TOD modulation 

along with a derivation of the analytical expression for the field envelope 

ℇ𝐺𝐷𝐷𝑇𝑂𝐷(𝑡) can be found in [32]. Here we report the result of the 

derivation 

ℇ𝐺𝐷𝐷𝑇𝑂𝐷(𝑡) =
ℇ0

2

Δ𝑡

| 𝜗|
√

𝜋

2 ln2
 𝑒

8

3Ω6𝜙3
2 
−

2 𝑡

Ω2 𝜙3𝐴𝑖 (

2

Ω4 𝜙3
−𝑡

 𝜗
)    (42) 

with 
1

Ω2
=

ln 4

Δ𝜔2
+ 𝑖

𝜙2

2
       (43) 

and 𝜗 defined in Equation (40). Equation (42) shows that the GDD/TOD-

modulated field is again a product of an exponential function and an Airy 

function. However, since Ω is complex valued both the exponential 

function and the Airy function have in general complex valued arguments. 

If 𝜙2 → 0, i.e. in the case of pure TOD modulation, the modulated field 

converges to the exponentially damped Airy function described above. 

Likewise, the chirped pulse is reproduced if 𝜙3 → 0. Combined modulation 

by GDD and TOD results in complicated pulse shapes with an asymmetric 

temporal intensity profile as well as a temporally asymmetric 

instantaneous detuning (see Figure 1 (c)). Coherent control by combined 

GDD and TOD spectral modulation was reported in a study on the 

enhancement of the three-photon absorption probability of iodine [60]. 

More recently, GDD/TOD modulation was used to exert efficient and 

robust strong-field control on the population transfer in a sensitizer dye 

[32]. In addition, coherent control of the fluorescence of colloidal 

semiconductor nanocrystals with combined GDD and TOD modulation has 

recently been reported [61]. In that publication, it was demonstrated 

experimentally that GDD/TOD modulated pulses are a versatile 

spectroscopic tool to probe and to control multi-photon processes. The 

analytical analysis of the higher-order spectrum reported in [61] revealed 

that combined GDD and TOD modulation allows to scan the second-order 

spectrum with a preselected narrow bandwidth by varying 𝜙2 at a given 

value of 𝜙3. Despite the complicated pulse structure, the pulse duration - 

calculated in frequency domain by Equation (28) – is obtained by 



summation over the contributing additional terms of GDD and TOD 

suggesting that GDD and TOD modulation are somehow “independent” 

σ𝐺𝐷𝐷𝑇𝑂𝐷
2 = 𝜎2 +2 ln(2) (

𝜙2

Δ𝑡
)
2

+ 2 [ln(2)]2 (
𝜙3

Δ𝑡2)
2

= 𝜎2 + δ𝐺𝐷𝐷
2 + δ𝑇𝑂𝐷

2 .

 (44) 

 

2.1.5.2. Periodic spectral phase modulation  

Periodic spectral phase modulation functions play an important role in 

coherent control. Numerous experiments and theoretical studies on 

coherent control by sinusoidal phase modulation have been carried out on 

atoms [38,39,43,62,63] and molecules [16,17,64-72]. Applying sinusoidal 

phase modulation  

𝜑𝑆𝐼𝑁(𝜔) = 𝐴 sin(𝜔 𝑇 + 𝜙)        (45) 

to the spectrum generates the modulated field envelope 

ℇ𝑆𝐼𝑁(𝑡) = ∑  𝐽𝑛(𝐴) ℇ(𝑡 − 𝑛 𝑇) 𝑒−𝑖 𝑛 𝜙∞
𝑛=−∞  ,    (46) 

where ℇ(𝑡) is the unmodulated field envelope, and 𝐽𝑛 the Bessel function 

of the first kind and order 𝑛. Equation (46) shows that sinusoidal phase 

modulation in frequency domain produces a sequence of sub-pulses with a 

temporal separation determined by the parameter 𝑇 and well defined 

relative temporal phases controlled by the absolute phase 𝜙 of the sine 

function. Provided the individual sub-pulses are temporally separated, i.e. 

𝑇 ≫ ∆𝑡, the envelope of each sub-pulse is a scaled and shifted replica of 

the unmodulated pulse envelope. The amplitudes of the sub-pulses are 

controlled by the modulation parameter 𝐴 via the Bessel function 𝐽𝑛(𝐴). If 

the temporal separation of the pulses is smaller than the pulse duration, 

i.e. 𝑇 ≪ ∆𝑡, the sub-pulses with different phases overlap giving rise to a 

complicated temporal profile and variations of the instantaneous 

frequency (see Figure 2(c)). A more detailed description of the effect of 

sinusoidal phase modulation can be found in [39,63]. Experiments on 

coherent control of ultrafast electron dynamics by intense sinusoidally 

modulated fields will be discussed in Section 3.3.4 and 3.3.5. 

 



 

Figure 2 Sinusoidal spectral phase modulation 𝜑𝑆𝐼𝑁(𝜔) = 𝐴 sin(𝜔𝑇 + 𝜙) 

produces pulse sequences with phase jumps between adjacent sub-pulses. (a) 

sinusoidal phase modulation with the parameters 𝐴 = 1.2, 𝑇 = 65 fs and 𝜙 =

𝜋/3 leading to a sequence of separated pulses. Note that in (a) the temporal 

phase 𝜁(𝑡) is plotted (magenta) rather than the instantaneous frequency. (b) 

sinusoidal modulation with the parameters 𝐴 = 2.0, 𝑇 = 20 fs and 𝜙 = 𝜋/3 

leads to overlapping sub-pulses. (c) Combination of sinusoidal and GDD 

modulation with the parameters 𝐴 = 1.2, 𝑇 = 100 fs, 𝜙 = 𝜋/4 and 𝜙2 =

250 fs2. This combination generates a sequence of chirped pulses. The frequency 

sweep of each sub-pulse is seen in the instantaneous detuning Δ(𝑡).  

 

2.1.6. Polarization shaping 

A new degree of control became accessible with the ability to control the time-

dependent polarization state of a femtosecond laser pulse in addition to its 

temporal structure [73]. The physical rational for the enhanced controllability is 



the manipulation of the vectorial properties of the light-matter interaction. 

Polarization shaping was for instance applied to coherent control of atomic and 

molecular dynamics [74-77], adaptive sub-wavelength control of nano-optical 

fields [78] and non-linear microscopy [79]. In addition, polarization-shaped laser 

pulses have been used to create polarization-shaped ultraviolet femtosecond 

pulses [80] and double pulse sequences with zeptosecond precision [35]. In 

general, any polarization state can be created by the superposition of two 

orthogonal linearly polarized fields with appropriate phases. Therefore, in order 

to describe polarization-shaped pulses, we start by considering the time-

dependent unmodulated field envelope perpendicular to the propagation 

direction 

ℇ⃗⃗ (𝑡) = (
ℇ𝑥(𝑡)

ℇ𝑦(𝑡)
).         (47) 

Independent spectral phase modulation of two orthogonal components of the 

spectrum ℇ⃗⃗̃ (𝜔) = (ℇ̃𝑥(𝜔), ℇ̃𝑦(𝜔)) by the two phase functions 𝜑𝑥(𝜔) and 

𝜑𝑦(𝜔) using 

(
ℇ̃𝑥,𝑚𝑜𝑑(𝜔)

ℇ̃𝑦,𝑚𝑜𝑑(𝜔)
) = (

ℇ̃𝑥(𝜔) 𝑒−𝑖𝜑𝑥(𝜔)

ℇ̃𝑦(𝜔) 𝑒−𝑖𝜑𝑦(𝜔))       (48) 

yields two linearly polarized modulated spectral light fields ℇ̃𝑥,𝑚𝑜𝑑(𝜔) and 

ℇ̃𝑦,𝑚𝑜𝑑(𝜔) resulting in the polarization-shaped temporal field  

ℇ⃗⃗ 𝑚𝑜𝑑(𝑡) = (
ℇ𝑥,𝑚𝑜𝑑(𝑡)

ℇ𝑦,𝑚𝑜𝑑(𝑡)
) ,        (49) 

where the complex valued temporal envelope functions ℇ𝑥,𝑚𝑜𝑑(𝑡) and 

ℇ𝑦,𝑚𝑜𝑑(𝑡) are obtained by inverse Fourier transform of the respective 

modulated spectra [76]. Although both components of the time dependent 

envelope of the modulated field ℇ𝑥,𝑚𝑜𝑑(𝑡) and ℇ𝑦,𝑚𝑜𝑑(𝑡) fully describe the 

polarization-shaped femtosecond laser pulse, we introduce the instantaneous 

polarization state and the instantaneous frequency in order to better 

characterize its physical properties [73]. For a simplified notation we will 

momentarily suppress the index mod in Equation (49) and use instead 

Equation (47) to describe the modulated field as well. Similar to the linearly 

polarized case (Equation (5)), the real valued fast oscillating field is obtained by 



�⃗� (𝑡) = (
𝐸𝑥(𝑡)

𝐸𝑦(𝑡)
) = 𝑅𝑒[ ℇ⃗⃗ (𝑡) 𝑒𝑖 𝜔0 𝑡] = 𝑅𝑒 [(

ℇ𝑥(𝑡)

ℇ𝑦(𝑡)
) 𝑒𝑖 𝜔0 𝑡] .   (50) 

Instantaneous ellipticity 

In order to characterize the instantaneous polarization state, we derive the 

parameters to define the instantaneous ellipticity. To this end, the slowly 

varying envelope function ℇ⃗⃗ (𝑡) is assumed to be constant over one optical 

period, thus the ellipticity within this time interval is well-defined. In order to 

determine the ellipticity parameters at a given time 𝑡0 within the pulse, we start 

by considering the initial electric field amplitudes 𝐴 = |ℇ𝑥(𝑡0)| and 𝐵 =

|ℇ𝑦(𝑡0)| with the respective temporal phases 𝛼 = Arg[ℇ𝑥(𝑡0)] and 𝛽 =

Arg[ℇ𝑦(𝑡0)]. The ellipse is constructed by multiplication of the initial complex 

valued electric field vector 

ℇ⃗⃗ (𝑡0) = (
ℇ𝑥(𝑡0)

ℇ𝑦(𝑡0)
) = (𝐴 𝑒𝑖 𝛼

𝐵 𝑒𝑖 𝛽
)       (51) 

with the phase factor 𝑒𝑖 𝜒, where 𝜒 sweeps through the interval of (0,2𝜋).  

Accordingly, the real valued field reads 

�⃗� (𝜒) = (
𝐸𝑥(𝜒)

𝐸𝑦(𝜒)
) = 𝑅𝑒 [(

ℇ𝑥

ℇ𝑦
) 𝑒𝑖 𝜒] = 𝑅𝑒 [(𝐴𝑒𝑖 𝛼

𝐵𝑒𝑖 𝛽
) 𝑒𝑖 𝜒 ] = (

𝐴 cos(𝜒 + 𝛼)

𝐵 cos(𝜒 + 𝛽)
) (52) 

and hence �⃗� (𝜒) describes an ellipse around the origin (see Figure 3). If 𝛼 = 𝛽 ±

𝑛𝜋, the ellipse degenerates yielding linearly polarized light. Initially, the angle of 

the electric field vector �⃗� (0) is described by 

𝜀0 = arctan (
𝐵 cos(𝛽)

𝐴 cos(𝛼)
) .        (53) 

The phases 𝜒1 and 𝜒2 of the two semi axes relative to the initial phases 𝛼 and 𝛽 

are given by 

𝜒1 =
1

4𝑖
ln(𝑧) and 𝜒2 = 𝜒1 +

𝜋

2
 , with  𝑧 =

𝐴2𝑒−2𝑖𝛼+𝐵2𝑒−2𝑖𝛽

𝐴2𝑒2𝑖𝛼+𝐵2𝑒2𝑖𝛽     (54) 

being a complex number with the modulus of unity, i.e. |𝑧| = 1. Therefore, the 

phases 𝜒1 and 𝜒2 are both real valued. Because 𝜒2 = 𝜒1 +
𝜋

2
, it is sufficient to 

specify one of the two phases. The angle of both semi axes of the polarization 

ellipse is determined by adding the phases 𝜒1 and 𝜒2 to the initial phases 𝛼 and 

𝛽 respectively, i.e. 𝛼 + 𝜒1 and 𝛽 + 𝜒1 for one semi axis and 𝛼 + 𝜒2 and 𝛽 + 𝜒2 

for the other. The angles of both axes read explicitly  



𝜀𝑎 = arctan (
𝐵 cos(𝛽+𝜒1) 

𝐴 cos(𝛼+𝜒1)
) and 𝜀𝑏 = arctan (

𝐵 cos(𝛽+𝜒2) 

𝐴 cos(𝛼+𝜒2)
) .   (55) 

The modulus of the vector �⃗� (𝜒) describing the ellipse reads 

|�⃗� (𝜒)| =  √𝐸𝑥
2(𝜒) + 𝐸𝑦

2(𝜒) = √𝐴2cos2(𝜒 + 𝛼) + 𝐵2cos2(𝜒 + 𝛽) . (56) 

 

Figure 3 Instantaneous polarization ellipse for one optical cycle. The ellipse is 

generated by the electric field vector �⃗� (𝜒), where 𝜒 sweeps through the interval of 

(0,2𝜋). Initially, the electric field vector starts at the position (𝑅𝑒[ℇ𝑥], 𝑅𝑒[ℇ𝑦]) with an 

angle 𝜀0 and evolves in the direction of the large arrow on the ellipse. The 

instantaneous polarization state is characterized by the semi axes 𝑎 and 𝑏 and one of 

the corresponding angles 𝜀𝑎 and 𝜀𝑏. 

 

A convenient way to derive the relative phases 𝜒1 and 𝜒2 of the two semi axes is 

based on determining the extreme values of the modulus of the field as a 

function of the phase 𝜒. Equipped with the two relative phases of the extreme 

values, the length of the two semi axes is calculated by 

𝑎 = |�⃗� (𝜒1)| =  √𝐸𝑥
2(𝜒1) + 𝐸𝑦

2(𝜒1) and  

𝑏 = |�⃗� (𝜒2)| =  √𝐸𝑥
2(𝜒2) + 𝐸𝑦

2(𝜒2).       (57) 

The instantaneous polarization state is defined by the two semi axes 𝑎 and 𝑏 

along with the respective rotation angles of the ellipse 𝜀𝑎 and 𝜀𝑏. Since the two 

semi axes of the ellipse are at right angle, one of the angles 𝜀𝑎 and 𝜀𝑏 is 

sufficient for the construction of the ellipse. Note that the mapping of 𝑎 and 𝑏 

to the major and minor semi axis is not unique. However, the mapping is 

directly related to the initial field parameters by 

𝑐 = 𝑎2 − 𝑏2 = 𝐴2 𝑅𝑒[𝑧 𝑒2𝑖𝛼] + 𝐵2 𝑅𝑒[𝑧 𝑒2𝑖𝛽] .    (58) 



If 𝑐 > 0, then 𝑎 is the major semi axes, otherwise, if 𝑐 < 0, 𝑏 is the major axis. 

The instantaneous polarization is circular if 𝑐 = 0. In all figures showing 

polarization-shaped pulses, the ellipses with the two semi axes 𝑎 and 𝑏 rotated 

by the corresponding angle were used to represent the instantaneous ellipticity 

for the shaped pulses. The color coding for the ellipses is derived from the 

instantaneous frequency. 

 

The above analysis yields explicit values for both semi-axes and the 

corresponding rotation angle. Alternatively, the vectors of both semi axes 𝑎  and 

�⃗�  can be derived employing singular value decomposition (SVD) of a matrix ℳ, 

which represents the ellipse defined in Equation (52): 

�⃗� (𝜒) = (
𝐴 cos(𝜒 + 𝛼)
𝐵 cos(𝜒 + 𝛽)

). 

Starting from the above representation we define the vectors 

𝐴 = (
𝐴 cos(𝛼)

𝐵 cos(𝛽)
)         (59a) 

and 

�⃗� = (
𝐴 sin(𝛼)
𝐵 sin(𝛽)

)         (59b) 

so as to obtain 

�⃗� (𝜒) = 𝐴 cos(𝜒) − �⃗� sin(𝜒) = ℳ (
 cos(𝜒)

 sin(𝜒)
)     (60) 

with the matrix 

ℳ = (
𝐴 cos(𝛼) −𝐴 sin(𝛼)

𝐵 cos(𝛽) −𝐵 sin(𝛽)
).       (61) 

Through SVD, the matrix ℳ is decomposed into 

ℳ = 𝒯 Λ 𝒮†         (62) 

where 𝒯 and 𝒮† are unitary rotation matrices and Λ is a diagonal matrix containing the 

singular values of ℳ. The two semi axes 𝑎  and �⃗�  are then obtained by 

𝑎  =  𝒯 Λ 𝑒 1         (63a) 

�⃗�  = 𝒯 Λ 𝑒 2.         (63b) 

 

 

 



Instantaneous frequency 

In order to provide a unique color for each ellipse, we determine a single time 

dependent instantaneous frequency ϖ(𝑡) for the polarization-shaped pulse 

which is in general composed of two components with different time 

dependent instantaneous frequencies 𝜔𝑥(𝑡) and 𝜔𝑦(𝑡). We strive to obtain an 

expression for the instantaneous frequency which is derived without 

ambiguities from inverse trigonometric functions and which is physically 

plausible. To this end, we need to slightly generalize the ansatz made in 

Equation (52) by writing 

�⃗� (𝑡) = (
𝐸𝑥(𝑡)

𝐸𝑦(𝑡)
) = 𝑅𝑒 [ (

ℇ𝑥(𝑡) 𝑒
𝑖 𝜔𝑥 𝑡

ℇ𝑦(𝑡) 𝑒
𝑖 𝜔𝑦 𝑡)]      (64) 

in order to allow for two different frequencies 𝜔𝑥 and 𝜔𝑦. Here, we assume that 

the two frequencies 𝜔𝑥 and 𝜔𝑦 are time independent over one optical cycle and 

have already been determined from the complex fields, for example with the 

help of Equation (6). By evaluating the real part in Equation (64) and again 

assuming that A, B, 𝛼 and 𝛽 are constant over one optical period, we see that 

�⃗� (𝑡) = (
𝐴 cos(𝜔𝑥 𝑡 + 𝛼)

𝐵 cos(𝜔𝑦 𝑡 + 𝛽)
)        (65) 

and hence, we obtain for the modulus of �⃗� (𝑡) similar to Equation (56) 

|�⃗⃗� (𝑡)| = √𝐸𝑥
2(𝑡) + 𝐸𝑦

2(𝑡) = √𝐴2 cos2(𝜔𝑥 𝑡 + 𝛼) + 𝐵2 cos2(𝜔𝑦 𝑡 + 𝛽) . (66) 

During one optical cycle the electric field vector sweeps twice through the apex 

giving rise to two maxima. Therefore, the time dependent modulus of the 

electric field oscillates with double the instantaneous frequency (see Figure 4). 

The instantaneous frequency is determined by applying again Equation (6) to 

the analytic signal corresponding to |�⃗⃗� (𝑡)|
2
 

1

4
𝐴2𝑒2𝑖(𝜔𝑥 𝑡 + 𝛼) +

1

4
𝐵2𝑒2𝑖(𝜔𝑦 𝑡 + 𝛽)       (67) 

and subsequent division by two. Ignoring the oscillatory terms, we obtain 

ϖ(𝑡) =
 𝐴4 𝜔𝑥(𝑡) + 𝐵4 𝜔𝑦(𝑡) 

 𝐴4 + 𝐵4  ,       (68) 

i.e. the instantaneous frequency of the polarization-shaped laser pulse ϖ(𝑡) is 

the weighted average of the instantaneous frequencies 𝜔𝑥(𝑡) and 𝜔𝑦(𝑡) of the 

two electric field components where the weights are determined by the field 



amplitudes 𝐴4 and 𝐵4. Equation (68) displays the physically expected properties 

for the limiting values, for example ϖ = 𝜔𝑥 = 𝜔𝑦 if both instantaneous 

frequencies are equal. If one component vanishes (say 𝐵 = 0) the frequency is 

determined by the other component ϖ = 𝜔𝑥 and if both field components have 

the same amplitude 𝐴 = 𝐵, the frequency is the arithmetic mean ϖ =
𝜔𝑥+𝜔𝑦

2
 of 

both frequencies. 

 

Figure 4 The field �⃗� (𝑡) (upper panels) with the two components 𝐸𝑥(𝑡) and 𝐸𝑦(𝑡) 

(lower panel) with different instantaneous frequencies 𝜔𝑥 and 𝜔𝑦 describes only 

approximate ellipses. The comparison between the oscillations of |�⃗� (𝑡)| (thick black 

line) and the sinusoidal oscillation with a frequency of ϖ(𝑡) (middle) shows good 

agreement. Red dots indicate the positions of the major semi axis whereas the blue 

dots show the positions of the minor semi axis.  

 

Figure 4 shows the oscillations of |�⃗� (𝑡)|(thick black line) which are used to 

define the instantaneous frequency of a polarization-shaped femtosecond laser 

pulse. For clarity, 𝜔𝑥 and 𝜔𝑦 have been chosen time independent in this 

illustration. The comparison with the sinusoidal oscillation with the frequency 

ϖ(𝑡) shows good agreement. Because the field has two different instantaneous 

frequencies 𝜔𝑥 and 𝜔𝑦, the field vector �⃗� (𝑡) describes only approximately an 

ellipse during one optical cycle, i.e. the ellipses are “open”. Due to the 

difference in frequency the semi axes change their length and orientation. The 

red dots in Figure 4 indicate the positions of the major semi axis whereas the 



blue dots show the positions of the minor semi axis. Note that the field |�⃗� (𝑡)| 

has two maxima and two minima for each oscillation as seen by comparison of 

|�⃗� (𝑡)| with 𝐸𝑥(𝑡) and 𝐸𝑦(𝑡) in Figure 4. Figure 5 shows a gallery of prototypical 

polarization-shaped laser pulses generated by the above procedure. 

 

Figure 5 Gallery of polarization-shaped laser pulses represented by ellipses with the 

semi axes 𝑎 and 𝑏 rotated by the respective angles 𝜀𝑎 and 𝜀𝑏. The color represents the 

instantaneous frequency according to Equation (68). The spectral phase functions are 

(a) 𝜑𝑥(𝜔) =  
𝜙2

2!
𝜔2 and 𝜑𝑦(𝜔) = 𝜙1𝜔 +

𝜙3

3!
𝜔3 with 𝜙1 =  500 fs, 𝜙2 = 5000 fs2 and 

𝜙3 = −32000 fs3, (b) 𝜑𝑥(𝜔) = sin(𝜔𝑇) and 𝜑𝑦(𝜔) = cos(𝜔𝑇) with 𝑇 = 125 fs, (c) 

𝜑𝑥(𝜔) = 𝜏|𝜔| and 𝜑𝑦(𝜔) =
𝜋

2
sign(𝜔) with 𝜏 = 375 fs, (d) 𝜑𝑥(𝜔) =

𝜙2

2!
𝜔2 and 

𝜑𝑦(𝜔) = sin(𝜔𝑇) with 𝜙2 = 5000 fs2 and 𝑇 = 250 fs, (e) 𝜑𝑥(𝜔) = −
1

4
arctan (

𝜔+𝛿𝜔

Δ𝜔
) 



and 𝜑𝑦(𝜔) = −
𝜋

2
+

1

4
arctan (

𝜔−𝛿𝜔

Δ𝜔
) with 𝛿𝜔 = 1 mradfs–1 and Δ𝜔 = 1.25 mradfs–1, 

(f) 𝜑𝑥(𝜔) = 𝜏|𝜔 − 𝛿𝜔| and 𝜑𝑦(𝜔) = 𝜏|𝜔 − 𝛿𝜔| +
𝜋

4
sign(𝜔 − 𝛿𝜔) with 𝜏 = −250 fs 

and 𝛿𝜔 = 5 mradfs–1. 

 

2.2. Experimental implementation 

Various experimental laser pulse shaping techniques are reviewed in the literature 

[9,30,31,81-83]. Recently, precision pulse shaping down to the zeptosecond regime 

has been reported opening the route to control electron dynamics with 

unprecedented precision [35]. A spectral phase modulator generating quasi-

arbitrary spectral phase functions 𝜑(𝜔) can be experimentally implemented 

employing a 4f-setup (see Figure 6). In the setup shown in Figure 6, the ultrashort 

laser pulse is spatially resolved in its spectral components by a grating and imaged 

onto a liquid crystal display (LCD) situated in the Fourier plane of the 4f-setup. In the 

Fourier plane the spectral phase shaping is achieved by space-selective phase 

modulation via the LCD. Behind the LCD, the spectral components of the pulse are 

merged again by another grating. For highest possible throughput reflective optics 

are preferred. Especially the efficiency of gratings in terms of spectrally resolved 

reflectivity and/or transmittance of the laser radiation should be uniform over the 

laser spectrum. The LCD should feature a high damage threshold for optimal 

throughput and a large number of pixels (implying high spectral resolution) allowing 

for the production of complex shaped pulses ranging from the femtosecond to 

several tens of picoseconds. A design of a compact and robust spectral phase 

modulator was presented in [82] and extended towards a polarization shaper with 

reflective optics and transmission gratings [76]. 



 

Figure 6 Schematic setup of a compact and robust spectral phase modulator based on a 

Liquid Crystal Display (LCD) situated in the Fourier plane of a 4f zero dispersion compressor. 

The incoming laser beam is diffracted and spatially dispersed by the first reflection grating 

(RG). A Cylindrical Mirror (CM) images the spectral component into the Fourier plane, where 

each component is individually retarded by the different pixels of the LCD. The group delay 

which a certain pixel introduces is computer-controlled by the voltage applied to the pixel. 

The whole setup is built symmetrically with respect to the Fourier-plane, so that a second 

pair of CM and RG reconstructs the laser beam spatially. Interference of the phase-

modulated spectral components in space and time yields a shaped temporal laser pulse at 

the output of the pulse shaper. 

 

2.3. Adaptive optimization 

Modern pulse shaping devices with typically 640 pixels for the modulation of both 

individual spectral polarization components make available a huge number of laser 

pulse shapes. Therefore, it is in practice very difficult to find an optimal laser pulse 

which guides the quantum system most efficiently from the initial state into a 

preselected final target state. If the relevant physical mechanisms are already 

identified, optimal light fields can be found by fine tuning the parameters of 

physically motivated pulse shapes [40,64,69,84-86]. However, if the systems are too 

complex, adaptive feedback learning loops [87-93] provide a solution to this high 

dimensional search space problem. Genetic algorithms are often employed to carry 

out the optimization procedure [87,88,90,91,94]. In this iterative procedure the 

shape of the laser pulse is described by a set of parameters, similar to the genetic 



code of a biologic individual. The fitness, i.e. some measure for the adequacy of the 

pulse shape with respect to a certain optimization target, is measured in the 

experiment. Via selection of the best individuals and creation of new pulse shapes 

being offspring of those best individuals, optimally adapted pulse shapes are found 

analogous to evolution in biology based on “survival of the fittest”. Also other 

optimization procedures such as the covariance matrix adaption evolutionary 

strategy (CMA-ES) [95] have been implemented in coherent control [96]. 

 

3. Isolated model systems.  

In the first part of this review we focus on coherent control of Resonance Enhanced 

Multiphoton Ionization (REMPI) of isolated model systems in the gas phase using shaped 

femtosecond laser pulses. We discuss the interaction of well-defined shaped pulses with 

simple prototype systems such as atoms or dimers in order to allow for a detailed 

analysis of the underlying physical mechanisms by comparison of experimental results 

with simulations. In addition, on the femtosecond time scale, atoms or molecules in the 

gas phase are unaffected by perturbations of the environment such as de-coherence 

processes due to collisions or interactions with a solvent. Because the coherence of 

matter waves is the prerequisite for coherent control, we begin our analysis by studying 

the coherence transfer from light to matter waves on isolated model systems. 

Specifically, we investigate the transfer of the coherence properties of a two pulse 

sequence to free electron wave packets. Building on this simple example, the physical 

mechanism of three-dimensional coherent control of free electron wave packets by 

polarization-shaped laser pulses is investigated in some detail. A novel experimental tool 

to measure these three-dimensional photoelectron distributions by tomographic 

reconstruction is introduced and sample results including the measurement of so-called 

designer electron wave packets are shown. Then, two examples of adaptive optimization 

of ionization using polarization-shaped femtosecond laser pulses are presented. The first 

one demonstrates maximization of the ionization yield in potassium dimers whereas in 

the second example the projection of a designer free electron wave packet is optimized. 

The last part of this section is devoted to strong-field control of coherent electron 

dynamics in atoms and the coupled electron-nuclear dynamics in molecules. Intense 

laser pulses, entailing non-perturbative interactions of the light field with the atoms or 



molecules, open new physical mechanisms for efficient coherent control. Prominent 

strong-field control schemes are presented and discussed with regard to efficient 

switching of electronic excitation on the ultrafast timescale. 

 

 

3.1. Coherence transfer from light to matter.  

In order to better understand the physical mechanisms of coherent control and, in 

particular, coherent control of electron dynamics, it is essential to consider the 

quantum physical wave nature of the electron. In photo-ionization, for example, the 

wave picture describes the detached electron as a somehow localized free wave 

packet consisting of the superposition of many plane waves. Their amplitudes are 

manipulated by controlling the constructive and destructive quantum mechanical 

interference by coherent light sources such as ultrafast lasers. Therefore, the 

transfer of the coherence properties of light to matter waves is crucial to controlling 

ultrafast coherent dynamics of matter waves. Experimentally, coherence transfer 

from shaped laser pulses to matter waves was demonstrated on the interference of 

free electron wave packets by the photo-ionization of atoms with a coherent double 

pulse sequence [97]. Besides this fundamental aspect of photo-ionization with 

coherent radiation, interferences in the photoelectron spectrum have become an 

established tool to characterize ultrashort femtosecond and attosecond laser pulses 

[98-101]. 

3.1.1. Interference of free electron wave packets 

In the experiments on the interference of free electron wave packets 

photoelectron kinetic energy spectra were measured to probe the coherence 

properties of the matter waves. To elucidate the physical picture of the 

creation, propagation and observation of a coherent free electron wave packet 

we first consider single pulse ionization and subsequently discuss the transfer of 

the coherence properties in a double pulse scenario. 

 

Single pulse ionization 

In the above experiment, potassium atoms have initially been prepared in the 

excited 5𝑝 state by using the second harmonic (2ℎ𝜐) of an 800 nm femtosecond 



laser pulse in order to study one photon ionization (see energy level scheme in 

Figure 7 (a)). After the ionization from the excited 5𝑝 state with the 

fundamental laser radiation at time 𝑇1, a localized electron wave packet with an 

average kinetic energy of 𝐸𝑘𝑖𝑛 = 3ℎ𝜈 − 𝐼𝑃 is launched from the interaction 

region, where 𝐼𝑃 denotes the ionization potential. The calculated time evolution 

of the wave packet is depicted in Figure 7 (b). Due to the quadratic dispersion 

relation of matter waves in vacuum 𝐸(𝑘) =
ℏ2𝑘2

2𝑚
 the wave packet broadens 

during its further propagation (𝑇2 and 𝑇3) - a textbook example of the dispersion 

of a quantum mechanical matter wave packet (see for example [102,103]). It 

turns out that the wave packet evolves into its own momentum distribution 

[22,99] as observed with a TOF (time-of-flight) photoelectron spectrometer. 

 

Double pulse ionization 

As depicted in Figure 7 (c) and (d), the ionization with a coherent double pulse 

illustrates how a structured electron wave packet is created by the interference 

of the two partial wave packets. Since the alkali metal potassium possesses only 

a single outer electron, in the weak-field using infrared pulses at most one 

electron can be detached from a single atom during the light matter interaction. 

There is a certain probability amplitude for ionization by the first laser pulse and 

the same probability amplitude during the second pulse. The corresponding 

double peaked wave packet at the time 𝑇1 is described by the probability 

density |𝜓(𝑥, 𝑡 = 𝑇1)|
2 shown in Figure 7 (d). Due to the aforementioned 

dispersion of matter waves both partial wave packets spread in space and start 

to overlap. The interference of both partial wave packets - effectively the 

interference of the electron with itself- is responsible for the subsequent 

transient interference pattern shown at 𝑇2. At some later time (𝑇3) a quasi 

stationary wave packet appears which still broadens in space but does not 

change its qualitative shape. Again, the wave packet evolves into its momentum 

distribution which consists of a series of equidistant interference fringes. Those 

interferences observed in the photoelectron time-of-flight spectrum reveal the 

transfer of coherence in the double pulse sequence to the electron waves. 

 



 

 

Figure 7 In order to study the coherence transfer from light to matter waves in single 

photon ionization the initial 5𝑝 state is prepared by excitation with the second 

harmonic (2ℎ𝜈) of an infrared femtosecond laser pulse. (a) Level scheme for the 

ionization from the potassium 5𝑝 excited state with a single femtosecond laser pulse 

(𝐸1(𝑡) red) leads to a broad spectrum of photo electron kinetic energies 𝐸𝑘𝑖𝑛 = 3ℎ𝜈 −

𝐼𝑃 (blue photoelectron spectra above the ionization potential 𝐼𝑃). (b) During the time 

evolution the wave packet broadens in coordinate space as shown for the subsequent 

time steps 𝑇1 < 𝑇2 < 𝑇3. (c) Ionization scheme for double pulse ionization. (d) Due to 

the coherent light matter interaction, the ionization by a coherent double pulse (𝐸2(𝑡)) 

leads to an interference of the two coherent matter waves in the continuum. At 𝑇1 

both electron wave packets are separated whereas transient interference structures 

appear at 𝑇2. The long term evolution (𝑡 > 𝑇3) gives rise to a stationary interference 

pattern that is observed in the photoelectron spectrum. 

 

3.1.2. Analogy to the double slit experiment 

The analogy of the interfering matter waves in coherent control to the 

interference of classical waves in the celebrated Young's double slit experiment 

has been pointed out already in the early days of coherent control by Brumer 



and Shapiro [104]. The close analogy of the two interfering free electron wave 

packets demonstrated in the above experiment to the Young's double-slit 

experiment is particularly enlightening. In this spirit, the interference of the free 

electron wave packets is regarded as a “Young's double-slit in the time domain” 

[97,98] because the visibility of the interference pattern is complementary to 

the “which way information” on the photo-ionization process, i.e. the 

information whether the ionization took place during the first or the second 

laser pulse. By analyzing the interaction of an intense two pulse sequence in the 

dressed states basis (see also Section 3.3. for a discussion of the dressed states), 

the double slit analogy was extended to strong field ionization [105].  

 

3.2. Control by polarization-shaped laser pulses 

By controlling the vectorial properties of the light-matter interaction, polarization 

shaping gives access to the three-dimensional temporal response of atomic and 

molecular systems [75]. In this section we start by discussing the physical 

mechanism of the creation of shaped free electron wave packets by multiphoton 

ionization with elliptically polarized pulses. This example serves as a prototype for 

three-dimensional control with polarization-shaped laser pulses [22,106] which is 

described in a subsequent section.  

 

3.2.1. Physical mechanisms 

In the double pulse experiment, the momentum distribution was shaped by the 

interference of the two ionization pathways provided by the two pulses [97,99]. 

In general, much more versatile manipulation of a quantum system may be 

attained by controlling the interference of multiple quantum pathways. In order 

to illustrate the interference of multiple quantum pathways, we consider the 

1+2 REMPI of potassium atoms with polarization-shaped 800 nm femtosecond 

laser pulses. For the analysis, we decompose the REMPI process into an initial 

step, i.e. control of the amplitudes of superposition states during the interaction 

via multiple quantum pathways with a time-dependent ellipticity of the pulse 

(see Section 2.1.6 on polarization shaping), and the subsequent interference of 

multiple partial waves during their propagation in the continuum. 



 

Polarization control of multiple pathways 

We start by considering the bound and free quantum states characterized by 

the angular momentum quantum numbers 𝑙 = 0, 1, 2, 3 =  𝑠, 𝑝, 𝑑, 𝑓 and 𝑚 =

−𝑙, . . , 𝑙 ignoring the spin for simplicity [76,107]. For the absorption of the three 

required light quanta in a 1+2 REMPI process, three different 𝑙-quantum 

pathways (ladders) are allowed due to the ∆𝑙 selection rules, i.e. 𝑠 → 𝑝 → 𝑑 →

𝑓, 𝑠 → 𝑝 → 𝑑 → 𝑝 and 𝑠 → 𝑝 → 𝑠 → 𝑝 (see Figure 8). As a consequence, the 

final continuum states consist of superposition states with 𝑓 and 𝑝 character. In 

multiphoton ionization with linearly polarized laser pulses the ∆𝑚 = 0 selection 

rule applies in addition and therefore the initial 𝑚 = 0 state is exclusively 

connected with final 𝑚 = 0 states (not shown). In contrast, multiphoton 

ionization using elliptically polarized light – being a superposition of left and 

right handed circularly polarized light fields entailing the selection rules Δ𝑚 =

±1 - creates superposition states in the continuum with different values of 𝑚. 

For example, three photon ionization of potassium atoms with elliptically 

polarized light creates superposition states consisting of four 𝑓 states with 𝑚 =

−3,−1,1,3 and two 𝑝 states with 𝑚 = −1,1 (see Figure 8). Linear combinations 

of those states with different amplitudes and phases include for example all 

electron wave packets which are rotated by an angle 𝜃 about the z-axis (see left 

panels in Figure 10 for linear polarization) and, in addition, the non-cylinder 

symmetric states (right panels in Figure 10 for elliptical polarization) [76]. 

Because the absorption of each elliptically polarized photon alters the 𝑚 

quantum number by ∆𝑚 = ±1 there are 18 discernible quantum pathways 

available to excite a superposition state. Using the notation 𝑙(𝑚) for a state 

with the quantum numbers 𝑙 and 𝑚 we can write down the involved pathways 

explicitly: there are eight pathways for the 𝑠 → 𝑝 → 𝑑 → 𝑓 ladder, i.e. 𝑠(0) →

𝑝(−1,1) → 𝑑(−2,0,2) → 𝑓(−3,−1,1,3), six for the 𝑠 → 𝑝 → 𝑑 → 𝑝 ladder, i.e. 

𝑠(0) → 𝑝(−1,1) → 𝑑(−2,0,2) → 𝑝(−1,1) and additional four pathways 𝑠(0) →

𝑝(−1,1) → 𝑠(0) → 𝑝(−1,1) for the 𝑠 → 𝑝 → 𝑠 → 𝑝 ladder. The probability for a 

specific transition is controlled by the corresponding matrix elements and the 

time-dependent ellipticity of the laser polarization. The amplitudes and phases 



of a single continuum state (say for instance 𝑓(𝑚 = −1)) are determined by the 

interference of all allowed pathways (in this case three) for multiphoton 

ionization. The initial shape of the electron wave packets after the interaction 

with the pulse is controlled by the amplitudes and phases of all six contributing 

specific continuum states shown in Figure 8. 

Figure 8 Allowed pathways for multiphoton ionization with elliptically (i.e. a 

superposition of left- and right-handed circularly) polarized light. The six specific 

accessible states 𝑓(−3,−1,1,3) and 𝑝(−1,1) above the ionization potential (IP) 

interfere to create the designer electron wave packets. Their contributions are 

determined by the interplay between the time-dependent instantaneous polarization 

of the laser pulse and the amplitudes and phases of the transition matrix elements. For 

simplicity, the electron spin is not considered. 

 

Interference in the continuum 

In addition to the above mentioned interference effects during the creation of 

the superposition states in the continuum, the propagation of the electron wave 

packet will alter the radial shape of the wave packet on its way to the detector. 



Analogous to the two interfering partial wave packets in the double pulse 

experiment shown in Figure 7 many different partial wave packets generated by 

the shaped laser pulse will interfere during their coherent time evolution. For 

example, wave packets composed of different angular momentum states which 

are initially separated radially will mix during the propagation giving rise to the 

complex wave packets observed in the experiment (see Figure 12). 

 

Determination of transition matrix elements 

In the above experiments the instantaneous ellipticity of the pulse (see Section 

2.1.6) was used as a control parameter to manipulate the electron wave packet. 

For the theoretical description of this interaction one needs to have complete 

knowledge of the involved matrix elements. Because the interference of all 

those pathways is determined by the different amplitudes and phases of the 

matrix elements, we can turn the tables, and use the measurement of a shaped 

free electron wave packet to achieve a complete description of the photo-

ionization process in terms of transition amplitudes and phases [108]. In a 

recent theoretical study incorporating the intra-pulse electronic dynamics a full 

set of ionization matrix elements for potassium atoms was extracted from 

extensive experimental data sets on the ionization of potassium atoms with 

elliptically polarized light [107]. In addition, in that work, three-dimensional 

photoelectron angular distributions (3dPADs) generated from the extracted 

matrix elements were compared to experimental, tomographically 

reconstructed 3dPADs. This technique provides a route to “complete” photo-

ionization experiments. Most likely, the technique to determine matrix 

elements can be refined by employing polarization-shaped pulses which are 

specifically adapted to this purpose. 

 

3.2.2. Tomographic reconstruction 

In this section we will portray a novel technique to measure the three-

dimensional shape of free electron wave packets based on a combination of 

Velocity Map Imaging (VMI) and tomographic reconstruction. Numerous highly 

differential schemes for the detection of 3dPADs have been developed (see for 



instance [108] for a topical review) because they contain detailed information 

on the intra molecular dynamics and the photo-ionization process. A novel 

application of photoelectron angular distribution measurements is devoted to 

probing control of atomic and molecular dynamics [56,109-112] . 

 

Velocity Map Imaging (VMI) 

An efficient and yet relatively simple method to measure 3dPADs is to project 

the complete photoelectron distribution onto a two-dimensional detector 

plane. An example for this technique is the Velocity Map Imaging (VMI) method 

[113,114]. In this scheme photoelectrons created in the interaction region are 

accelerated in the electric field of a parallel-plate capacitor towards a two-

dimensional MCP detector. The detector maps the transversal momentum 

distribution of the 3dPAD. In the quantum mechanical description, the classical 

motion of an electron in the spectrometer is replaced by the time evolution of a 

three-dimensional electron wave packet and thus the measurement of a 3dPAD 

on the two-dimensional MCP detector is described by the Abel transform of the 

3dPAD [114,115]. If the photoelectron distribution is cylindrically symmetric a 

single measurement of a two-dimensional distribution is sufficient to 

reconstruct the 3dPAD via Abel-inversion provided its symmetry axis lies in the 

detector plane. The two scenarios for which this condition applies are depicted 

in Figure 9. For ionization with linearly polarized light it is required that the 

polarization vector �⃗�  of the light field lies within the detector plane 

(Figure 9(a)). By contrast, the symmetry axis of a wave packet created with 

circularly polarized light is the �⃗� -vector. Therefore, in this case the �⃗� -vector 

needs to be oriented parallel to the detector plane (Figure 9(b)).  



 

Figure 9 A cylindrically symmetric photoelectron distribution can be reconstructed by 

the Abel-inversion provided its symmetry axis lies in the detector plane. a) In case of a 

linearly polarized laser pulse the 3dPAD is cylindrically symmetric about the 

polarization vector �⃗�  of the light field and hence �⃗�  needs to be in the detector plane. b) 

The PAD is cylindrically symmetric about the �⃗� -vector if the light field is circularly 

polarized. For the Abel inversion, the �⃗� -vector needs to be parallel to the detector 

plane. 

 

Electron wave packets arising from photo-ionization with linearly polarized light 

being rotated about the 𝑧-axis are rotated out of the 𝑦 − 𝑧-plane (see left 

panels in Figure 10 for linear polarization) and therefore, the Abel-inversion is 

no longer feasible. In addition, wave packets created with elliptically polarized 

light are no longer cylindrically symmetric (right panels in Figure 10 for elliptical 

polarization) violating yet another prerequisite for the Abel-inversion. In 

general, polarization-shaped pulses will lead to complicated 3dPADs without the 

required symmetry properties necessitating a novel ansatz for reconstruction.  

 

Three-dimensional tomography  

Recently, such a novel approach to measuring 3dPADs of arbitrary shape by 

combination of VMI with tomographic techniques was reported 

[21,22,106,109]. The idea is based on multiple measurements of two-

dimensional projections of the 3dPAD at different angles. To this end, the 

incoming femtosecond laser pulse –and hence the 3dPAD - is rotated employing 

a 𝜆/2 plate. Depending on the complexity of the electron wave packet only a 

relatively small number of projections need to be recorded for the 



reconstruction. In the experiments reported in [22,109] typically 36 projections 

to cover an angle interval from 0° to 180° were measured. Some representative 

VMI images measured for the rotation angles  = 0°, 25°, 45°, 70° and 90° are 

displayed in Figure 10 along with the reconstructed 3dPAD.  

 

Figure 10 Three-dimensional photoelectron angular distributions (3dPAD) are 

tomographically reconstructed from measured VMI images. The polarization vector of 

the ionizing femtosecond laser pulse is rotated about the z-axis by  = 0°, 25°, 45°, 70° 

and 90° using a 𝜆/2 plate. Left: 3dPADs from three-photon ionization of potassium 

atoms with a linearly polarized femtosecond laser pulse creates an 𝑓-type electron 



wave packet with little p contribution. The tomographically reconstructed 3dPAD 

measured at  = 0° is compared to the Abel-inverted result (red surface), showing 

excellent agreement [109]. Right: 3dPADs from elliptical polarization. 

 

Based on the measured data set a tomography algorithm [116] is used to 

reconstruct the 3dPAD from the measured projections. For the reconstruction 

no assumptions on the symmetry of the 3dPAD or on details of the ionization 

mechanism are required. Because a 𝜆/2 wave plate at an angle of 𝜃/2 rotates 

any polarization-shaped pulse by an angle of 𝜃 this technique is capable of 

reconstructing electron wave packets from ionization with polarization-shaped 

laser pulses as well. To see this, we consider the effect of a 𝜆/2 wave plate at an 

angle of 𝜃/2 on a polarization-shaped pulse described by Equation (49) 

 𝐽𝜆/2(𝜃)(
ℇ𝑥,𝑚𝑜𝑑(𝑡)

ℇ𝑦,𝑚𝑜𝑑(𝑡)
) =  𝑅(𝜃/2) 𝐽𝜆/2 𝑅

−1(𝜃/2) (
ℇ𝑥,𝑚𝑜𝑑(𝑡)

ℇ𝑦,𝑚𝑜𝑑(𝑡)
) = 𝑅(𝜃)(

ℇ𝑥,𝑚𝑜𝑑(𝑡)

−ℇ𝑦,𝑚𝑜𝑑(𝑡)
) ,

           (69) 

where 

𝑅(𝜃) = (
cos 𝜃 − sin 𝜃
sin 𝜃 cos 𝜃

)  and  𝐽𝜆/2 = (
1 0
0 −1

)   (70) 

denote the matrix of an active rotation about the angle 𝜃 and the Jones-matrix 

for a 𝜆/2-wave plate, respectively. Note that the 𝑦-component changes it sign 

upon the insertion of the wave plate (ℇ𝑦,𝑚𝑜𝑑(𝑡) → −ℇ𝑦,𝑚𝑜𝑑(𝑡)). However, since 

this change-of-sign applies to all rotation angles 𝜃, the tomographic method is 

unaffected. By insertion of another 𝜆/2-wave plate at a fixed angle of 0° the 

change-of-sign could be compensated 

𝐽(𝜆/2) 𝑅(𝜃/2) 𝐽(𝜆/2) 𝑅−1(𝜃/2) (
ℇ𝑥,𝑚𝑜𝑑(𝑡)

ℇ𝑦,𝑚𝑜𝑑(𝑡)
) = 𝑅(𝜃) (

ℇ𝑥,𝑚𝑜𝑑(𝑡)

ℇ𝑦,𝑚𝑜𝑑(𝑡)
) , (71) 

to yield the rotated modulated field. Figure 11 shows the effect of the rotation 

of a polarization-shaped laser pulse about the propagation axis. Note that in 

general, if the rotation angle is not a multiple of 90°, the projections look more 

complicated and thus the underlying spectral modulation function is not easily 

identified. 

 



 

Figure 11 Rotation of a polarization-shaped laser pulse created by GDD and TOD in the 

two different polarization directions (𝜑𝑥(𝜔) =  
𝜙2

2!
𝜔2 and 𝜑𝑦(𝜔) = 𝜙1𝜔 +

𝜙3

3!
𝜔3 with 

𝜙1 =  500 fs, 𝜙2 = 5000 fs2 and 𝜙3 = −32000 fs3). The rotation angles about the z-

axis are 0°, 30°, 60° and 90° from a) to d). As described above, the rotation could be 

implemented experimentally by using a 𝜆/2 plate. In general, rotation of the pulse 

leads to projections (black shadows) which appear more complicated. 

 

The electron wave packet generated by ionization with a linearly polarized laser 

pulse was used to validate this procedure [109]. The two iso-surfaces in the left 

upper panel of Figure 10 at an angle of 𝜃 = 0° show a comparison of the Abel-

inverted results (red iso-surface) with the full tomographic reconstruction 

(bluish iso-surface). The excellent agreement between both techniques confirms 

the validity of the approach. Lately, this tomographic technique for 

reconstruction of the three-dimensional momentum distribution has been 

implemented to study strong-field multiphoton ionization of argon [117], the 

alignment of naphthalene molecules [112] and the photoelectron angular 

distributions from rotationally state-selected ammonia [118].  

 



3.2.3. Designer wave packets 

In the previous section, we have discussed the physical mechanism of 

multiphoton excitation with polarization-shaped femtosecond laser pulses and 

an experimental technique to reconstruct three-dimensional free electron wave 

packets. We now turn to experiments devoted to the creation of particularly 

complex shaped electron wave packets in the continuum – so-called designer 

electron wave packets [22,106] - by making use of the electronic structure of 

atoms together with polarization-shaped laser pulses. The bluish iso-surface 

shown in Figure 12 (a) is an example for such a designed electron wave packet 

in the continuum. This complex electron wave packet was created by REMPI of 

potassium atoms employing combined “V”-shaped spectral phase modulation 

and polarization shaping (Figure 12 (b)). The “V”-shaped spectral phase 

advances the intense red spectral band and retards the weaker blue spectral 

band [20,55]. Due to the additional phase jump, the first red detuned pulse is 

linearly polarized along the x-axis whereas the second blue detuned pulse is 

circularly polarized. The cut through the distribution in Figure 12 (c) shows the 

interior of the complex three-dimensional distribution. In addition, the energy 

calibrated electron distributions in the three central planes are projected out.  

 

Figure 12 Designer free electron wave packet. a) Three-dimensional tomographic 

reconstruction of the electron wave packet. b) “V”-shaped phase in the frequency 



domain. The central wavelength of the pulse is 790 nm, the FWHM pulse duration 30 fs 

and the peak intensity about 4 x 1012 W/cm2. (c) Cut through the distribution along with 

the electron distributions in the three central planes.  

 

3.2.4. Adaptive optimization by polarization shaping 

As discussed above, adaptive optimization is a powerful tool to find suitable 

laser pulses for coherent control. In most applications reported in the literature 

so far, linearly polarized femtosecond laser pulses were used for the 

optimization procedure. In this section we discuss two examples of coherent 

control by adaptive optimization of polarization-shaped laser pulses. 

 

3.2.4.1. Diatomic molecules 

Soon after the introduction of polarization shaping by Brixner et al. [73] 

this technique was applied to coherent control of two-photon absorption 

in atomic rubidium by investigating the atom’s fluorescence [74]. The 

maximization of the ion yield in the REMPI of potassium molecules was the 

first demonstration of adaptive optimization of molecular dynamics using 

polarization-shaped femtosecond laser pulses [75]. In that work it was 

established that polarization-shaped laser pulses increase the ionization 

yield beyond that obtained with an optimally shaped linearly polarized 

laser pulse. Figure 13 (a) shows comparative optimizations of the 𝐾2
+ yield 

proving that polarization shaping is superior to phase-only shaping. The 

inset to Figure 13 (a) shows an example of an optimal laser pulse – shaped 

in phase and polarization – along with the two orthogonal polarization 

components represented by black shadows. The physical rationalization of 

this observation is related to the adaptation of the vectorial electric field to 

the time evolution of the relevant vectorial transition dipole moments. In 

particular, the different multiphoton ionization pathways in K2, involving 

parallel (𝐴1Σu
+ ← 𝑋1Σg

+) and perpendicular (21Πg ← 𝐴1Σu
+) dipole 

transitions (Figure 13 (b)) favor different polarization directions of the 

exciting laser field during the interaction.  

 



 

Figure 13 a) Comparative adaptive optimizations of the 𝐾2
+ yield and an example 

of an optimal laser pulse – shaped in phase (lower panel) and in phase and 

polarization (upper panel). b) The excitation scheme shows that different 

multiphoton ionization pathways involve parallel (𝐴1Σu
+ ← 𝑋1Σg

+) and 

perpendicular (21Πg ← 𝐴1Σu
+) dipole transitions.  

 

3.2.4.2. Designer electron wave packets 

The two-dimensional projections of the electron wave packets shown in 

Figures 10 and 12 are quite varied and complex. However, recently it was 

shown experimentally that it is even possible to manipulate the three-

dimensional electron wave packet such that an arbitrarily shaped target 

projection (which is compatible with energy conservation and the 

symmetry of the photo-ionization process) can be obtained by suitable 

optimization of the shaped ionization pulse [21]. To this end, the two-

dimensional dumbbell-shaped target projection shown in Figure 14 was 

defined (the boxed target image is labeled with T). During the optimization 

the target is iteratively approximated by adaption of the spectral phases of 

the laser pulse. The sequence (1-5) in Figure 14 shows the evolution of the 

measured projections towards the target (T) during the optimization 

procedure. While the measurements of the first generation (1) have some 

similarity with the projection of an 𝑓-electron wave packet, see for 

example Figure 10 (a) for linear polarization, in (2-3) the outer maxima of 



the dumbbell start to emerge. In the course of the optimization procedure 

the inner part of the dumbbell is filled (4-5) such that eventually the 

measured projection converges to the target function.  

 

Figure 14 Adaptive optimization of photoelectron angular distribution (PAD) 

measured by velocity map imaging (VMI) from REMPI of potassium atoms with 

polarization-shaped femtosecond laser pulses employing an evolutionary 

algorithm. The pulse parameters are: central wavelength of 790 nm, FWHM pulse 

duration of 30 fs and peak intensity of about 3 x 1011 W/cm2. 

 

For the optimization, the spectral phase modulation function was 

parameterized by piecewise linear functions in order to delay different 

spectral bands with respect to each other and, in addition, a relative phase 

between both polarization components was applied in order to control the 

ellipticity of individual spectral bands. 

 

 

  



3.3. Strong field control 

The use of intense laser fields is a prerequisite for efficient atomic and molecular 

excitation. Strong-field interactions beyond the perturbative regime offer a rich 

variety of laser-induced excitations and enable new physical mechanisms to control 

the ensuing dynamics. In particular, strong fields alter the potential energy 

landscape of an atom or a molecule by means of the dynamic (AC) Stark effect. The 

new light-induced potentials form the stage for non-perturbative quantum dynamics 

and open new excitation pathways to target channels which are inaccessible in weak 

laser fields. In this section we focus on strong-field control experiments on model 

systems which allow the analysis of the underlying physical mechanisms by 

comparison with simulations. Physical mechanisms to direct the strong-field induced 

quantum dynamics comprise – in addition to the interference of multiple excitation 

pathways discussed in Section 3.2 – resonant and off-resonant Dynamic Stark Shifts 

(DSSs) [56,119-121], Adiabatic Passage techniques such as RAP (Rapid Adiabatic 

Passage) and STIRAP (Stimulated Raman Adiabatic Passage) [122-124] and multi-

pulse scenarios like Photon Locking (PL) [9,105,125-128] being the optical analogue 

of Spin Locking [129,130] known from NMR. A common basis for all of these 

mechanisms is the Selective Population of Dressed States (SPODS) [67,105]. In the 

following we will review these techniques and highlight their potential for efficient 

ultrafast switching of population transfer among different target states. 

 

3.3.1 Dynamic Stark shifts 

A general characteristic of strong-field laser-matter interactions are energy 

shifts of quantum states due to the dynamic Stark effect. Precisely timed 

dynamic Stark shifts can be used as a tool to open or close certain excitation 

pathways during the interaction and hence steer the population flow into 

preselected target channels. The off-resonant dynamic Stark effect for instance, 

which acts on the time-scale of the intensity envelope of the laser pulse, was 

exploited to control the branching ratio of a non-adiabatic photodissociation 

reaction in IBr molecules [121]. In cases where undesired dynamic Stark shifts 

impede the excitation of the target state ultrafast pulse shaping techniques can 

be employed to counteract the effect and optimize the transition probability 



[120]. For example, ultrafast efficient switching of population transfer among 

different target states in Na atoms using intense chirped laser pulses was 

demonstrated [56]. It was shown that the physical mechanism governing the 

control was based on the interplay of RAP (cf. Section 3.3.3) and DSSs. Figure 

15(a) shows the excitation and ionization scheme of Na interacting with intense 

∆𝑡 = 30 fs FWHM, 𝜆0 = 795 nm laser pulses.  

 

 

Figure15 (a) Scheme for simultaneous excitation and ionization of Na atoms by 

ultrashort chirped laser pulses. Red horizontal bars indicate the first, second and third 

order laser spectrum, respectively. Red and green arrows indicate the predominant 

REMPI channels. Photoelectron wave packets from these channels are characterized by 

distinct symmetries illustrated by the spatial electron density distributions on top. (b) 

Measured photoelectron spectra from strong-field REMPI of Na by intense chirped 

laser pulses. Insets: Abel inverted PADs for distinct values of 𝜙2 and angular sections at 

three kinetic energies corresponding to the three main ionization channels around 0.76 

eV (5𝑝), 1.0 eV (6𝑝/5𝑓) and 1.2 eV (7𝑝/6𝑓), respectively. The weak 𝑓-type 

contribution observed around 0.2 eV in the middle PAD has been discussed in terms of 

two-photon ionization from the transiently populated “virtual” state 3𝑝 [56]. 

 

Red and green arrows highlight the most relevant REMPI channels. The 

dominant pathway is (2+1+1) REMPI involving the strongly driven two-photon 

resonance 4𝑠 ←← 3𝑠 and ionization via the high-lying target states 5𝑝, 6𝑝 and 



7𝑝. Photoelectrons from this ionization channel are characterized by a 

combined s- and d-symmetry and kinetic energies of 0.76 eV (5𝑝), 1.0 eV (6𝑝) 

and 1.2 eV (7𝑝), respectively. A competing pathway is the (3+1) REMPI process 

which proceeds via the high-lying target states 5𝑓and 6𝑓. This ionization 

channel gives rise to photoelectrons wave packets with combined d- and g-

symmetry and kinetic energies of 1.0 eV (5𝑓) and 1.2 eV (6𝑓). Since all 

excitations are driven coherently by the same laser pulse, photoelectron wave 

packets launched with the same kinetic energy interfere in the continuum. PADs 

measured in the experiment unambiguously reflect the symmetries of the 

photoelectron wave packets and thus provide direct information on the 

underlying ionization channel. Figure 15(b) shows photoelectron spectra from 

strong-field excitation and ionization of Na with linearly polarized chirped laser 

pulses (cf. Equation (30) and see Figure 1(a)) as a function of the spectral chirp 

parameter 𝜙2 ranging from −2000 to +2000 fs2. The intensity of the input 

pulse was 𝐼0 = 1 × 1013 W/cm2. For clarity all spectra are presented with 

energy-resolution. Selected spectra shown in the insets are presented with 

angular resolution in addition. The experiment demonstrates that a single 

control parameter, i.e. the chirp, can be sufficient to switch the atomic 

excitation between different target states. For the bandwidth limited pulse, i.e. 

𝜙2 = 0, three contributions appear in the spectrum with similar intensity. Due 

to its combined s- and d-symmetry the signal at 1.2 eV is assigned to ionization 

from target state 7𝑝. The signal at 1.0 eV exhibits a pronounced g-symmetry 

and thus originates from target state 5𝑓. The d-symmetry of the signal at 

0.76 eV finally suggests ionization from target state 5𝑝. For large negative 

values of 𝜙2 the contribution from the p-channel at 1.2 eV is considerably 

enhanced whereas the 1.0 eV contribution is strongly suppressed and the 0.76 

eV contribution has essentially vanished from the spectrum. This observation 

indicates the selective excitation of the target state 7𝑝 by down-chirped laser 

pulses. Upon inversion of the chirp however, the p-channel is largely 

suppressed. For large positive values of 𝜙2 the PAD is dominated by the 

contribution from the f-channel at 1.0 eV, indicating the selective excitation of 

the target state 5𝑓 by up-chirped laser pulses. A third prominent region opens 



up for small positive values of 𝜙2. Here the low energy contribution at 0.76 eV 

assigned to excitation of and ionization from target state 5𝑝 is most 

pronounced. This target state is completely non-resonant with the (third order) 

laser spectrum and therefore utterly inaccessible in the weak-field regime. Its 

efficient excitation requires a strong DSS resulting from the interaction with 

short and intense laser pulses, but is optimized by application of a moderate up-

chirp. 

 

Figure 16 Calculated neutral excitation dynamics of Na atoms interacting with intense 

chirped Gaussian-shaped laser pulses. The laser pulses are shown in the top frames, 

decomposed into their temporal envelope ℰ(𝑡) (red background) and detuning Δ(𝑡) 

(blue line). In the middle frames grey and coloured lines display the time-dependent 

bare states of the Na five-state-system. Black lines indicate the adiabatic or dressed 

atomic states resulting from diagonalization of the system. The black dots mark the 

respective initial conditions while arrows serve to trace the major population flow. The 

bottom frames show the population dynamics of the relevant target states under the 

different excitation conditions. Note the different time-axis in (c). 

 

In order to gain insights into the physical mechanisms behind the observed 

population control, quantum dynamics simulations were carried out by solving 

the Time-Dependent Schrödinger Equation (TDSE). For simplicity the Na atom 



was modelled by a five-state-system considering only the p-channel. A selection 

of numerical results is shown in Figure 16. The middle row shows the energy 

scheme of the five-state-system in a quantum mechanical frame rotating with 

the instantaneous laser frequency. In this frame, the eigenenergies of the two-

photon resonant states 3𝑠 and 4𝑠 (grey lines) are chirped due to both the linear 

detuning Δ(𝑡) (cf. Equation (36)) of the pulse and pronounced DSSs induced by 

the non-resonant intermediate state 3𝑝. These time-variations give rise to 

various level crossings (dynamic resonances) with the target states 5𝑝, 6𝑝 and 

7𝑝 during the course of the interaction. For example, in the case of down-

chirped pulses with 𝜙2 = −2000 fs2 shown in Figure 16(a) a three-state bow-tie 

crossing between states 3𝑠, 4𝑠 and 7𝑝 around 𝑡 = −130 fs (light-red circle) is 

responsible for the efficient excitation of the target state 7𝑝. Because the 

interaction is adiabatic (cf. Section 3.3.3) the interacting system follows the 

upper adiabatic state (upper black line) starting at the ground state 3𝑠 and 

reaching the upper target state 7𝑝 after the avoided crossing. For up-chirped 

pulses with 𝜙2 = +2000 fs2 shown in Figure 16(b) the energy scheme is time-

reversed. In this case the avoided crossing between ground state 3𝑠 and target 

state 6𝑝 around 𝑡 = 50 fs (light-green circle) is crucial to the excitation. Again 

adiabatic interaction determines the course of the population flow steering the 

system into the intermediate target state 6𝑝. In the third case, moderately up-

chirped pulses with 𝜙2 = 500 fs2 shown in Figure 16(c), the laser pulse is much 

shorter and more intense. This results in stronger and more rapid dynamic Stark 

chirps creating non-adiabatic, impulsive excitation conditions. The population 

flow is governed by a Stark chirp induced dynamic resonance between the 

dressed ground state 3𝑠 and the target state 5𝑝 around 𝑡 = −25 fs (light-blue 

circle). Here adiabaticity is broken leading to an efficient population transfer 

among the adiabatic states, and eventually into the lower and far off-resonant 

target state 5𝑝. 

In conclusion, the results presented on strong-field REMPI of Na atoms 

demonstrate that in strong-field control multiple pathways involving different 

physical mechanisms are generally at play simultaneously. Here an interplay of 

adiabatic passage and dynamic Stark shifts induced by a strongly driven two-



photon resonance was identified to control the population transfer along 

different excitation pathways using the chirp as a single control parameter. 

 

3.3.2 Selective Population of Dressed States 

The essence of strong-field coherent control is the manipulation of dressed 

state energies and populations [67,105]. In order to unravel the physical 

mechanisms underlying dressed state control we start by an analysis of the 

interaction of intense shaped femtosecond laser pulses with a simple well-

defined model system. Two-state atoms serve as an approximation to suitably 

chosen real systems, which is particularly justified in the case of resonant 

excitation. The advantage of one-photon resonances – as compared to multi-

photon resonances (cf. Section 3.3.1) or non-resonant excitation – are the 

strong laser-induced couplings enabling highly efficient excitation. Even at 

moderate laser intensities non-perturbative dynamics are readily achieved. 

Moreover, in the resonant case the dynamic Stark effect gives rise to energy 

splittings rather than unidirectional energy shifts. These so-called Autler-Townes 

(AT) splittings [131] allow controlled bipolar energy shifts in the order of several 

100 meV [67]. As an example, we consider the excitation of 𝐾 atoms by 

ultrashort near-infrared laser pulses, as sketched in Figure 17. The laser 

resonantly couples the states 4𝑠 and 4𝑝, and simultaneously ionizes the atom in 

a non-resonant two-photon process. In the weak-field limit (a) this (1+2) REMPI 

gives rise to a single peak in the photoelectron spectrum mapping the energy 

and the population of the 4𝑝 bare state into the ionization continuum. Since the 

interaction is perturbative the ground state population remains essentially 

unaltered and the population transfer to the continuum is negligibly small. In 

the strong-field regime however, Rabi-cycling in the resonant two-state system 

causes a splitting of the photoelectron peak into the AT doublet. The origin of 

this splitting is readily understood in the dressed state picture. In the presence 

of an intense resonant laser field ℰ(𝑡) the dressed states of the strongly driven  



 

Figure 17 Resonant excitation and simultaneous ionization of a two-state atom (K) by a 

bandwidth-limited laser pulse. (a) In the weak-field limit the atom is photoionized in a 

(1+2) REMPI process giving rise to a single peak in the energy-resolved photoelectron 

spectrum. (b) In the strong-field regime this peak splits into the Autler-Townes (AT) 

doublet due to Rabi-cycling in the strongly driven neutral system. Here, photoionization 

maps the dressed states rather than the bare states into the ionization continuum and 

acts as a sensitive probe for the dressed state energies (AT splitting) and populations 

(AT contrast). 

 

two-state atom repel each other. This repulsion results in an energy splitting of 

ℏΩ(𝑡) = 𝜇ℰ(𝑡), where Ω(𝑡) denotes the Rabi frequency and 𝜇 is the electric 

dipole moment of the transition 4𝑝 ← 4𝑠. Photoionization maps the interacting 

system, i.e. the dressed states, into the photoelectron spectrum [39]. As a 

result, two new channels open up in the continuum with energies 

corresponding to the dressed state energies, and a branching ratio determined 

by the dressed state populations. Hence, the photoelectrons act as a sensitive 

probe for the strong-field induced dynamics of dressed states in terms of both 

energy (AT splitting) and population (AT contrast). 

While the manipulation of the dressed state energies is rather straight forward 

as their splitting follows the temporal envelope of the laser field ℰ(𝑡), 

controlling the populations of dressed states is somewhat more sophisticated. 

The semiclassical spatiotemporal description of the interaction of the atom with 

an intense resonant laser pulse provides an intuitive physical picture of dressed 



state population control. The rapidly oscillating laser field 𝐸(𝑡) couples to the 

valence electrons, distorts the spatial electron distribution and induces an 

oscillating electric dipole moment 〈𝜇〉(𝑡). Under resonant excitation conditions 

the induced dipole follows the driving field with a phase shift of −
𝜋

2
, in full 

analogy to a classical driven oscillator. Hence the interaction energy 〈𝒱〉(𝑡) =

– 〈𝜇〉(𝑡) ∙ 𝐸(𝑡) of the dipole in the external driving field vanishes on the time 

average. Recalling that quantum mechanically the dressed states are the 

eigenstates of the interacting system, i.e. of the interaction operator 𝓥(𝑡) =

–𝝁 ∙ 𝐸(𝑡), a vanishing interaction energy implies equal population of upper and 

lower dressed state (no selectivity). In order to accomplish the selective 

population of a single dressed state, the interaction energy needs to be either 

maximized (upper dressed state) or minimized (lower dressed state). This 

requires (i) the preparation of a dipole 〈𝜇〉(𝑡) oscillating with maximum 

amplitude and (ii) suitable phase matching of the induced charge oscillation and 

the driving laser field 𝐸(𝑡). In-phase oscillation of laser and dipole leads to a 

minimization of 〈𝒱〉(𝑡), whereas out-of-phase oscillation of both maximizes 

〈𝒱〉(𝑡).  

In summary, the key to the control of dressed state populations is the interplay 

of the optical phase of the laser and the quantum mechanical phase of the 

induced charge oscillation prepared in a state of maximum coherence. The next 

sections present two different ways to realize these conditions in order to 

achieve the Selective Population of Dressed States (SPODS). 

 

3.3.3 SPODS via Rapid Adiabatic Passage 

In this section we follow up on Section 3.3.1 and discuss the resonant excitation 

of two-state atoms by intense chirped laser pulses. Again the 𝐾 atom is 

analysed as a prototype of a two-state system interacting with chirped pulses 

[54]. Figure 18 shows energy-resolved photoelectron spectra measured by 

simultaneous excitation and ionization of 𝐾 atoms with ultrashort near-infrared 

laser pulses (Δ𝑡 = 30 fs, 𝜆0 = 795 nm, 𝐼0 = 4 × 1011 W/cm2) chirped according 

to Equation (30). The spectra show the AT doublet for different values of the 

spectral chirp parameter 𝜙2 ranging from −1600 fs2 to 1600 fs2 (see also Figure 



1(a)). For the unmodulated pulse, i.e. 𝜙2 = 0, the spectrum exhibits both AT 

components – the slow electrons at 𝐸𝑘𝑖𝑛 = 0.30 eV and the fast electrons at 

𝐸𝑘𝑖𝑛 = 0.45 eV – with nearly the same intensity. The resonant bandwidth-

limited pulse populates both dressed states in equal measure, achieving no 

selectivity. For 𝜙2 > 0 however, the asymmetry of the AT doublet shifts 

towards the low energetic component. Already at moderate chirp values of 

around 𝜙2 = 500 fs2 the high energetic component has vanished completely 

from the spectrum, indicating the selective population of the lower dressed 

state by the up-chirped laser pulse. The overall decrease in photoelectron yield 

is due to the lowered peak intensity of chirped pulses, which impairs the two-

photon ionization probability. For down-chirped pulses around 𝜙2 = −500 fs2 

the whole picture is inverted. Here the AT doublet is dominated by the fast 

photoelectrons whereas the slow electrons are completely suppressed. In this 

case the upper dressed state is populated selectively. 

 

Figure 18 Energy-resolved photoelectron spectra from simultaneous excitation and 

ionization of K atoms with intense resonant chirped femtosecond laser pulses. The 

spectra show the AT doublet as a function of spectral chirp parameter 𝜙2. For large 

positive chirp values (up-chirped pulses) exclusively slow photoelectrons are detected, 

which indicates the selective population of the lower dressed state in the neutral atom. 

Upon inversion of the chirp, the photoelectrons switch from the lower to the upper 

ionization channel. Down-chirped laser pulses promote the fast electrons, indicating 

the selective population of the upper dressed state. 

 



In order to analyze the physical mechanism the TDSE is solved numerically for a 

two-state atom interacting with intense resonant chirped laser pulses, including 

two-photon ionization from the 4𝑝 state [39]. Figure 19 shows calculation 

results for the case of an up-chirped laser pulse. The pulse is shown in frame (a). 

Frame (b) displays the population dynamics of the ground state |𝑠⟩ (dashed 

black line) and excited state |𝑝⟩ (dashed-dotted grey line), along with those of 

the corresponding lower dressed state |𝑙⟩ (solid blue line) and upper dressed 

state |𝑢⟩ (solid green line). The induced dipole 〈𝜇〉(𝑡), i.e. the expectation value 

of the dipole operator 𝝁, is shown in frame (c) and compared to the driving 

electric field 𝐸(𝑡) (grey line), and finally frame (d) shows the expectation value 

〈𝒱〉(𝑡) (black line) of the interaction operator 𝓥(𝑡) =–𝝁 ∙ 𝐸(𝑡) together with 

the eigenenergies 𝜀𝑙(𝑡) of the lower dressed state (blue line) and 𝜀𝑢(𝑡) of the 

upper dressed state (green line). Snapshots of the spatiotemporal electron 

density dynamics 𝜚(𝒓, 𝑡) are shown on top of the figure to visualize the relation 

of the induced electric dipole (blue arrows) and the driving electric field (red 

arrows). Initially the atom is in the ground state |𝑠⟩ characterized by a 

spherically symmetric 𝑠-wave. The dipole moment of this electron distribution 

vanishes exactly and so does the interaction energy. Therefore, the dressed 

states are equally populated prior to the interaction. Excitation of the atom 

gradually launches the coherent charge oscillation which follows the driving 

field strictly in-phase due to the initial red-detuning of the up-chirped pulse with 

respect to the atomic resonance. Because the variation of the field in terms of 

amplitude and instantaneous frequency is sufficiently slow, the dipole follows 

the field adiabatically so that the initial phase relation is maintained throughout 

the entire interaction. Thus the phase matching condition is automatically 

fulfilled. As the dipole gains amplitude the interaction energy is successively 

lowered and the equal population of dressed states is lifted in favour of the 

lower dressed state. However, it is not before the dipole oscillation reaches 

maximum amplitude that full selectivity is attained. This condition is fulfilled 

around 𝑡 = 0 where the bare states approach the state of maximum electronic 

coherence. In this time window the interaction energy 〈𝒱〉(𝑡) is minimized and 

its time average coincides exactly with the energy of the lower dressed state. 



 

Figure 19 Selective population of the lower dressed state via RAP using a chirped laser 

pulse. (a) Electric field 𝐸(𝑡) of the up-chirped pulse. (b) Calculated population dynamics 

of the bare states (dashed lines) and dressed states (solid lines) of the neutral two-state 

atom. (c) Induced electric dipole moment 〈𝜇〉(𝑡) (blue line) driven by the external laser 

field (grey line). (d) Eigenenergies of the dressed states (blue line: lower, green line: 

upper) and interaction energy 〈𝒱〉(𝑡) of the induced dipole in the driving field (black 

line). The top of the figure shows snapshots of the spatiotemporal electron dynamics 

during selected cycles of the laser field. The coherent charge oscillation (blue arrows) is 

strictly in phase with the optical oscillation (red arrows), which is the basis for the 

selective population of the lower dressed state. 

 



According to the semiclassical picture this indicates selective population of the 

lower dressed state which is in fact verified by the quantum mechanical 

population dynamics in (b). Subsequently the pulse continues to excite the 

atom, steering it adiabatically towards the upper state |𝑝⟩. Because the 

(permanent) dipole moment of the 𝑝-wave vanishes as well, the amplitude of 

the induced dipole decreases continuously and converges asymptotically 

towards zero. As a consequence also the interaction energy returns to zero 

indicating a successive loss of selectivity among the dressed states. By the end 

of the pulse the dressed state populations are again fully equalized. The 

adiabatic inversion of a two-state system due to adiabatic following of the field-

induced charge oscillation is the spirit of Rapid Adiabatic Passage (RAP) 

originally developed in NMR [130] and demonstrated in the optical regime on 

atoms [9,54,123,132,133] and molecules [32,134,135]. With the phase matching 

condition ‘built-in’, RAP entails the transient realization of SPODS during the 

excitation stage of maximum electronic coherence. To conclude, driving 

quantum systems adiabatically is one distinct method to control the populations 

of dressed states. 

 

3.3.4 SPODS via Photon Locking 

Adiabatic scenarios such as RAP generally rely on long interaction times and 

large pulse energies. In practice, it is often desirable to act on the fastest 

possible time scale in order to outperform intramolecular energy redistribution 

or decoherence processes. A different, non-adiabatic approach to realize SPODS 

is based on phase-locked sequences of ultrashort pulses. The basic mechanism 

behind this approach is Photon Locking (PL) [9,105,125-128] analogous to Spin 

Locking in NMR [129,130]. An experimental demonstration of SPODS via PL on K 

atoms using multi-pulse sequences from sinusoidal spectral phase modulation 

(cf. Equation (45) and Figure 2(a)) is shown in Figure 20. The experimental 

conditions are the same as in Section 3.3.3 except for the laser intensity which 

was set to 7 × 1011 W/cm2. The sine-amplitude was set to 𝐴 = 0.3 rad, the 

sine-frequency to 𝑇 = 120 fs.  



 

Figure 20 Energy-resolved photoelectron spectra from simultaneous excitation and 

ionization of K atoms with intense resonant multi-pulse sequences from sinusoidal 

phase modulation. The spectra show the AT doublet as a function of the sine-phase 𝜙 

which controls the temporal phases of the individual subpulses. As 𝜙 scans through one 

optical cycle (2𝜋) the photoelectrons switch back and forth between the two ionization 

channels. At 𝜙 =
𝜋

2
 the spectrum is dominated by fast electrons, indicating the selective 

population of the upper dressed state. Selective population of the lower dressed state 

occurs at 𝜙 =
3𝜋

2
, i.e. half an optical cycle later, where predominantly slow electrons 

are detected. The physical mechanism behind the impulsive realization of SPODS via 

sequences of ultrashort pulses is found to be Photon Locking. 

 

This parameter combination results essentially in a triple-pulse sequence of an 

intense main pulse preceded by a much weaker prepulse and succeeded by a 

likewise weak postpulse, with a pulse-to-pulse separation of 120 fs. The 

temporal phase of the pulse sequence, and hence the interplay between optical 

and quantum mechanical phase, is controlled by the sine-phase 𝜙 of the 

spectral phase function 𝜑𝑆𝐼𝑁(𝜔) = 𝐴 sin(𝜔𝑇 + 𝜙) as shown in Figure 2(a). 

Figure 20 shows energy-resolved photoelectron spectra as a function of 𝜙 

varied over two optical periods. As 𝜙 scans through one optical cycle the 

photoelectrons switch back and forth between the two ionization channels. For 

instance at 𝜙 =
𝜋

2
 the AT doublet shows predominantly fast electrons at 𝐸𝑘𝑖𝑛 =

0.50 eV while slow electrons at 𝐸𝑘𝑖𝑛 = 0.25 eV are strongly suppressed. 



 

Figure 21 Selective population of the upper dressed state via PL using a sequence of 

resonant laser pulses. The assignment of the displayed quantities is the same as in 

Figure 19. The weak prepulse prepares the neutral atom in a state of maximum 

electronic coherence. Due to the resonant excitation, the induced charge oscillation 

follows the driving field with a phase shift of −
𝜋

2
 as illustrated on the top left side of the 

figure. The intense main pulse, however, is phase-shifted by 
𝜋

2
 with respect to the 

prepulse and hence oscillates in anti-phase with the dipole. Therefore the interaction 

energy 〈𝒱〉(𝑡)is maximized during the main pulse, which is equivalent to the selective 

population of the upper dressed state. Note, that the bare state populations are frozen 

and the charge oscillation remains unaffected by the interaction with the intense 

resonant main pulse. 



 

Here the upper dressed state is populated selectively. In contrast, half an optical 

cycle later at 𝜙 =
3𝜋

2
 the AT doublet is inverted. Here the slow electrons 

dominate the spectrum while the fast electrons have essentially vanished, 

indicating selective population of the lower dressed state. The physical 

mechanism behind the impulsive realization of SPODS was discussed in terms of 

the bare states [63,105,136], the dressed states [63,67,105] and the Bloch 

vector [39]. Here we focus on the interaction of a resonant double pulse 

sequence with the two-state atom. Figure 21 shows simulation results for this 

case. The assignment of quantities is the same as in Figure 19. The pulse 

sequence in (a) consists of a weak prepulse followed by an intense main pulse. 

The prepulse has a pulse area of 𝜃 =
𝜋

2
 (see Equation (19)) and therefore steers 

the atom from its groundstate |𝑠⟩ into a state of maximum electronic coherence 

(see (b)). The oscillating electron density is illustrated on the top left side of the 

figure. The coherent charge oscillation launched by the prepulse corresponds to 

a dipole moment 〈𝜇〉(𝑡) oscillating with maximum amplitude (shown in (c)). 

Since the dipole is driven on resonance, it follows the external driving field with 

a phase shift of −
𝜋

2
. As a result the interaction energy 〈𝒱〉(𝑡) displayed in (d) 

vanishes on the time average indicating equal population of the dressed states 

during the prepulse. Indeed the population dynamics in (b) confirm that no 

selectivity is obtained throughout the prepulse. The main pulse however, being 

phase-shifted by Δ𝜁 =
𝜋

2
 with respect to the prepulse, oscillates anti-phase with 

the induced dipole. With its onset the interaction energy is maximized abruptly. 

Throughout the main pulse its time average coincides with the energy of the 

upper dressed state indicating the selective population of the upper dressed 

state. This is confirmed by the dressed state population dynamics shown in (b). 

Remarkably, the bare state populations remain constant, i.e. locked, during the 

entire interaction with the main pulse – despite the presence of the strong 

resonant laser field. The phase configuration of field and dipole inhibits further 

excitation. Instead only the quantum mechanical phase of the two-state system 

is driven clockwise (not shown) resulting in the described enhancement of the 



interaction energy. On the other hand, shifting the main pulse by Δ𝜁 = −
𝜋

2
 with 

respect to the prepulse leads to in-phase oscillation of field and induced dipole. 

By this means the interaction energy is minimized and the lower dressed state is 

populated selectively. Because photoionization is triggered predominantly by 

the intense main pulse, only the selected dressed state is projected to the 

continuum resulting in the highly asymmetric AT doublets observed in Figure 20. 

In conclusion, driving quantum systems by phase-locked sequences of ultrashort 

laser pulses with carefully adjusted relative phases provides a means for 

efficient and ultrafast switching between the dressed states. 

 

3.3.5 Efficient Control of Concerted Electron-Nuclear Dynamics in Molecules 

In this section we extend the principles of SPODS as discussed in the previous 

sections from atomic prototype systems to the strong-field control of coherent 

electron dynamics in molecules. The basic physical mechanism behind SPODS 

realized by shaped femtosecond laser pulses can be summarized as follows: The 

initial part of the shaped pulse excites a coherent charge oscillation of maximum 

amplitude which is exploited by a later part of the pulse to either increase or 

decrease the interaction energy by tailoring the optical phase to the phase of 

the induced dipole oscillation. In general, the situation in molecules is more 

complicated than in atoms, due to the coupling between electronic and nuclear 

degrees of freedom. Vibrational dynamics launched along with the electronic 

excitation affect both the amplitude and the phase of the induced charge 

oscillation. A maximum amplitude of the electric dipole oscillation, required for 

complete selectivity, is obtained only for a maximum overlap of the nuclear 

wave packets in the ground and excited state. The propagation of nuclear wave 

packets may thus impede the build-up of the dipole oscillation. Moreover, the 

wave packet propagation leads to a continuous variation of the electronic 

resonance, changing the frequency of the electric dipole. This results in an 

additional phase drift which the laser field has to adapt to in order to maintain a 

defined phase relation to the dipole. Therefore, simple pulse shapes such as 

doublepulse sequences or linearly chirped pulses are not expected to be 

optimal for the efficient control of coupled electron-nuclear dynamics in 



molecules. 

 

Figure 22 Two-color excitation and ionization of 𝐾2 molecules. (a) Potential energy 

scheme of 𝐾2 excited by infrared (IR) pump pulses and post-ionized by visible probe 

pulses. The short blue and green lines indicate the dressed states of the X-A-subsystem, 

arising under strong-field excitation of 𝐾2. (b) Two-color photoelectron spectrum 

recorded with the bandwidthlimited IR pulse. The choice of the probe wavelength 

ensures background-free detection of molecular signals from the target states 21𝛱𝑔 

and 51𝛴𝑔
+. (c) Intensity study of the neutral excitation by the bandwidth limited IR 

pulse. In the weak-field regime only the lower target state 21𝛱𝑔 is excited. Above a 

threshold intensity of 0.5 × 1012 W/cm2 the upper target state 51𝛴𝑔
+ becomes 

energetically accessible as well and is populated efficiently. 

 

 In [69] complex shaped pulses from sinusoidal phase modulation were used for 

ultrafast switching of electronic excitation between different target channels in 

a neutral molecule. In this work the potassium molecule 𝐾2 was chosen as a 

model system because it can be treated on a highly accurate level both 

experimentally and theoretically. The ground state transition 𝐴1Σ𝑢
+ ← 𝑋1Σ𝑔

+ is 

near-resonant with the spectrum of typical infrared (IR) femtosecond lasers, and 

the molecule exhibits a set of high-lying neutral target states for selective 



excitation. Figure 22(a) shows the potential energy scheme of 𝐾2 excited by 

𝜆0 = 790 nm laser pulses with an intensity FWHM of 25 fs, and photoionized by 

a second delayed laser pulse centered at 𝜆𝑝 = 570 nm. The probe pulse maps 

the final population of the target states 21Π𝑔 and 51Σ𝑔
+ into the photoelectron 

spectrum. Its central wavelength was chosen to ensure background free 

detection of the relevant two-color photoelectron signals (cf. Figure 22(b)). In 

the weak-field regime only the target state 21Π𝑔 is excited by a resonant two-

photon absorption process from the ground state 𝑋1Σ𝑔
+ via the intermediate 

state 𝐴1Σ𝑢
+. The corresponding two-color photoelectron spectrum is displayed 

at the front of Figure 22(c). It shows a weak contribution from the 21Π𝑔 state 

around 𝐸𝑘𝑖𝑛 = 1.0 eV and almost no electrons from the 51Σ𝑔
+ state. All spectra 

in Figure 22(c) are recorded using a bandwidth-limited IR pulse. Only with 

increasing IR laser intensity the upper target state 51Σ𝑔
+ becomes accessible as 

well due to the increased dressed state energy splitting in the resonant 𝑋- 𝐴 -

subsystem. Hence the steep rise of the 51Σ𝑔
+-contribution around 𝐸𝑘𝑖𝑛 =

1.25 eV observed in Figure 22(c) as the IR intensity grows. At the intensity 𝐼0 =

8.5 × 1011 W/cm2 the 51Σ𝑔
+ signal already dominates the spectrum indicating 

more efficient population of the upper target state as compared to the lower 

target state 21Π𝑔 by the unshaped pulse. The reason for this asymmetry is a 

slight blue-detuning of the IR laser spectrum with respect to the 𝑋- 𝐴-

resonance. Due to this detuning the induced dipole tends to oscillate in anti-

phase with the driving laser field already upon creation, favouring the upper 

dressed state and thus biasing the system towards the upper target channel. 

However, by specific tailoring of the IR excitation pulse using, e.g., sinusoidal 

spectral phase modulation (cf. Equation (45)) the influence of the detuning can 

be compensated effectively. The two-color spectrum shown on the left side of 

Figure 23(a) was recorded with the same pulse energy but making use of 

sinusoidal spectral phase modulation with 𝐴 = 0.8 rad, 𝑇 = 45 fs and 𝜙 =1.8 

rad. The 21Π𝑔 contribution is strongly enhanced at the expense of the 51Σ𝑔
+ 

contribution, indicating the efficient and selective population of the 21Π𝑔 state 

by the shaped IR pulse. The dashed lines represent calculated photoelectron 

spectra based on quantum dynamics simulations described in detail in [29]. 



 

Figure 23 Control of coupled electron-nuclear dynamics in 𝐾2 by sinusoidally phase 

shaped laser pulses. (a) Two-color spectra indicating efficient and selective population 

of the lower target state 21Π𝑔 (left frame) and upper target state 51Σ𝑔
+ (right frame), 

respectively. The two cases differ only in the applied sine-phases 𝜙, which changes by 

𝜋 from left to right. (b) Simulated quantum dynamics behind the right spectrum in (a). 

The lower frame shows the neutral population dynamics of the relevant molecular 

states. The middle frame shows the shaped laser pulse decomposed into its amplitude 

(red background) and phase (blue line). The top frame illustrates the induced dipole 

moment (blue line) and its phase relation to the real-valued, i.e. fast oscillating laser 

electric field during the relevant switching time window. 

 

 The simulations confirm, that the shaped pulse not only breaks the anti-phase 

relation to the induced charge oscillation but succeeds to establish an in-phase 

oscillation to steer the molecule efficiently into the lower target channel. On the 

other hand, changing the sine phase 𝜙 by approximately 𝜋 results in the 

spectrum shown on the right side of Figure 23(a). Here the 51Σ𝑔
+ signal is 

strongly enhanced even beyond that obtained with the bandwidth limited 

pulse. The corresponding simulation results for the neutral molecular dynamics 

driven by the shaped pulse are presented in Figure 23(b). In the relevant time 

window between 𝑡 = −100 fs and 0 fs the pulse steers the 𝑋- 𝐴 -subsystem 

into a coherent superposition and launches the charge oscillation (blue line in 

the top frame). The dipole is initiated almost in anti-phase configuration to the 

laser field. This phase relation is further optimized during the rising edge of the 

shaped pulse until both oscillate perfectly out-of-phase, maximizing the 



interaction energy. Therefore, as soon as the most intense part of the pulse 

opens the upper target channel energetically (around 𝑡 = 0) the population 

flows efficiently and selectively from the 𝑋- 𝐴 -subsystem into the upper target 

states. Finally a total population yield of 75% is obtained in the upper target 

channel while the lower target channel receives only 8% of population. A 

detailed analysis of the vibrational dynamics during the build-up of the 

coherence and the switching of population into the upper target channel 

reveals an increase of the internuclear distance by 8% which corresponds to a 

change of the Bohr frequency in the 𝑋- 𝐴 -subsystem of 100 meV. 

In conclusion, specific shaping of the temporal amplitude and phase of an 

intemse ultrashort laser pulse enables efficient control of the coupled electron-

nuclear dynamics in molecules. Tailoring the intricate interplay between the 

driven charge oscillation and the driving laser field, by adapting the optical 

phase to the induced charge dynamics and introducing directed energy shifts via 

the field amplitude, provides an avenue to steer the system selectively into 

predefined target channels that may even be completely inaccessible in the case 

of weak-field excitation. 

 

4 Control of ionization processes in dielectrics 

In this last chapter we shortly highlight the extension of experimental control 

methodologies to ultrafast laser control of incoherent processes with an emphasis on 

processing of dielectrics on the nanometer scale. Here, primary processes induced by 

ultrafast laser radiation involve nonlinear electronic excitation where electron-electron 

collisions at high excitation densities (in the range 1021 cm-3 for ablation of dielectrics) 

destroy any coherence imprinted by the light field. In general, the electronic excitation 

is followed by energy transfer to the lattice and phase transitions that occur on fast 

(femtosecond to picosecond) but material dependent time scales [137,138]. Optimal 

energy coupling with the help of suitably shaped temporal pulse envelopes gives thus 

the possibility to guide the material response towards user-designed directions, offering 

extended flexibility for quality material processing [20]. 

 

Prototype studies in the above mentioned spirit have been performed on dielectrics, 



water and metals. For dielectrics a microscope objective was used to obtain a focal spot 

with a calculated and measured diameter of 1.4 µm (see Figure 24(a)). Different 

thresholds for material processing with temporally asymmetric pulse shapes were 

observed (see Figure 24(b)) which is attributed to control of different ionization 

processes i.e. multi photon ionization (MPI) and avalanche ionization (AI) 

[58,59,139,140].  

 

Figure 24: (a) In the materials processing platform, a femtosecond laser pulse is focused with a 

microscope objective. The Zeiss LD Epiplan 50x/0.5 NA objective delivers a calculated and 

measured spot diameter of 1.4 µm (1/e2 value of intensity profile). Due to the nonlinear 

interaction the laser induced plasma is highly localized. (b)Diameters of ablation structures 

measured by scanning electron microscopy (SEM)for fused silica for zero, positive and negative 

TOD modulations (black circles for 3 = 0 fs3, red triangles for 3 = +6 x 105 fs3and blue triangles 

for 3 = -6 x 105 fs3). 

 

An exemplification of the transient free electron dynamics for unshaped and TOD-

shaped pulses used in this experiment is shown in Figure 25. The free electron density 

ne is modeled by a single rate equation dne/dt = k Ik + neI implementing multi photon 

ionization (MPI) with coefficient k and avalanche ionization (AI) with coefficient . As 

MPI is a k-photon process and therefore most efficient at high intensities (e. g. 

unshaped pulses in the middle row of Figure 25). AI on the other hand needs an initial 

free electron population and time to work efficient. Negative TOD results in a train of 

sub-pulses with increasing intensity. Up to the last few sub-pulses the intensity is too 

low for efficient MPI and the transient free electron density is insufficient for efficient 

AI (see Figure 25 top). On the other hand positive TOD gives a train of sub-pulses with 

decreasing intensities which leads to efficient MPI at the beginning and therefore a 

sufficient initial free electron density which is efficiently amplified by AI (see Figure 25 

bottom).Note that for laser pulses with the same energy the free electron density 



exceeds the critical value for material ablation nc for a positive TOD but not for negative 

TOD. This observation has been discussed in a seed and heat mechanism based on a 

refined ionization model employing a multiple rate equation approach [58]. 

 

Figure 25: Control of ionization processes in fused silica via asymmetrically shaped femtosecond 

pulses for three TOD parameters (top row: negative TOD with 3 = -6 x 105 fs3, middle row: zero 

TOD with3 = 0 fs3, and bottom row: positive TOD with 3 = +6 x 105 fs3) at the same laser pulse 

energy. The left column shows the temporal profile of pulse intensity envelope (solid black line) 

and transient free electron density (light blue: contribution from multiphoton ionization (MPI) 

only, dark blue: contribution from avalanche ionization (AI) in combination with MPI). The 

critical electron density nc = 1021 cm-3 resulting in ablation is marked with a dashed line. The 

middle column shows scanning electron microscope (SEM) micrographs including a dashed 

circle for the calculated and measured spot diameter of 1.4 µm (1/e2 value of intensity profile) 

and the middle column shows the corresponding atomic force (AFM) micrographs (note the 

different z-scaling for middle row). 

 

The resulting nanometer scale structures were measured by AFM and SEM and are one 

order of magnitude below the diffraction limit (see Figure 25). Recently the studies on 

the dynamics of the free electron plasma created by femtosecond pulses in a thin water 

jet [141,142] were extended to a direct observation of the free electron density after 

excitation with temporally shaped laser pulses by using spectral interference 



techniques [143,144]. Employing this technique allowed to directly confirm control of 

the two ionization mechanisms in the low excitation regime making use of a Drude 

model and the justified assumption of homogenous excitation within the laser excited 

volume. The high excitation regime is in the focus of current research. 

 

Regarding the nanoscale structures created with temporally shaped laser pulses in solid 

dielectrics, the physical picture is still not conclusive[140]. On a first glance the small 

structures might be attributed to filamentation processes as observed in bulk fused 

silica under similar excitation conditions [145] as well as on surfaces of dielectrics 

[146,147] and reviewed in[148]. However, as filamentation usually needs propagation 

to occur, the lack of observed propagation structures especially for the TOD shaped 

pulses may rule out filamentation as the only explanation. While the seed and heat 

model explains the threshold dependence on the temporally asymmetric pulse shapes, 

the spatial observations require further extensions to the simulation model. The 

motivation stems from the simple picture that an initial part of the pulse structure may 

create free electrons in a spatially very confined region well below the damage 

threshold via MPI and the remaining pulse exploits AI to reach the critical energy also in 

a very restricted area. In that simulations rate equations were solved for a Gaussian 

spatial beam profile taking MPI, AI and recombination into account as a function of 

various temporal profiles. So far, these simulations did not arrive at a conclusive 

picture. Currently it is speculated in addition, to what extent nanoplasmonic effects 

[149] like for example near field effects from a spatially confined region of high electron 

densities created by a part of the temporal structured laser pulse can also be 

responsible for part of the observations. Within the context of near field enhancements 

it has been shown, that by exploiting polarization dependent near field effects[78] 

nanoscale material processing of dielectrics can be achieved [150-152].  

 

As mentioned above shortly, laser electron excitation with ultrashort laserpulses is 

followed by electron thermalization on a femtosecond time scale and coupling to the 

lattice on a femtosecond to picosecond time scale. Finally a free ablation plume is 

observed on a picosecond to nanosecond time scale that contains spectrochemical 

information on the ablated material. This laser-induced breakdown spectroscopy (LIBS) 



is a well-established technique for spectrochemical element analysis in various 

applications [153,154]. Although LIBS does not achieve the sensitivity of other methods, 

as for example mass spectrometry, to date it offers a wide range of different 

advantages: No special sample preparation is needed and the analysis can be done in 

air under atmospheric conditions. Usually nanosecond lasers are used in these 

applications. Femtosecond laser pulses on the other hand offer due to different 

ablation processes a more precise ablation with less thermal damage and with a higher 

reproducibility compared to nanosecond pulses [155]. Furthermore the femtosecond 

laser-induced plasma features a faster temporal decay and a reduced background[156], 

enabling to work at a higher repetition rate without any gate for data acquisition. On 

this basis femtosecond laser pulses are suitable to improve the spatial resolution and 

spectrochemical sensitivity in comparison to ns-LIBS and facilitate fs-LIBS for biomedical 

applications [157], such as chemical mapping[158] and depth profiling of complex 

biological systems[156]. In order to minimize the spatial structure and at the same time 

maximize the spectrochemical sensitivity for fs-LIBS temporal pulse tailoring was 

exploited for material processing: by applying double pulses an increase in line specific 

emission was observed, and spatial resolution of few µm and below have been 

achieved [159].  

 

5 Summary and Conclusion 

In this review we have presented an overview on recent work on control of ultrafast 

electron dynamics using shaped femtosecond laser pulses with applications ranging 

from the manipulation of a single electron in order to create a designer electron wave 

packet to macroscopic control of electron densities in femtosecond materials 

processing.  

 

Shaped femtosecond laser pulses are an outstanding tool to manipulate molecular 

dynamics. Therefore, an introduction to the fundamentals of femtosecond pulse 

shaping including polarization shaping was presented in view of the applications 

discussed in this review. Because the physical basis of coherent control is the 

manipulation of the interferences of matter waves, the coherence transfer from shaped 

pulses to matter waves was discussed in some detail. As an example for three-



dimensional control with polarization-shaped pulses we have studied the creation and 

detection of designer electron wave packets. It turned out that the underlying physical 

mechanism is based on the creation of superposition states in the continuum by the 

interplay between the time-dependent polarization of the laser pulse and the 

respective complex-valued transition matrix elements as well as the subsequent 

interference of the partial electron wave packets in the continuum. 

 

Non-perturbative interaction with shaped intense laser fields enables new control 

scenarios and allows efficient population transfer to the target states. We have 

considered prototypical examples of strong-field control which highlight specific 

physical mechanisms of non-perturbative control, such as Dynamic Stark shifts (DSS) 

and Selective Population of Dressed States (SPODS). The analysis of dressed states 

populations and energies proved to be particularly suitable to analyze strong-field 

control. We showed that the concept of (SPODS) provides a unifying framework to 

describe adiabatic techniques such as Rapid Adiabatic passage (RAP) and non-adiabatic 

control enabling ultrafast switching. As a topical example for strong field control we 

have discussed the manipulation of concerted nuclear-electron dynamics in molecules 

by shaped intense laser pulses. Tailoring the laser field to the induced charge oscillation 

in a molecule turned out to be a general theme in coherent control of electron 

dynamics. 

 

The enduring progress in the refinement of femtosecond laser sources in terms of 

tunability, pulse-width (associated with increasing bandwidth) and CEP stabilization 

opens new perspectives for coherent control of ultrafast dynamics. For instance, due to 

the decrease of the pulse duration, faster and faster processes such as electron 

dynamics will come to the fore. In addition, control by the carrier envelope phase (CEP) 

will become increasingly important in this regime - especially for highly non-linear 

processes. Along with the trend towards shorter pulses goes the broadening of the 

laser bandwidth promising a much higher degree of attainable control because all 

molecular degrees of freedom become accessible simultaneously. Furthermore, 

ultrafast light sources being tunable over a wide spectral band will broaden the range of 

applications by tailoring the laser central frequency with respect to the application 



rather than selecting the application based on the available frequencies. Extending 

recent efforts on the generation and characterization of shaped femtosecond laser 

pulses in the ultraviolet towards XUV- and X-ray sources should in principle be feasible 

by combining dispersive elements with absorbing targets. Due to the Kramers-Kronig 

relation for dielectric functions the insertion of absorbing targets will also include 

dispersive effects enabling amplitude and phase control. Based on these innovative 

developments we anticipate a huge variety of novel experiments and applications in 

coherent control.  
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