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1. Introduction

The advent of phase shifting has greatly enhanced the capabilit€sPdf/1, 2/. However,
temporal phase shifting (TPS) is not well suited for tasks wiae@om time-dependent phase
fluctuations between the phase-shifted frames, as caused by vibaatiombulence, or rapid
object motion, can spoil the measurement.

The solution to these problems is the complementary technique, gbetsa shifting (SPS)
13/, where the phase is not shifted in time but in one spatial idimeets shown in Fig. 1. A
conventional ESPI setup is modified by shifting the origin of theeat® wave byAx from
the center of the aperture; this generates a linear phasgZ@jton the sensor. Thus the
phase shifted frames can be recorded simultaneously and time-dependent erraisaced.e
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a)
Fig. 1. a) ESPI setup modified for SPS; b) arrangement of measuringspdj2,3 within the
correlation area; line arrays indicate orientation and spaciograér fringes (phase shift set to
m2).

However, SPS has some drawbacks to cope with in ESPI. In most phase reconstruction formu-
las, intensity and phase of the object wave are assumed to be cémsthmeasurements
entering the phase calculation together. In TPS where pointwissatataach stem from the
same location, this is fully justified as long as temporal pataniluctuations can be avoided.

The data sets for SPS however are made up of adjacent pixedscased in Fig. 1 b) and the
speckle size must be increased to keep the pixels within oneatiometell (i.e. speckle size).

Even so, the spatial intensity and phase gradients of the objeaidespattern introduce
severe errors in the phase reconstruction. The smaller the meditesgiee is chosen, the
larger the random noise in the reconstructed phase map will be. ©théréhand, enlarging

the speckles implies losing object light and spatial resolution.

The latter is not a problem in ESPI where lowpass filteringsisal. Concerning the former
however, it is desirable to tailor phase retrieval schemes B& tBat permit to keep the
speckles as small as possible while delivering acceptabldste$hls paper reports on im-
provements in the phase reconstruction out of spatially phase shiftéddesipgerferograms.
First a brief overview of second-order speckle statistics isigihen algorithms for improved
phase calculation are developed. We also introduce a method of phasg ghatt allows for
multiple phase measurements at each point and finally compare the merits qfprackta
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2. Second-order speckle statistics

The spatial coherence of two different locations in a speckk dieflermines the probability
of intensity and/or phase deviations between them /4/. The probabilititydemtions of
speckle intensity gradients and phase gradients, respectively, lmvddyesed in /5/ and /6/.
The conditional pdf's for intensity and phase given in /4/ have been extéfide involve
four quantitiesl; and ¢, intensity and phase at the first point of interest, lang. for the
second point. All of these are interrelated so that neither infenstt phase may be
considered alone.

The conclusion of these studies is that high phase gradients &yddikecur in dark regions
of the speckle pattern, becoming infinite in the immediate vicwfitthe 'screw dislocations’
/8, 9/ appearing at the points of zero amplitude. In contrast, the pmasettevary more

slowly in the bright parts of the speckle field (i.e., the spechlgts3. These facts can
intuitively be understood in the phasor representation. Fig. 2 gives agssigr of the spatial
distribution of intensities and phases in speckle patterns. The spexkigas about 45 pixels
and the phase was measured by SPS.

isolines) of an actual speakta.patt

Fig. 2: Speckle intensities and phases (overlaid

Recently there has been some interesting work that presentstiegcs in a highly useful
manner. According to /10/, the mean phase gradient in the centersckiiesggots is about
50° per speckle diameter: This is not to say that the phase aaiilath speckle never exceeds
that value; even higher gradients can occur.

Hence there are good reasons to account for the speckle struc&iPs afata in the phase
evaluation. Firstly, we find high intensity gradients at the eddethe speckle spots /11/,
spoiling data sets at those locations. Secondly, the often made desunfigbnstant speckle
phase does not hold well enough when SPS is considered.

3. Computational methodsfor error reduction
3.1 Incorporation of object intensity

In order to limit the loss of collected light, we restrict oluse to the smallest possible num-
ber of measurement points, which is three. Accordingly, the mean sgee&lis 19um (2.5
pixel distances) for all measurements shown in this paper. Superposaference to the ob-
ject wave and introducing the phase shif2(throughout the experiments), the resulting irra-
diance in sensor column€m) is given by

lem = I0(1+y sinc(%) cos(@, +nB+mg +C)j (1)
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(n= 2,...M-1 (M: column count of camerajp= -1, 0, 1;lp: mean intensityf. phase
shift per column,y: visibility, @:. phase angle over which the pixels integrate the intensity,
C: phase offset, y-dependency omitted for clarity). For findingwe insert the pixel atth
place plus its left and right neighbor pixels, phase shifteq@ane S, respectively, into the
usual phase reconstruction formula:

$,, modrr=tan® (1__005[3D o1 7 Vo j . (2)
sing 21, =1, 1=l

Thus, each interferogram yields a speckle phase meguiring phase mapg. before and
@n2 after a displacement and subtracting them giveslitplacement map or sawtooth image
of A¢,. Throughout section 3 always the same couple tdrferograms was used for
evaluation. The displacement measured was thefeplaoe tilt of a flat plate.

It is possible to account for the non-constancly, @ind yif (1) is rewritten as

e =Ope+ R+ 20 TR sind 2 cos(, +n+mp +C); 3)

On+m: intensity in the speckle field of the object walene at thén+m)th column,R :
intensity of the reference wavR.is assumed spatially consta®t,.., must be recorded before
— and in the case of speckle decorrelation, altar af the acquisition of the interferograms
[ (n+my1 andl(n+m)2-

With the modified interferogram equations, the ghaeonstruction formula (2) changes to

1 \/O—n( Dn—l - Dn+1) - COSﬁ(V C)n—l (Dn - Dn+1)+\j C)n+l (Dn— 1 Dn ))
Sinlg(\/ On—l (Dn - Dn+1)_ v On+l (Dn—l_ D, ))

with D=I1,-Op /12/. Fig. 3 compares the approaches of eqs. Zaidquantification of the
improvement yielded about 19% less noise in phase loh than in a).

@, modrmr= tan

(4)

a)
Fig. 3: Results of phase calculations; a) with eq. 2, b) with eq. 4.

3.2 Correction of varying speckle phase

As the phases of speckles of the size used hermtha measured with sufficient resolution,
the simple assumption is made that not the phagehb phase gradient be constant over the
adjacent pixels used. (The interested reader magkdis in Fig. 2.) This is equivalent to lo-
cal linear deviations of the phase shift from imnal value. The problem of linear phase
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shifting errors has been treated extensively in Té&dgarch and there are many compensating
algorithms. Provided the phase shift is seti® we may use a 3+3 averaging algorithm as
described in /13/:

2(|n_|n+1)

n—l_ln_|n+1+|n+2

¢, modrr= tan®

(5)

This algorithm uses four intensity readings andrsegly forces the speckle size to be further
increased. It was observed, however, that the pinageeven benefits from the lowpass char-
acteristic of the formula when the speckle sizmantained. This can be seen in Fig. 4 a); the
noise is reduced by approx. 7% compared to Fig. Bi@ spatial resolution is lost here as the
speckles have been enlarged anyway.

3.3 Combination of intensity and phase correction

The simplest way to construct a phase calculatiat torrects errors by both intensity and
phase gradients is to establish an averaging #igoffior terms in the form of (4). Fgi=1mv2,
(4) becomes

BOu) K ©
\/On—l(Dn - Dn+1) - \/On+1(Dn—1_ Dn) K2 - K3
and shifting the pixel triplet by one position yisl

v On+1(Dn B Dn+2) = Ky ] (7)
\/an(Dnﬂ_Dn+2)_\/on+2(Dn_Dn+]) KS_KG

The phase is now simply calculated by

$,, modr= tan®

— =1
@, Mmodrr= tan

¢, modrr= tan® (8)
so that the newp, is the mean of the ol@, and ¢,.1. It is worth noting that this manner of

averaging works properly only for the phase sHifti@. The resulting phase map is shown in
Fig.4 b) and shows about 27% less noise than fHago3 a).

a) | b)
Fig. 4. a) phase calculation with eq. 5; b) phase caliculavith eq. 8.
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4. Experimental method for error reduction

If the measuring points are arranged as in Fig) 4nldl the phase shift is in x-direction only,
the vertical extent of the correlation area ismatle use of. Setting the speckle dimensions to
3x1 pixels as advisable from the standpoint of ligfficiency is ruled out because of the
significant increase of noise. If however a fullsfre camera is available, all image lines can
be acquired simultaneously. Hence it is possibladwS(Ay), resulting in a tilt of the carrier
fringes and allowing to arrange the set of pixededuiny- or any desired direction. This
enables the speckle shape to be fully exploitedrfeasurement. Fig. 5 shows a direction and
spatial frequency for the carrier fringes that pé&srarranging the pixels evaluated in various
ways. This can first be seen in Fig. 5 a) wherelegay work both in x- and y-direction . It is
also possible to obtain phase values from the gixsters shown in Fig. 5 b), resulting in two
additional measurements for the central pixel. phase maps thus obtained show higher
noise than those out of pure x- and y-directiofteoagh the nominal phase shifts are correct,
the pixels involved are not on a straight line. ld@er, taking as phase value the arithmetic
mean of all four measurements still leads to arravgment over the x- and y-measurements
alone. The result of the former is displayed in. Bi@). Here we get a noise reduction of about
26% compared to Fig. 3 a), necessarily with difieiaterferograms but all experimental pa-
rameters unchanged, except for the carrier fringatation.

Fig. 5: Various pixel clusters for phase calculation. @iog indicated by outlines and black/white
colour; pixels used twice are dark grey. a) andlblible 3-point arrangement; ¢) and d):
double 3+3-point arrangement.

The 3+3 algorithm as in (8) can be used for phas&val in the configuration of Fig. 5 c).
According to Fig. 5 d), additional sets of pointsxde obtained as well and the average of
them all indeed yields the best phase map obtaoddr, which can be seen in Fig. 6 b). The
noise there is by about 33% lower than in Fig..3 a)

a) b)
Fig. 6: Phase maps resulting from fourfold phase deteatiain at each point; a) measurements as in
Fig. 5 a) and b) averaged; b) measurements dg.i® E) and d) averaged.
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5. Conclusions

Some phase retrieval methods specially adaptedP® &e presented. A 3-point algorithm
accounting for the object's speckle intensitigsragosed; moreover, a well-known averaging
technique is utilized to suppress errors by spegkbse gradients. For the measuring process
a phase shift direction is suggested that permitisipie phase measurements for any point in
the interferogram. The approaches are tested defyaemd together. The inclusion of the
object intensities into the calculation turns auetfect remarkable improvement in the calcu-
lated phase maps; however this requires additimtalrding of at least one speckle image of
the object. The correction for phase shift errare tb speckle phase gradients contributes a
smaller part to noise suppression. The averagingufiple measurements also reduces the
noise noticeably; here the possibilities are ndt gxploited as one might incorporate a
suitable weighting scheme for the phase valuesirdata yet probably at the cost of
computational simplicity. It is seen that some led hew algorithms outperform the old one
distinctly.
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