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Abstract. We revisit the scaling behavior of the specific heat of the three-dimensional random-field Ising
model with a Gaussian distribution of the disorder. Exact ground states of the model are obtained using
graph-theoretical algorithms for different strengths h of the random fields and system sizes containing up
to N = 2683 spins. By numerically differentiating the bond energy with respect to h, a specific-heat-like
quantity is obtained whose maximum is found to converge to a constant at the thermodynamic limit.
Compared to a previous study following the same approach, we have studied here much larger system
sizes with an increased statistical accuracy. We discuss the relevance of our results under the prism of a
modified Rushbrooke inequality for the case of a saturating specific heat. Finally, as a byproduct of our
analysis, we provide high-accuracy estimates of the critical field hc = 2.279(7) and the critical exponent
of the correlation exponent ν = 1.37(1), in excellent agreement to the most recent computations in the
literature.

PACS. PACS. 05.50+q Lattice theory and statistics (Ising, Potts. etc.) – 64.60.De Statistical mechanics
of model systems – 75.10.Hk Classical spin models – 75.10.Nr Spin-glass and other random models

1 Introduction

The random-field Ising model (RFIM) is one of the archety-
pal disordered systems [1–11], extensively studied due to
its theoretical interest, as well as its close connection to
experiments in hard [12–15] and soft condensed matter
systems [16]. Its beauty is that the mixture of random
fields and the standard Ising model creates rich physics
and leaves many still unanswered problems. The Hamil-
tonian describing the model is

H = −J
∑

<i,j>

σiσj −
∑

i

hiσi, (1)

where σi = ±1 are N Ising spins, J > 0 is the nearest-
neighbor’s ferromagnetic interaction, and hi are indepen-
dent quenched random fields. Several field distributions
have been considered in the literature, the most common
ones being the Gaussian and bimodal distributions [14,
17–19].

The existence of an ordered ferromagnetic phase for
the RFIM, at low temperature and weak disorder, followed
from the seminal discussion of Imry and Ma [1], when
the spatial dimension D > 2 [17–21]. This has provided
us with a general qualitative agreement on the sketch of
the phase boundary, separating the ordered ferromagnetic
phase from the high-temperature paramagnetic one. The

phase-diagram line separates the two phases of the model
and intersects the randomness axis at the critical value
of the disorder strength hc, as shown in figure 1. Such
qualitative sketching has been commonly used in most
papers for the RFIM [22–27] and closed form quantita-
tive expressions are also known from the early mean-field
calculations [27].

Although nowadays the view that the phase transition
of the RFIM is of second order, irrespective of the form
of the random-field distribution and for all values of the
disorder strength [28], there are still some puzzling behav-
ior that remains contradictory. These refer mainly to the
small value of the critical exponent β of the magnetiza-
tion and, even more, to the scaling behavior of the specific
heat and the corresponding value of the critical exponent
α; the latter having severe implications for the modified
hyperscaling relation [28–33].

In this paper we deal with the latter problem of the
specific heat and we revisit its scaling behavior by recruit-
ing powerful numerical and finite-size scaling techniques
in order to obtain accurate numerical data through the ex-
tensive use of large simulation platforms. In particular we
compute exact ground states of the model, as is explained
shortly below.

The rest of the paper is laid out as follows: In Sec. 2 we
present the general framework of the numerical method
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Fig. 1. Schematic phase diagram and renormalization-group
flow of the RFIM. The solid line separates the ferromagnetic
(F) and paramagnetic (P) phases. The black arrow shows the
flow to the random fixed point (R) at zero temperature (T = 0)
and h = hc, as marked by the asterisk.

used, which is by today standard for the study of the
RFIM and we also give the implemented random-field dis-
tribution. In Sec. 3 we define the specific-heat-like quan-
tity under study and in Sec. 4 we present the finite-size
scaling analysis of our numerical data. Our results for the
critical exponent α are discussed under the prism of a
modified Rushbrooke inequality for the case of a saturat-
ing specific heat. Our paper is concluded in Sec. 5 where
a summary of the main results is given.

2 Simulation details

The calculation of the ground states is based on the map-
ping [36,34,35,37,28–33,38–50] to the maximum-flow prob-
lem [51–53]. This is a well-established combinatorial op-
timization problem which can be solved exactly using ef-
ficient, i.e., polynomial-time, optimization algorithms. A
clear advantage of this approach is the ability to simulate
large system sizes and disorder ensembles in rather mod-
erate computational times. Here, we should underline that
even the most efficient T > 0 Monte Carlo schemes exhibit
extremely slow dynamics in the low-temperature phase of
these systems and are upper bound by linear sizes of the
order of Lmax ≤ 32. Further asset in the T = 0 approach
is the absence of statistical (sampling) errors, though the
presence of statistical fluctuations coming from the dis-
order average is unavoidable. Additionally, the approach
lacks equilibration problems, which are typical for Monte
Carlo simulations, due to the fact that the ground states
are exact. In this way we can omit the two major draw-
backs encountered in the T > 0 simulation of systems with
rough free-energy landscapes [14].

Note that the fact that we consider the model exactly
at T = 0 is no restriction, since for this model it allows

us to draw conclusions about the finite-temperature be-
havior, which is actually of interest: The random field is a
relevant perturbation at the pure fixed point, which lies at
T = 0 [14,17–20]. Hence, the critical behavior is the same
everywhere along the phase boundary of figure 1, and we
can predict it simply by staying at T = 0 and crossing the
phase boundary at h = hc.

The application of maximum-flow algorithms to the
RFIM is nowadays well established [43]. The most effi-
cient network flow algorithm used to solve the RFIM is
the push-relabel algorithm of Tarjan and Goldberg [54].
For the interested reader, general proofs and theorems on
the push-relabel algorithm can be found in standard text-
books [52,53]. The version of the algorithm implemented
in our study involves a modification proposed by Middle-
ton et al. [29,40,41] that removes the (technical) source
and sink nodes, in this way reducing memory usage and
also clarifying the physical connection [40,41].

For the disorder realizations as given by the random
fields {hi} we used a Gaussian distribution of the form

P(hi) =
1√
2πh2

exp

(

− h2
i

2h2

)

. (2)

The main advantage of the above distribution (2) is that
the ground state of the system is non-degenerate, so it is
sufficient to calculate just one ground state in order to get
the necessary information.

3 Specific heat

Our analysis concerns the controversial issue of the spe-
cific heat of the RFIM. The specific heat of the RFIM can
be experimentally measured [15] and is of great theoretical
importance. Yet, it is well known that it is one of the most
intricate thermodynamic quantities to deal with in numer-
ical simulations, even when it comes to pure systems. For
the RFIM, Monte Carlo methods at T > 0 have been
used to estimate the value of its critical exponent α, but
were restricted to rather small systems sizes and have also
revealed many serious problems, i.e., severe violations of
self averaging [55,56]. A better picture emerged through-
out the years from T = 0 computations, however, even by
using the same numerical techniques, but different scal-
ing approaches, some inconsistencies have been recorded
in the literature. In particular, a wide range of estimates
of α have been reported, from strongly negative values
to values close to zero [28–33]. On the other hand, ex-
periments on random field and diluted antiferromagnetic
systems suggested a logarithmic divergence of the specific
heat [15].

In the present work we employ a scaling approach on
a specific-heat-like quantity as originally suggested by one
of us (AKH) and Young [30], and we apply it to numerical
data obtained for much larger system sizes compared to
the original reference [30]. For more details on the deriva-
tion and similarities of the quantities of interest at posi-
tive and zero temperature we refer the reader to Section 2
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Fig. 2. The main figure shows the disorder-averaged bond en-
ergy [EJ ](h) per spin as a function of the random-field strength
h for a system with linear size L = 48. The inset displays the
resulting specific heat, calculated using the formula of equa-
tion (4).

of reference [30], where the full explanations and relevant
scaling arguments are given.

A crucial point in this approach comes from the fol-
lowing observation: although in zero random field, the
specific-heat exponent is obtained from the singularity
in the second derivative of the free energy with respect
to temperature, more generally it is determined from the
singularity obtained by varying a parameter which crosses
the phase boundary from the paramagnetic phase to the
ferromagnetic phase. From figure 1 we see that this can
be conveniently accomplished by keeping the ratio of h/J
to T/J fixed, i.e., by varying J . Thus, according to refer-
ence [30], in order to observe the specific-heat singularity
for the random-field case, the bond energy EJ is studied

EJ ≡ ∂F

∂J
= − 1

N
∑

〈i,j〉

σiσj , (3)

where F denotes the free energy [57].
EJ has an energy-like singularity in the vicinity of the

phase boundary. Having differentiated analytically with
respect to J , we now set J = 1 and consider only T = 0.
A specific-heat-like quantity is obtained by differentiating
EJ numerically with respect to the random field h. A first-
order finite difference is used to determine the derivative
of EJ numerically and, since this is a more accurate repre-
sentation of the derivative at the midpoint of the interval
than at either endpoint, the specific heat, C, at T = 0 is
defined to be

C

(

h1 + h2

2

)

≡ [EJ (h1)]h − [EJ (h2)]h
h1 − h2

, (4)

where h1 and h2 are two close-by values of h. A sufficiently
fine mesh of random-field values is chosen such that the
resulting data for C is smooth.
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Fig. 3. A clear instance of the shift behavior of the specific heat
C as a function of the random-field strength h for some typical
systems sizes, as indicated in the figure. The solid lines are
simple guides to the eye. The vertical dotted line indicates the
location of the critical field strength, hc = 2.279, as estimated
below in figure 4.

4 Results and discussion

We performed large-scale zero-temperature simulations of
the Gaussian RFIM for a wide range of the simulation pa-
rameters using the prescription of Sec. 2. In particular we
considered random-field strengths h ∈ [2.0−3.0] and linear
sizes L ∈ [4 − 268]. Additionally, for each pair (h, L) an
extensive disorder averaging process has been undertaken,
denoted as [· · ·], by sampling over 50 × 103 independent
random-field realizations for systems with L ≤ 200 and
5× 103 realizations for L > 200.

In the main panel of figure 2 the averaged over the
disorder bond energy per spin [EJ ](h) is illustrated for a
system size of L = 48. As expected, for very small val-
ues of h all spins point into the same direction and so
[EJ ] → −3, whereas for large values h the spins follow the
random fields and so, on average the number of satisfied
and unsatisfied bonds are equal, hence [EJ ] → 0 in this
limit. The inset of the same figure shows the correspond-
ing specific heat, obtained as the numerical derivative of
the data for [EJ ](h) according to equation (4). The spe-
cific heat is seen to have a clear peak at some pseudo-
critical value of h, denoted also as pseudocritical disorder
strength h∗

L, and in what follows, we shall investigate the
size dependence of this peak and the shift behavior of the
pseudocritical fields h∗

L.
In a finite system, finite-size scaling predicts for the

singular part Cs of the specific heat

Cs ∼ Lα/νC̃
(

(h− hc)L
1/ν

)

, (5)

where ν is the correlation-length exponent. The specific-
heat peak will occur when the argument of the scaling
function C̃ takes some value, say a1, so the peak position
h∗
L varies as

h∗
L − hc ≈ a1L

−1/ν (6)



4 N.G. Fytas, et al.: Revisiting the scaling of the specific heat of the three-dimensional random-field Ising model

and the value of the singular part of the specific heat at
the peak as

Cmax
s (L) ∼ Lα/ν . (7)

For a more detailed description of the above scaling for-
mulas we refer the reader to reference [30].

An alternative indirect route to the estimation of the
critical exponent α, based again on the bond energy [EJ ],
but this time at the supposedly known “exact” value of
the critical field hc, may be found in references [29,31,
32]. The computation from the behavior of [EJ ] is based
on integrating the above scaling equation (5) up to hc,
which gives a dependence of the form [EJ ](L, h = hc) =
k1 + k2L

(α−1)/ν with ki to be constants. Thus, assuming
that we know the “exact” value of hc, one may fit the
data of the bond energy [EJ ] to obtain the exponent ra-
tio (α − 1)/ν and then using an estimate of ν, calculate
indirectly the critical exponent α of the specific heat. Ob-
viously, as no a priori knowledge of the “exact” critical
field value exists, what is usually done is to use some can-
didate values of hc around the best known estimate and
then repeat the simulations for all the candidate values.
The first authors that actually implemented this method
for the present model were Middleton and Fisher [29]. At
their extensive study they obtained estimates for the ex-
ponent ratio (α−1)/ν and quantified the error effects due
to the uncertainty in the selection of the critical field value
and to scaling corrections. Their original estimate of the
critical exponent α = −0.12(12) from the scaling of the
bond energy at the field value hc = 2.27 was then brought
down to α = −0.01(9) by using a combined scheme that
benefited further from some total stiffness measurements
on isotropic and anisotropic systems with fixed bound-
ary conditions. Following this work, the complementary
analysis of reference [31] showed explicitly by large-scale
simulations that indeed a change in the value of hc by a
factor of δhc = 0.001 results, on a average, in a change
δα ≈ 0.04 in the value of α. In the current work we de-
cided to analyze the specific-heat data directly, using the
prescription of reference [30], in order to avoid these un-
certainties but also to be able to test the various scaling
scenarios that have been suggested in the extensive liter-
ature of the model. As a side target we are also interested
in producing high-accuracy estimates of the critical field
value and the critical exponent of the correlation length
(see figure 4 below).

Figure 3 illustrates some characteristic numerical re-
sults for the specific heat of three selected system sizes
as a function of the random field h. A clear peak can be
seen, which moves to the left and increases in height with
increasing system size. In our analysis, for each system
size, we performed parabolic fits to the region of the peak
to obtain the pseudocritical fields h∗

L and the height of
the peaks Cmax. The shift of the maximum according to
equation (6) can be used to estimate the infinite-size crit-
ical strength of the random field, hc and the correlation-
length exponent ν and this is shown in figure 4. The best
fit, with a χ2/DOF = 0.9, where DOF denotes the num-
ber of degrees of freedom, gives the values hc = 2.279(7)
and ν = 1.37(1) that compare very well to the most
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Fig. 4. Finite-size scaling behavior of the pseudocritical ran-
dom fields h

∗

L, i.e., of the fields where the specific heat at-
tains its maximum, as a function of system size L. The solid
line shows a fit to the function h

∗

L = hc + a1L
−1/ν with

hc = 2.279(7), a1 = 2.56(4), and ν = 1.37(1).

accurate estimations in the literature hc = 2.27(1) and
ν = 1.37(5) [28–33].

Having simulated several lattice-size points, we also
tried to perform the above fit including scaling correc-
tions of the form (1 + a′1L

−ω), where ω is the well-known
correction-to-scaling exponent, using it either as a free
parameter or fixing it to the value ω = 0.52, suggested
recently in reference [28]. However, no improvement has
been observed in the quality of the fit. On the contrary,
the corrected scaling assumption resulted in an unstable
fit procedure with significantly large errors in the values
of the exponent ν and the coefficients a1 and a′1.

We now turn the discussion to the scaling behavior of
the specific heat by investigating the evolution of Cmax

with the linear system size L. Our analysis and tests will
be unfolded along the lines of the two main scenarios of the
literature, that is a logarithmic divergence and the stan-
dard power-law behavior, including some small variations
of these scaling laws.

If we assume α = 0, then one expects a logarithmic
divergence and the simplest hypothesis is to fit the data
to

Cmax(L) = c1 + c2 log (L), (8)

where the constant term c1 comes partly from the regular
part of the specific heat. However, this scenario is not valid
(see figure 5). A plot of Cmax against L on a semi-log scale
shows a clear curvature, suggesting that the height of the
specific heat will saturate to a finite value as L increases.
In particular, a fit to the scaling law (8) for L ≥ 12 yields
c1 = 1.53(12) and c2 = 0.18(3) with a χ2/DOF = 75,
indicating that the full data are not compatible with a
logarithmic divergence. As a further test case, one may of
course reduce the fit interval to make the data compatible
to the logarithmic divergence. For instance, fitting over
L ≥ 64 one gets the values c1 = 2.08(4) and c2 = 0.071(8)
with a χ2/DOF = 1.97. But then, the small value of the
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Fig. 5. Finite-size scaling of Cmax with a logarithmic scale on
the L-axis. The dotted and solid lines illustrate logarithmic (8)
and power-law (10) fits respectively, for L ≥ 12.

coefficient of the logarithm c2 shows that the specific heat
does not change significantly beyond L = 64, so one could
probably fit almost every slightly increasing function. In
fact, we performed tests that are omitted here for brevity
and verified this assumption. Thus, one first important
conclusion from the above analysis is that one should con-
sider in the fits a lattice-size window which includes also
smaller values of the linear size L, for instance the window
L = 12− 268 looks like a safe option.

As a variation of the simple logarithmic function, we
also performed fits to a log (log) function, i.e., a very slow
divergence of the form

Cmax(L) = n+ o log (p+ q logL). (9)

The result of this fit over the window L = 12−268 yielded
the following values for the coefficients (with huge error
bars as it can be seen) n = 2.28±6.10, o = 0.28±0.10, p =
−1.4± 29.1, and q = 0.62± 13.19 and a very bad quality
of the fit χ2/DOF = 10.17. Of course, our choice of the
scaling law (9) is not necessarily relevant for the RFIM,
as there are no calculations which predict this type of
behavior for the model, but rather an example of a slowly
diverging function, that according to the above results, is
also excluded as well.

On the other hand now, taking into account the sce-
nario of a peak height which saturates as L → ∞, we tried
a fit of the form

Cmax(L) = C∞ + bLx, (10)

where x could be seen as an estimate for α/ν. When using
again the sizes L = 12−268, this yielded the values C∞ =
2.52(1), b = −7.20(9), and x = −0.90(5), and a fit quality
of χ2/DOF = 1.04, indicating that the current data are
compatible with a convergence of the specific heat to a
constant, i.e., a cusp. If we restrict the scaling window
to smaller system sizes of up to L = 96 for instance, the
estimate of x is of the order of −0.5, compatible with the
earlier result of reference [30].

Since C∞ is about 200 standard deviations away from
zero, we can safely argue that a pure power-law behavior
is not compatible with the data. Furthermore, including a
correction-to-scaling term of the standard form (1+b′L−ω)
no improvement was observed also when we shifted the
lattice-size window of the fit to larger values of L. Even
more, as in the case of the scaling of the pseudocritical
fields, large error bars appear, making the inclusion of the
correction term meaningless also for this set of data. Thus,
according to the above analysis, we may conclude that the
numerical data of the specific heat are not compatible with
a diverging behavior but seem to be well described by a
convergence to a constant.

Now, we discuss the relevance of the above results for
the specific heat with respect to the standard scaling rela-
tions. In particular, we consider the Rushbrooke inequality

α+ 2β + γ ≥ 2. (11)

Clearly, using the established values γ = 2.05(5) [28] and
β = 0.017(5) [29], the inequality (11) is not fulfilled when
using a strongly negative value of α = xν = −1.23(7)
since one obtains α + 2β + γ = 0.85(9) ≪ 2. This ap-
parent violation of the scaling relation has in fact been
reported as one of the main controversial issues in the
study of the RFIM [58]. To our knowledge, equation (11)
holds in all other models and emerges from well-known
scaling theories and the renormalization group. In these
approaches the scaling of the singular part of the free en-
ergy is considered, and so this result is expected to hold
even if α is (strongly) negative. Therefore, we may expect
that there must be some subtlety associated with this be-
ing a zero-temperature fixed point, or with the definition
of the energy as a J-derivative, which invalidates the expo-
nent relation. We know that the zero-temperature nature
of the fixed point does affect hyperscaling relations, but
up to now, it is accepted that those exponent relations
not involving D should be valid for the RFIM unmodi-
fied. This remains as an open question for the random-
field problem. We should note here that the numerical
works [29,32], where the scaling of the bond energy is
studied at the critical point, get α also negative but close
to zero and hence almost consistent with the Rushbrooke
relation within error bars. In particular, Theodorakis and
Fytas [32] performed simulations for system sizes up to
L = 156 at the proposed in reference [28] critical-field es-
timate hc = 2.227205. Their finite-size scaling analysis of
the bond energy suggested an estimate α = −0.095(37),
for the critical exponent of the specific heat. This value is
indeed very close to zero and also compatible to the value
α = −0.12(12) of Middleton and Fisher [29], obtained by
a similar analysis but from simulations performed at a dif-
ferent candidate critical value, namely the value hc = 2.27,
as also discussed above.

Motivated by the above controversy with respect to
the Rushbrooke inequality, we have reconsidered its orig-
inal derivation for the case of a saturating specific heat,
simply by going one step back in the calculation. Of course
our discussion below refers to the standard specific-heat
definition at constant field, but we believe that the reason-
ing outlined is also meaningful for the present case, via the



6 N.G. Fytas, et al.: Revisiting the scaling of the specific heat of the three-dimensional random-field Ising model

described in reference [29] analogy of the specific-heat def-
initions at positive and zero temperature. Equation (11)
stems from the fundamental Maxwell relation

χ(C − Cm) = T

(

∂m

∂T

)2

, (12)

with m being the magnetization, Cm the heat capacity
at constant magnetization and χ the susceptibility. Using
the fact that C, Cm, and χ are all larger than zero, one
obtains

C ≥ T

χ

(

∂m

∂T

)2

. (13)

When assuming, for t < 0 being the distance to the crit-
ical point in the ordered phase, power-law behavior C ∼
(−t)−α, χ ∼ (−t)−γ , and m ∼ (−t)β , by taking the log-
arithm and dividing by ln(−t) → −∞ for t → 0−, one
arrives at (11), since any prefactor in (13) will drop out.
Clearly, equation (13) involves the complete formula of
the thermodynamic specific heat, not only non-analytic
terms. Thus, if the specific heat is given by a cusp, i.e.,
a power-law convergence to a constant according to C =
C∞ + b(−t)−α, this full form must inserted into equa-
tion (13). Now, by taking the logarithm and dividing by
ln(−t) the left side will become zero, thus one is left with
2β + γ ≥ 2. This corresponds to an effective value α̃ = 0,
i.e., describing a constant when approaching the criti-
cal point, for the specific heat if one still likes to write
α̃ + 2β + γ ≥ 2. This latter relation is fulfilled now, even
as an equality within error bars using the most accurate
values of γ and β mentioned above. Thus, we may con-
clude that when describing the approach to the constant
one is still free to state the exponent α < 0 but when it
comes to the Rushbrooke inequality the value of α̃ = 0
seems more reasonable to use.

5 Conclusions

To summarize, in the present paper we revisited the scal-
ing of the specific heat of the three-dimensional Gaussian
random-field Ising model. Numerically, the present work
became feasible via the mapping of the model into a net-
work and obtaining the maximum flow through a modified
version of the push-relabel algorithm. Due to the polyno-
mial running time of the algorithm, this scheme enabled us
to simulate for a wide range of the random-field strength h
systems of up to 2683 spins, averaging for each pair (h, L)
over several thousands of independent random realiza-
tions. Following the approach of reference [30], by numer-
ically differentiating the bond energy with respect to h, a
specific-heat-like quantity was obtained whose finite-size
scaling was found to be compatible with a convergence,
via α/ν = −0.90(5), to a constant. This strongly negative
value of α clearly invalidates the Rushbrooke inequality
and it is still not clear to us if this is relevant to the na-
ture of the zero-temperature fixed point or if it is related
to the definition of the specific-heat-like quantity studied.
Given that many large-scale numerical works, including

ours, have not succeeded in providing concrete answers to
this question, this problem remains open and calls for a
better theoretical understanding. However, motivated by
this apparent and non-settled controversy in the random-
field problem, we have worked out the implications of a
constant specific heat at the thermodynamic limit with
respect to the derivation of the Rushbrooke inequality via
the Maxwell construction that involves the complete scal-
ing form of the specific heat, including the constant term
C∞. For this particular case, the inequality 2β + γ ≥ 2
seems to be more reasonable to use. Finally, the extensive
simulations performed allowed us to provide high-accuracy
estimates of the critical field hc = 2.279(7) and the criti-
cal exponent of the correlation exponent ν = 1.37(1) that
compare very well to the current literature of the model.
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