Current fluctuations in stochastically resetting particle systems
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We consider a system of non-interacting particles on a line with initial positions distributed
uniformly with density p on the negative half-line. We consider two different models: (i) each
particle performs independent Brownian motion with stochastic resetting to its initial position with
rate r and (ii) each particle performs run and tumble motion, and with rate r its position gets
reset to its initial value and simultaneously its velocity gets randomised. We study the effects of
resetting on the distribution P(Q,t) of the integrated particle current @ up to time ¢ through the
origin (from left to right). We study both the annealed and the quenched current distributions and
in both cases, we find that resetting induces a stationary limiting distribution of the current at long
times. However, we show that the approach to the stationary state of the current distribution in
the annealed and the quenched cases are drastically different for both models. In the annealed case,
the whole distribution Pan(Q,t) approaches its stationary limit uniformly for all Q. In contrast,
the quenched distribution Py (Q,t) attains its stationary form for Q@ < Qerit(t), while it remains
time-dependent for @ > Qerit(t). We show that Qcrit(t) increases linearly with ¢ for large ¢t. On
the scale where Q ~ Qeit(t), we show that Py (Q,t) has an unusual large deviation form with
a rate function that has a third-order phase transition at the critical point. We have computed
the associated rate functions analytically for both models. Using an importance sampling method
that allows to probe probabilities as tiny as 1074%%° we were able to compute numerically this
non-analytic rate function for the resetting Brownian dynamics and found excellent agreement with
our analytical prediction.



I. INTRODUCTION

In a non-equilibrium open system, where there is typically a flow of particles or energy from one region of space
to another, one of the central observables is the current fluctuation at a fixed point in space [IHI7]. For example, in
a one-dimensional setting, one measures the current (¢) denoting the number of particles that have passed through
a fixed point in space (say from left to right) up to a fixed time ¢, starting from a given initial condition. The
current Q(t) of course is a random variable with a distribution P(Q,¢) = Prob.(Q(¢) = Q) and it has two sources
of randomness [7, 8]: (i) from the noise-dependence of the trajectories up to time ¢ and (ii) from the randomness
of the initial condition. If the distribution of Q(t) is averaged over both sources of randomness simultaneously, this
situation is referred to as the “annealed case” (in analogy with disordered systems). This gives us the information
about the average fluctuations of Q(¢) in the system, due to the randomness in the initial conditions. However,
the typical fluctuations of Q(¢) due to the initial conditions are not captured by the annealed average. To extract
these typical fluctuations, one needs to perform a “quenched average”, as discussed in detail later. As in the case
of disordered systems, these two procedures give quite different answers for the current fluctuations. Derrida and
Gerschenfeld studied these current fluctuations both for the non-interacting diffusive (Brownian) particles and the
symmetric simple exclusion process in one-dimension [7,[8]. They considered the step initial condition, where particles
are uniformly distributed to the left of the origin with a uniform density p > 0, while the right of the origin is empty.
In this setting, they were able to calculate both the annealed and the quenched current distribution.

More recently, these results were generalized to other non-interacting particles in one-dimension undergoing a variety
of stochastic processes [13, [15], in particular, for independent run-and-tumble particles (RTPs). The RTP dynamics
has generated much current interest in the context of active systems [I8435]. The dynamics of a single RTP in one
dimension consists of alternating runs and tumbles. During a run, the particle moves ballistically with a constant
velocity +vo during a run time 7 with exponential distribution p(7) = ye~™7™ where y~! > 0 is the persistence time.
At the end of the run, the particle tumbles instantaneously, i.e. changes its velocity from +wvy to —vg and then a
new run starts. Thus vy and ~ are the two parameters in this model. We consider N independent RTPs, with initial
positions distributed independently and uniformly with density p on the negative semi-infinite axis (the same step
initial condition mentioned above for the diffusive dynamics). Furthermore, we choose the initial velocities to be +uvg
with equal probability, independently for each particle.

For a general non-interacting particle systems in one-dimension, starting from the initial conditions mentioned
above, it was shown in Ref. [I3] that in the annealed case the distribution of Q(t) is universally Poissonian, i.e.,
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where only pu(t) depends on the underlying process. In particular this result admits a large deviation form
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valid for large @ and p(t) with Q/u(t) fixed. Here the rate function ¥,,(q) is universal, i.e., independent of the
particle dynamics, and is given by
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Uan(¢) =qIng—q+1,¢>0. (3)

For the quenched case, the calculation is more intricate. For the non-interacting diffusive case, it was shown in Ref.
[7, [13] that, for large ¢, large Q with Q/+v/t fixed, Pqu(Q,t) admits a large deviation form

Pyu(Q,t) ~ exp {P\/ﬁ W qigr (p\?ﬁﬂ , (4)

where Wgig(q) is not fully explicit and grows anomalously as Waig(q) ~ ¢3/12 as ¢ — oo [7, [13]. In contrast, for the
RTP case, it was shown in [13] that, for large @ and large ¢ with @/t fixed, the quenched current distribution takes
a large deviation form

Pqu(Q,t) ~ exXp |:va ’7t2 \I/RTP (pont>:| 5 (5)

where the rate function Ugrp(g) is now fully explicit and given by [13]
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The upper bound ¢ < 1 arises from the fact that the total current Q(¢) cannot exceed puvgt. In particular, the rate
function approaches a nontrivial constant Ugrp(q) — 1 —7/4 as ¢ — 1 [13].

Recently, there has been enormous interest in stochastic resetting (for recent reviews see [36H38]). Under stochastic
resetting, the natural dynamics of a particle gets interrupted at random times and its motion restarts from the initial
position. Generically, this resetting drives the system into a non-equilibrium stationary state where the detailed
balance is manifestly violated due to the resetting moves and the stationary state carried a nonzero probability
current [39, 40]. In addition, resetting also has rather drastic effects on first-passage properties, but we will not be
concerned in this paper with first-passage aspects, but rather with the steady state properties of the system under
resetting [36H63]. In particular, our goal is to study the effect of stochastic resetting on the current distribution in
a many-body system. One would anticipate that the current distribution also may become stationary at long times
under resetting.

In this paper, we indeed show that a stationary current distribution emerges even for non-interacting particles
(both diffusive as well as RTP) in one-dimension undergoing independent stochastic resetting with a constant rate
r. For the symmetric exclusion process in the presence of resetting and starting from a step initial condition, the
current fluctuation in the annealed case was studied recently [12], [[6]. Here we restrict ourselves to noninteracting
particles but study the current distribution both in the annealed and in the quenched case. In particular, for the
quenched case, the current distribution turns out to be highly nontrivial even for noninteracting particles. At variance
with the case without resetting, the current distribution reaches a stationary form in the long time limit due to the
resetting dynamics. However, the approach in time of the current distribution to its stationary form is drastically
different in the annealed and in the quenched cases, for both diffusive and RTP dynamics. In the annealed case, the
whole distribution P,,(Q, t) approaches its stationary limit at late times uniformly for all Q. In contrast, the quenched
current distribution P,,(Q,t) approaches its stationary form in a non-uniform way. More precisely, we show that there
exists a critical value Qqrit(t) that increases linearly with ¢. For @ < Qrit(t), the quenched distribution Py, (@, 1)
becomes independent of ¢, while it is still time-dependent for Q > Qcrit(t). This critical current Qi (t) acts as a
separatrix between the stationary and the transient regimes in the quenched case. In addition, for both dynamics in the
quenched case, we find that this transition manifests itself in the large deviation form of Py, (Q,t) ~ et V(Q/Qerie (1))
when @ ~ Qeit(t). We compute the rate function ¥(g) analytically for both dynamics and find that it has a third-
order singularity at a critical value ¢ = @it where the rate function and its first two derivatives are continuous but
the third derivative is discontinuous.

Measuring numerically such a rate function is a formidable technical challenge, which we also address in this
paper by using an importance sampling algorithm capable of accessing very small probabilities. Using this method
we compute numerically the rate function ¥(q) for the Brownian motion with resetting and find remarkably good
agreement with our analytical prediction. Finally, while the large deviations of resetting systems have been studied
extensively in the recent past [35] [44] [48] [5T], 58], to the best of our knowledge the one observed in this paper is the
first instance of a third-order phase transition for processes with stochastic resetting

The rest of the paper is organised as follows. In Section ' we define precisely the two models (diffusive and
the RTP) with stochastic resetting and we summarise our main results. In Section [II] u we recall the general setup
to calculate the annealed and the quenched current distributions. In Section [[V] we discuss in detail the current
distribution for the Brownian particles with stochastic resetting. Section [V] deals with the current distribution for
the run and tumble particles with stochastic resetting. Details of numerical simulations for the Brownian case are
presented in Section [VI} Finally, we conclude in Section [VII] with a summary and perspectives.

II. THE MODEL AND THE MAIN RESULTS

A. The model

In this paper we would like to understand how the presence of a stochastic resetting affects the current fluctuations
in a system of non-interacting particles. Our model is defined as follows:

e there are N non-interacting particles on a line all moving with the same stochastic dynamics. We considered
two specific stochastic dynamics

— Brownian motion: here the position of the i-th particle evolves via the Langevin equation
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starting from z;(0) = ;. ere n;(t)’s are independent Gaussian white noises with mean (n;(t)) = 0 and
correlator (n;(t)n;(t")) = 2Ddé(t — t') 6;; with D denoting the diffusion constant.



m‘; ]
I\M’M’“\ ‘

time

<
<
o

)
= %'
b

—L Ty X3 Ty X1

[N

A, ,.J\W

Ok = = =

Figure 1. A typical realisation of the trajectories of N = 4 particles, each undergoing diffusion with stochastic resetting to the
initial positions x1, 2, x3 and z4. The vertical dashed lines indicate the origin of each trajectory. The quantity @ = 1 indicate
the number of trajectories that have crossed the red dashed vertical line at position 0 from left to right up to time ¢. In this
example, only the second trajectory, starting from x2, has crossed 0 up to time t. The horizontal arrows in the trajectories
represent the resetting events.

— Run-and-tumble particles (RTP): here the position evolves via

' =V 0; (t) ) (8)

starting from x;(0) = z;. Here vy is the intrinsic speed during a run and o;(t) = £1 are independent (from
particle to particle) dichotomous telegraphic noises [I8| 20]. Each o;(t) flips from one state to another with a
constant rate . The effective noise &;(t) = vo 0;(t) is coloured with an autocorrelation function

(e ) = vge 27105, (9)

The time scale v~ is the ‘persistence’ time of a run that encodes the memory of the noise. In the limit v — oo,
vp — 00 but keeping the ratio Deg = v3 /27 fixed, the two-time correlator of the effective noises &;(t)’s becomes

1

(& (1) = 7 [y e 2171 85 = 2Der (¢ — ) 8. (10)

e the initial positions z;’s of the particles are random variables themselves uniformly distributed in the interval

[—L,0]. Thus we have an initial step profile for the density p(z) = p = & for z € [-L,0];

e each particle is subjected to a Poissonian resetting dynamics with the constant rate r to its initial position. This
means that, within a small time interval dt, with probability r dt, the current position xz;(t) — x; and with the
complementary probability 1 — r dt, the current position z;(t) evolves freely as in Eq. @ or — see Fig. 1| for
typical trajectories for the diffusive case with resetting. Note that in the case of the RTP, one has to be more
careful in defining the resetting protocol. Here, following Ref. [49], we start each RTP with a random velocity
+vo with equal probability. When the position x;(t) is reset to the initial value z;, we assume that the velocity
gets randomised and the process (both position and velocity) renews itself after each resetting.

B. The observable of interest: annealed vs. quenched current distribution

We start the stochastic dynamics of the system from the initial positions {z1, 22, -+ ,2x} and evolve the system
up to time t. Let Q(t) denote the total current up to time ¢, i.e., the number of particles that have crossed the origin



from left to right up to ¢. It was realized in Ref. [13] that, for the step initial condition, this history-dependent
observable Q(t) is related to an instantaneous observable at time ¢, namely the number of particles Ny (t) present at
time ¢ on the right of the origin. The distribution of Q(t) clearly depends on the initial positions and we denote it by

P(Q,t|{x1,x2, - ,xn}). It is convenient to consider the generating function of Q(t), namely
N
(€0 = Y e PIPQ,t | {z:}) (11)
Q=0

The annealed and quenched averages are defined as [7}, [13]

N
D e PPn(Q1) = (P9, (12)
Q=0
/OOO e_pQPqu(Qﬂf) dQ = exp [ln (e—PQ>{mi} ) (13)

where the symbol (...) represents the average over {z;}. Note that in the quenched case, by taking first the average
of the logarithm followed by re-exponentiation allows to extract the typical behavior of P(Q,t) amongst all possible
initial configurations. In the set of typical configurations (e.g., approximately equi-spaced initial positions), the value
of @ is rather large and hence the discrete sum in the annealed case gets replaced by an integral over continuous
values of ). Hence the generating function gets replaced by the Laplace transform in the quenched case. In this
paper, we compute exactly both the annealed and the quenched current distributions for the diffusive as well as for
the RTP case with stochastic resetting. Our main results are summarised in the next subsection.

C. Main results

Annealed case: In this case, it was already shown in Ref. [I3] that, irrespective of the dynamics, the distribution
P,,(Q,t) has a universal Poissonian form

Q
Pan(Qat) = eiu(t) [,U/(Qt%] ) Q = 07 13 27 o (14)

Only the mean p(t) depends on the underlying process explicitly as

u(t) = p / Tz Ulat). (15)

where
+oo
U(z,t) = / dz G(z,—2,t), 2z>0. (16)
0

In this expression, G(x, —z,t) is the Green’s function of the underlying dynamics, i.e., the probability density, for a
single particle, to reach x at time ¢, starting from —z. In this paper, we compute the mean g, (t) (the subscript r
refers to resetting with rate r), both for the diffusive and the RTP case. For the diffusive case, it is given by

1 (t) = g \/? erf (m) , (17)

where erf(z) = (2/y/7) [y e~ du is the error function. The function 1, (t) has the following asymptotic behaviors

pJEVE , t—0,
pir(t) & (18)
e 2 t— 00.
Thus, as time increases, the mean current initially increases as v/f, as in the case without resetting and saturates

exponentially fast to its stationary value as t — oo.



In the case of the RTP, we show that
¢
o) = <" o(®) + 7 [ e n(r)ar (19)
0
where (i9(t) is the result for RTP without resetting found in [I3]

polt) = gpvote ™ [Iofnt) + (7] (20)

with Iy, I; denoting the modified Bessel functions of the first kind. The asymptotic behaviors of u,(t) are given by

%p vt t—0,
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As in the case of resetting Brownian motion, the mean current again approaches exponentially fast to a stationary
limiting value as t — oo. In the diffusive limit vy — 0o, ¥ — oo with v3/(2vy) = D fixed, the stationary value in the
second line of Eq. coincides with the stationary value for the resetting Brownian motion given in Eq. .

Thus in the long time limit, in both models, the annealed current distribution in Eq. converges to a stationary
distribution

Q
— i (00) [MT(OO)} — e
Pan(Q7t) tjo € Q' ) Q 03 17 27 . (22)
This stationary distribution is still Poissonian but with a constant mean p,(co) as given in Egs. and for
the two models. Thus, for any value of @, the distribution P,,(Q,t) converges uniformly to its stationary value
exponentially fast.

Quenched case: As in the annealed case, in the limit ¢ — oo, the quenched current distribution Py, (Q,%) also
approaches a stationary distribution in the presence of resetting in both models. However, the approach to the
stationary state in the quenched case is very different from that of the annealed case. We recall that the annealed
distribution approaches its stationary form uniformly for all Q. In contrast, for the quenched case, we show that there
is a critical value Qi (t) that increases linearly with ¢ such that, for Q@ < Qcrit(t) the quenched distribution attains
its stationary form, while it is still time-dependent for @ > Qeit(t). Thus the stationary state gets established on
longer and longer scales as time increases. The critical value Q. it(t) separates the steady state and the transient
regime. This is reminiscent of how the position distribution evolves for a single resetting Brownian motion studied in
Ref. [43]. On this scale, when Q ~ Qit(t), we show that the quenched distribution admits an unusual large deviation
form in both models, that exhibits a third order phase transition at Q = Qcrit(t).

For the diffusive case, we find that, in the limit @ — oo, ¢ — oo keeping the ratio ¢ = Q/(rt) fixed, the quenched
current distribution admits a large deviation form

P (Q,t) ~ exp [—erQ\Dfo (g)} , (23)

with

2
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We note that the function ‘I'((fii)gf(q) and its two first derivatives are continuous at ¢ = ¢*, while the third derivative
is discontinuous, indicating a third order dynamical phase transition. In fact, taking the limit ¢ — oo but keeping
Q fixed, one sees, using the result in the first line of Eq. , that the current distribution P,.(Q,t) approaches a

Stationary Gaussian form
I Q t) — Xp | — 71 ;r Q2 25
qu( ’ ) 00 € 2p D . ( )




Indeed, for finite but large ¢, for @ < ¢*rt, the current distribution becomes time-independent, while for @ > ¢*rt,
the distribution is transient, i.e., time-dependent. Thus the boundary Qerit(t) = ¢*rt in the (@, t)-plane separates the
stationary regime from the transient regime discussed above, indicating the two phases across the third order phase
transition at ¢ = ¢*.

In the case of RTP, we show that the quenched current distribution Py,(Q,t) similarly admits a large deviation
form in the limit @ — oo, t — oo but keeping ¢ = Q/(pvg t) fixed

Pyu(Q,t) ~ exp {—pvovtz Ui (Q>] ; (26)
puot
where
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with @ = /. This rate function also undergoes a third-order phase transition at ¢ = q., similar to the resetting
Brownian motion. In this case, Quit(t) = pvo g t separates the steady state regime for @ < Qerit(t) and the transient
regime for Q > Qit(¢). Note that in the limit r — 0% (or &« — 07), when g. — 0, we recover the result in Eq. @
without resetting.

III. GENERAL SETUP FOR NON-INTERACTING PARTICLES: CURRENT FLUCTUATIONS

The general setup for the current fluctuations for non-interacting particles starting from a step initial condition was
already discussed in Ref. [I3]. We briefly recall this setup here to make the discussion in this paper self-contained
and in addition, this will also serve the purpose of setting our notations. Below we discuss separately the annealed
and the quenched cases.

A. Annealed case

The current distribution in the annealed case for any stochastic dynamics of non-interacting particles, starting from
the step initial condition, was shown to be Poissonian with mean u(t) ant it can be expressed in terms of the Green’s
function of the underlying dynamics. The main observation of Ref. [I3] was that the total current Q(t) (left to right
through the origin) up to time ¢ coincides with the number of particles N4 (t) at time ¢ that are present on the right
of the origin, i.e.

N
Qt) = No(t) =) _6(ailt) (28)
i=1
where 0(x) = 1 if x > 0 and zero otherwise. For a fixed initial condition {1, x2, -+, 2y} it follows that the generating
function
oo N N
D e PPQt{zi}) = (e = <exp[—pz 9(%(75))}> =[I0-a—-e?@m) . (29
Q=0 i=1 {z:} i=1

where we used e P¢(*) =1 — (1 — e P)f(x) is the last equality and the independence of particles. Noticing that
oo
O(zi(1))) = / G(z,z;i, t)de = U(—x;,t), x; <0, (30)
0

where G(x, ;,t) is the single-particle Green’s function, i.e., the propagator for a particle to reach = at time ¢, starting
initially at z; < 0. This gives

N
(e 0y = H 1-(1-eP)U(-2i,t)] , 2;,<0, Vi=1---,N. (31)

i=1



This is a general result, valid for any underlying dynamics, the information on the dynamics being contained in U (z, t).
The annealed distribution P,,(@Q,t) is defined in Eq. . Performing the average ~~- over the initial positions
gives

N

@y = [1 - - e TT200)] | (32)

i=1

where U(—x;,t) is defined in Eq. . To perform the average over the initial conditions with a fixed uniform density
p, we assume that each of the N particles is distributed independently and uniformly over a box [—L,0] and then
eventually take the limit N — oo, L — oo keeping the density p = N/L fixed. For this uniform measure, each x; is
uniformly distributed in the box [—L,0]. Using the independence of the x;’s we then get

S 0 dx; 1 L N
“PQY Ly = 1—(1—e"? U—-t—zzl——l—fp/U t)d 33
(79 (a1} [[[ ( e)/Lm,)L} [ Al <z,>z] : (33)
where, in the last equality, we made the change of variable z = —z;. Taking now the limit N — oo, L — oo keeping
p = N/L fixed gives
> e POPw(Q,t) = (e P py =exp [—u(t) (1—eP)] , where p(t)=p / dz Ul(z,t) . (34)
0

Q=0

By expanding exp [—u(t) (1 — e~?)] in powers of e ? and comparing to the left hand side, we see that @ can take only
integer values @ = n = 0,1,2,--- and the probability distribution is thus simply a Poisson distribution with mean
wu(t) given in Eq. . Thus, all we need to compute is the mean u(t) for a given process.

B. Quenched case

As in the annealed case, the general formalism for the quenched case, valid for non-interacting particles with
arbitrary dynamics, was also worked out in Ref. [I3]. Here, we briefly recall this formalism for the sake of completeness.
We start with the definition of the current distribution in the quenched case in Eq. , which we recall here

/OO Pu(Q,t)e P9 dQ = exp [ln [(e*pQ>{xi}H , (35)
0

where =~ represents an average over the initial positions {x;}. Our starting point is again Eq. . We take the
logarithm on both sides of to obtain

N
In [(e779) (1] = Zln [1-(1-e?)U(-zi,t)] , (36)

where U(—x;,t) is defined in Eq. in terms of the single particle Green’s function G(z,x;,t) of the underlying
dynamics. Next, we perform the average over the initial positions where each x; is chosen independently and uniformly
from the box [—L,0]. Taking the thermodynamic limit N — oo, L — oo with p = N/L fixed, we get

oo

0
log [(e779) ;3] = %/_L de; In[1— (1 - e P)U(-z;,t)] — p/o dzIn[l—(1—eP)U(z,1t)] . (37)

Therefore the Laplace transform of the quenched flux distribution is given by

/0 Pu(Q,1)e P9 dQ = exp [I(p,1)] , (38)
where

I(p,t) = p /0 T m[l- (- e MU (1) - (39)



This result is very general and holds for any stochastic process. While it is difficult to invert this Laplace transform
and to get Pyu(Q,t) explicitly, one can easily derive its moments by making a small p expansion of .
For example, for the mean and the variance one gets [13]

(Qan = p / Uz t)dz | (40)
2 (Q%)qu — (@2, = / Uz, t)(1 - U(z 1)) d . (41)
0

Thus, to summarise, both in the annealed and the quenched cases, the basic information needed to compute the
current distribution is contained in the function Ul(z,t) fo —z,t)dz. This is indeed the central quantity and
to compute it, all we need is the single particle Green’s functlon of the underlying process. Below we derive the results
for the diffusive and the RTP dynamics with resetting separately, both for the annealed and the quenched cases.

IV. BROWNIAN PARTICLES WITH STOCHASTIC RESETTING

Here, the underlying dynamics of each particle is a Brownian diffusion with stochastic resetting with rate r to its
initial position. The initial positions are distributed independently and uniformly with density p on the negative
real line Both for the annealed and the quenched cases, the central quantity needed is the function U, (z,t) =
f G,(x,—z,t) de where G, (x, —z,t) is the propagator of a single resetting Brownian motion from —z to z in time ¢.
Note that the subscript r, here, denotes the “resetting” Brownian motion. This propagator can be easily derived from
a simple renewal equation [30]

t
G, (z,10,t) = e "'Go(z, 10, 1) + r/ e ""Go(x, g, T)dT | (42)
0

where Go(z,xo,7) = e*(m’zo)z/(‘lDT)/\/ 47 DT is just the Brownian propagator without resetting. The result in Eq.
can be understood as follows. First we consider the case where there is no resetting in the interval [0, ¢], which
happens with probability e~"*. In this case, the propagator is simply Go(x, zo,t), explaining the first term in Eq. .
In case when there are multiple resettings in [0, ¢] to the initial position xg, it suffices to keep track of what happens
after the last resetting before ¢. Let this last resetting happen at time ¢t — 7. Then between ¢ — 7 and ¢, the particle
evolves freely from zy during the interval 7 and hence its propagator is simply Go(z,zo, 7). Furthermore, the factor
re " dr denotes the probability of the event that there are no resetting in the interval [t — 7,t], preceded by a
resetting event in the time interval dr before ¢ — 7. Multiplying these two probabilities and integrating over 7 € [0, ¢]
gives the second term in Eq. . To solve this equation, it is convenient to take the Laplace transform with respect
to t, which gives

r+s

Gr(x,x0,8) = / G (z,xz0,t) e 5t dt = Golx, zo, 7 + 5) (43)
0

where

- o 1 s
Go(z,x0,8) = Go(z,x0,t) e st dt = —— —/ =z - ) . 44
o(z, zo, 8) /0 o(z,zo,t) e mexp( D|x xo| (44)

In arriving at the last equality, we used the explicit free propagator Go(z, zg,t) = e~ (@=w0)*/(4Dt) /4w Dt. Substituting
this result in Eq. , we obtain G,.(x,xo,s). What we need is actually U, (z,t) fo r(x,—z,t)dx. Taking the

Laplace transform of this relation with respect to ¢t and using the explicit expression of G..(x,—z, s) we get

~ & 1
Ur(z,8) = / Up(z,t)e ' dt = —exp | — Tt %,
0 D

75 (45)

Inverting this Laplace transform with respect to s using the convolution theorem, we obtain

¢ z 22
U,(z,t :/ —e (—r )d 46
0= )y wmps P\ T )T (40
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Note that while for finite ¢ it is hard to evaluate this integral explicitly, it simplifies in the large ¢ limit where it
approaches a stationary form

U-(2) =U,(z,t = o0) = %ef\/gz . (47)

Having obtained the central quantity U,(z,t) in Eq. or equivalently its Laplace transform in Eq. , we now
discuss the annealed and the quenched cases separately.

A. Annealed case

As discussed before for general non-interacting particles, the current distribution P,,(Q,t) in the annealed case is
Poissonian. This Poisson distribution is fully characterized just by its mean p,(t) = p [, dz Ur(z,t), where U,(z,t)
is given in Eq. . To compute this integral, it is actually convenient to first consider its Laplace transform

fir(s) = /O oou,«(t) e~tdt = /0 h 0r(z,s)dz=2’;\/z ; (48)

where in the last equality we used Eq. . One can now invert this Laplace transform easily to obtain the exact

mean current
D
wr(t) = g\/ = erf (\/rt) , (49)

valid for all . Thus in this case, the current distribution is exact at all time ¢. As discussed in Section m the
distribution becomes stationary at long time with mean u,(t — o00) = (p/2) /D/r.

B. Quenched case

From Eq. , we see that the basic ingredient needed to compute Py, (Q,t) is also the function U, (z,t) already
computed in Eqs. and . We start by computing the mean and the variance of Py, (Q,t) given in Eqgs. (40)
and . For the mean we obtain

(Quan = 0 J57 Unlzst)dz = iy (t) = §/ 2 exf () (50)

where we used the expression for p,.(¢) from Eq. . Similarly, for the variance, we get
Tau = (@) u = Q=1 J5 Ur(z,)(1 = Up(2,1))dz (51)
where U,(z,t) is given in Eq. . While it is difficult to perform the integral for U,(z,t) in Eq. , it turns out

that the expression for the variance in Eq. simplifies when one performs the integral over z first and then over
7. This allows us to obtain an explicit formula for the variance

p |D
Tow = 2\ 7 Vi(rt), (52)
1

4 2 .
V(z) = erf(y/2) — 1 [(1 —2(2z + 1)erfe(v/z) + (42 + 1) erfc(@)) + ﬁ\/ge 7= 2ze % . (53)

where the scaling function V'(z) is given by

This function V' (z) has the asymptotic behaviors
JEVEHOE?) | 20
V(z) =~ (54)
354+0(e /7)) z— 0.
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Thus V(z) saturates to a constant 3/4 as z — oo, indicating from Eq. that the variance approaches a constant
ast — oo
, _3p [D

qu ;) ;j : (55)

This is indeed the variance of the current in the stationary state. Indeed, in the stationary state, one can calculate
all the cumulants of Pqu(Q,t — 00). To see this, we take the ¢t — oo limit of Eq. (39). Substituting the stationary
form U, (z,t — oo) in Eq. and performing the integral in Eq. , we get

I(p,t — o0) = —p\/?uz (;(1 _ e_p)> , (56)

where Lis(z) = 3,5, 2"/n? is the di-logarithm function, which is convergent for |1 — e™?| < 2. For p outside this
range, one needs to analytically continue this formula to obtain I(p,t — oo). For small p, one can use this
expression for I(p,t — 00) in and expand in powers of p to compute all the cumulants of Py, (Q,t — 00), i.e.,

g

o0

I(p.t—00) =y T2 (57)
n=1 !

where &y, is the n-th cumulant of Py, (Q,t — o). Expanding Eq. in powers of p one can obtain all the cumulants
in the stationary state as k, = p\/r/D a,,, where the first a,,’s are given by

1 3 5 1 19
ay = 3 ) az = 3 B asz = ﬂ 5 a4 = 372 5 a5 — _% 5 etc. (58)

Note that the first two cumulants agree with the large ¢ limit of our exact formulae for the mean and the variance valid
for all ¢, respectively in Eq. and . Interestingly, the fifth-th cumulant is negative. While we can compute the
cumulants exactly in the stationary state, extracting Py, (Q,t — 00) explicitly requires the knowledge of I(p,t — o)
in the whole complex p-plane, which is more complicated and we do not pursue it further here.

So far, we have computed exactly the full time-dependent mean and the variance of the quenched current distribution
and higher cumulants only in the stationary state. It turns out that one can also extract the behavior of the full
distribution Py, (Q,t) in the special scaling limit () — 400, t — +00 but keeping the ratio @/t fixed. In this limit,
we now show that it satisfies a large deviation behavior as announced in Eqgs. and ([24).

This large @ behavior can be extracted by analysing the Laplace transform in Eq. (38]). It turns out that, for this,
we need to extract the behavior of I(p,t) for large negative p. Analytically continuing the expression for I(p,t) in Eq.
to negative p, and using v = —p, we get

~ Foo
I(—v,t) = I(v,t) =~ p/o dzIn[1 4 €U, (z,t)] , (59)

where we recall that the Laplace transform of U,.(z,t) is given explicitly in Eq. . Even though this Laplace
transform can be inverted formally to obtain , it is useful to extract the asymptotic behaviors of U, (z,t) (for large
z and large t), directly from the Laplace transform. The reason for this is as follows. We will see later that for the
RTP case, the real space representation of U,.(z,t) is much more complicated, while it is much easier in the Laplace
space. Hence, working in the Laplace space is more convenient in both cases. The inverse Laplace transform U,.(z,t)
in Eq. can be expressed as a Bromwich integral in the complex s-plane

ds €St [rts
U-(z,t)= | — e VD 60

r(z1) r 2mi 2s (60)

where I' runs along the vertical axis in the complex s-plane such that its real part is to the right of all the singularities

of the integrand. We note that this integrand clearly has a simple pole at s = 0. It also has a saddle point for large ¢
at s = s*, where s* is obtained by minizing the argument of the exponential and is given by

52

4D2 "

s = —r+ (61)
Now two situations can occur:
(i) s* <0, i.e., z < V4D rt: in this case, the dominant contribution to the integral comes from the pole at s = 0
and one simply gets

1 r
Ur(z,t) ~ 5 e VD, (62)
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3 4

* u

:
u

Figure 2. a): Plot of the function f(u) vs u in Eq. |D With the parameter choices D = 1,7 = 1, we have u* = v4Dr = 2
shown by the vertical dashed line where the function f(u) and its first derivative are continuous, but the second derivative is

discontinuous. b) Plot of the rate function ‘1’5121(‘1) vs q as given in Eq. . The critical value ¢* = 24/D/r p = 2, for the
choice D = 1,r =1 and p = 1, is marked by the vertical dashed line.

(ii) s* > 0, i.e., z > V4D rt: in this case the saddle occurs to the right of the pole on the real axis. Hence one can
deform the Bromwich contour to pass through the saddle to pick up the leading contribution. Evaluating this
saddle point and ignoring pre-exponential factors, we get

Uz t) m e 58) (63)

Combining these two behaviors, and one can express U, (z,1) in a large deviation form

%u if u<u*=+v4Dr ,
Ur(z,t) ~ e_tf(T), where f(u) = (64)
2 fusut=VaD
— i = .
"+ 1D u>u r
The rate function f(u) and its first derivative is continuous at © = u* = v4Dr (see Fig. |2/ a)). However, the second

derivative is discontinuous. This is similar to the second order transition found in the position distribution of a
resetting Brownian motion in Ref. [43]. Substituting this large deviation form in Eq. we get

N +o0 . +o0 .

I(—v,t) == I(v,t) ~ p/ dz1In [1 +(e"—1) e*tf(Y)] ~ p/ dzIn {1 + e”eftf(?)] , (65)

0 0

where, in the last approximation, we used v > 1. To evaluate this integral, we use the following trick: we first take

the partial derivative of I(v,t) with respect to v, then we compute the integral and finally integrate back with respect
to v. The partial derivative gives

Al (v, t) oo 1 _ oo 1
Sol =, e ot e (66)
Let us define x* such that
v=tf(z"), (67)
where f(z) is given in Eq. . Hence Eq. reads
OI(v,t) oo 1
v pt/o e e 7@ - (68)

In the limit of large ¢, we now recognise that the integrand in Eq. is like a Fermi function (at “an inverse
temperature” t). Hence for large t (zero-temperature limit), one can replace the Fermi-function by a step function,
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which takes value 1 for < * and 0 for x > z*. Hence the integral over z in gets cut-off at * and we get to
leading order for large ¢

OI(v,t
ov

v

) ~ptat =ptf! (;) (69)

where f~! is the inverse function of f. It can be easily read off by inverting Eq. explicitly

5=V for <2, (70)
4D(y —r) for y>2r.

Finally integrating back in v, with v/t fixed, we get to leading order for large ¢

- vy v
I(v,1) :pt/ 7 (;) dy:th/ fHy)dy . (71)
0 0
Using the explicit form of f~!(y) from Eq. , we arrive at
~ o 2 ~ E
Iw.t)~—pt* ¢ () (72)

with

D 2
71/—y— for y < 2r
- ) r 2

P(y (73)
2 4 3/2
—=VDr3 — -v/Dr3 (g—l) for y > 2r .
3 3 r
Substituting this scaling form of I(v,t) on the right hand side of Eq. , we then get
(e779) ~ / ePOPW(Q.1dQ ~ exp (—pt2 6 (7)) - (74)
0
We then see that, for consistency, one needs the following large deviation form for Py, (Q,t)
2, (@
Pqu(Qvt) ~ €xXp 7/)15 1/) E ) (75)
where 1(q) is yet to be determined. Indeed, substituting this form on the left hand side of one gets
+o0 +oo Q Q
(e779) = / e PPy (Q,1)dQ ~ / exp {—pt2 [Qp +¢ ()} } dQ
0 0 pt pt
setting w = Q and p = —uv:
pt
Feo v v
)~ [ e (ot [pw) — Lol e {—m? (m;gwm) - t“’])} , (76)
0 w

where we used a saddle-point approximation, valid for large t. Comparing Eq. and , we arrive at the Legendre
transform

min [(w) —yw] = d(y) = Pw)= max [P(y) +wy] . (77)

w>0
Substituting the form of ¢(y) given in Eq. and maximising we get

%1/%102 , w<VarD
wiw) = 3 (79
—2VDr3+rw+ %5, w>VarD.
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By inserting this form on the right hand side of Eq. gives us the required large deviation form of Py, (Q,¢). It
has a slightly nicer form in terms of the dimensionless variable ¢ = @Q/(rt). In terms of ¢, Eq. then reads

Pou(Q, t) ~ exp {—TQtQ\I'fﬁﬁf (q = 2) } 7 (79)
where
2 D
- q—* forg<q*=24y/—p
\Ild?ff(q) =q1 3 L (80)

q* q D
- fi >q*=24/—p.
3+q+3q*2 or q > q \/Tp

This rate function is plotted in Fig. [2f b). The non-analytic behavior at ¢ = ¢* where the third derivative of the rate

function \I'(({if)f(q) is discontinuous represents a third order transition as mentioned before. In Section we verify this
analytical prediction in numerical simulations using importance sampling.Interestingly, the extremely fast decay of
the quenched probability in Eq. , namely Py, (Q,t) ~ e_tQ, can be understood from the following simple physical
argument. We recall that () denotes the number of particles to the right of the origin at time ¢. Hence a configuration
where () ~ t originates typically from trajectories where an initial pt number of particles to the left of the origin does
not undergo any reset up to time t (otherwise, they will not be able to cross the origin easily). The probability that
a single particle does not undergo any reset up to time ¢ is simply ~ e~"!. Since the particles are independent, the
probability for such a configuration then is of order [e™"!]?* ~ e_f’z, up to some exponent which is indeed the large
deviation function W (q).

Finally, we note that in the very large time limit when r¢ > 1, the scaled variable ¢ — 0 and using the first line of
Eq. in , we get a Gaussian tail of the steady state Py, (Q,t — 00)

P(@ > 1, — 00) ~ e 3V B@ (81)

Note that this Gaussian tail is not so easy to derive directly from the exact cumulant generating function of Py, (Q,t —

00) in Eq. (56).

V. RUN AND TUMBLE PARTICLES WITH STOCHASTIC RESETTING

In the case of RTP’s, the trajectory of a single particle is specified by both the position z;(t) and the velocity
vi(t) = £vo at time t. We assume that the initial positions of the non-interacting RTPs are chosen independently
from a uniform step initial condition (as in the diffusive case above). Furthermore, we assume that the initial velocities
are chosen independently as +vy with equal probability. After each resetting event, the position z;(t) — z; and the
velocity v;(t) = Fwo, i.e., the velocity gets re-randomized after each resetting. Let us first denote by G..(x,xo,t) the
propagator of this RTP process with resetting where both the initial and the final velocities are summed over, i.e.,
it represents the “marginalised” position propagator. One can then write an exact renewal equation, similar to Eq.
for the diffusive case [36, [49]

t
G (z,20,t) = e "Go(x, w0, 1) + 1"/ e ""Go(xz, o, T)dT | (82)
0

where Go(z, zo, 7) now represents the position propagator of an RTP, starting from random initial velocities +vy with
equal probability, whose expression is known [20]

Go(z, xo,t) = e;vt {5(z —xo — vot) + 0(x — xg + vot) + Ulo {Io(w) + W] O(vot — |z — x0|)} , (83)

where w is given by

w= l\/vth—(x—mo)Q : (84)
Yo

Once again, the central quantity is the function

Us (1) = /0 G, 2t da | (85)
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where G, (z, —z,t) satisfies Eq. . Integrating the renewal equation over  and using the definition of U,.(z,t)
above, we get a renewal equation for U, (z,t)

t
Uy(z,t) = e "Uy(2,t) + 7‘/ e ""Uy(z, T)dT (86)
0

where Uy(z,7) = fooo Go(z, —z,7)dx with Gy given in Eq. . For later purposes, it is useful to note that the
Laplace transform of U,.(z,t) with respect to ¢t in Eq. has a compact form,

Ur(z,s):/ et U (2,t) = TESUO(Z,TJrs). (87)
0

The Laplace transform of Uy(z,t) can be obtained exactly from Eq. — see [I3] — and has a compact expression

~ 1 < V(s +27) z) ' (88)

Uo(z,s) = 25 &XP ”
0

Using this result in Eq. we get

~ 1 <\/(r+s)(r+s+2y) z) . (89)

Ur(z,s) = 75 &XP ”

This is the central result we need to discuss the annealed and the quenched cases below.

A. Annealed case

As for an non-interacting particle systems, the current distribution in the annealed case is Poissonian, and is fully
characterized by its mean

1n(t) = p /0 T Uty ds (90)

Thus, we just need to compute this mean . (t) to characterise the full distribution P,,(Q,t). As in the diffusive case,
it turns out to be convenient to consider first its Laplace transform with respect to ¢

~ o e 6—st — R 2.8 5 = p’UO
m@—é (1) dtpA 01902 = s (1)

where in the last equality we used . In the small s limit the right hand side of behaves as ~ 1/s, indicating
that p.(t) approaches a constant in the long time limit and is given by

ur(t = 00) = —— P20 (92)

2/r(r +27)

In fact, p,.(t) for finite ¢ can be obtained by inverting formally the Laplace transform in using the convolution
theorem, leading to

t
pr(t) = e "o (t) + r/ e " po(T)dr | (93)
0
where

polt) = govot e Io(r) + ()] (94)

was already computed in Ref. [13].
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Figure 3. a): Plot of the function F(u) vs u in Eq. (100 for 0 < w < 1. With the parameter choices v = 1,r = 1, we

have u. = +/r(r +27)/(r +7) = v/3/2 = 0.866025 . .. shown by the vertical dashed line where the function F(u) and its first
derivative are continuous, but the second derivative is discontinuous. The maximal value of the function F(u) is attained at

u = 1 where F(1) = v+ = 2 as shown by the horizontal red dotted line. b): Plot of the rate function W), (¢) vs ¢ with

0 < g <1, as given in Eq. 1] The critical value g. = \/7(r + 27)/(r +7) = V/3/2 = 0.866025. .. is marked by the vertical
dashed line.

B. The quenched case

As in the annealed case, the central information for the quenched case is also encoded in the function U,.(z,t) whose
Laplace transform is given in Eq. . The mean and the variance are again given by Egs. and . For the
mean we get the same answer as in the annealed case

(@) qu = pr(t) (95)

where the Laplace transform of p,.(t) is given in Egs. and . Since we do not have any explicit expression
for U,(z,t), the expression for the variance is a bit cumbersome to obtain explicitly. Rather, we focus on the large
deviation behavior of Py, (Q,t) as in the resetting Brownian motion. In order to extract this behavior from Eq. (38))
and , we need the asymptotic behavior of U,.(z,t) when z and ¢ are both large. To find this behavior, we follow
the same analysis as in the diffusive case, namely we formally invert the exact Laplace transform in Eq. as

ds 1 z
U.(z,t) = /F 5775 &P [t (s V(r+s)(r+s+27) vot)] , (96)
where I represents the vertical Bromwich contour in the complex s-plane, passing to the right of all the singularities.
Once again, this integrand has a pole at s = 0 and a saddle at s = s* (obtained by minimising the argument of the
exponential). After straightforward algebra, we find that there are actually two possible values of s*, as solutions of
a quadratic equation. One of these roots is always negative and do not contribute to the large time analysis of the
integral. The explicit expression of the largest one is given by

sf=—r+y| ——m—-11 . (97)

As in the diffusive case, there are two possibilities

(i) s* <0, ie., z < i(,%—:h) vo t, where : in this case, the dominant contribution to the integral comes from the

pole at s = 0 and one simply gets

~

1 _ =
Ur(zt) = e V2 55 (98)
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(ii) s* >0, i.e., z > 7:%—:27) vo t: in this case the saddle occurs to the right of the pole on the real axis. Hence one

can deform the Bromwich contour to pass through the saddle to pick up the leading contribution. Evaluating
this saddle point and ignoring pre-exponential factors, we get after a few steps of algebra

2
Ur(z,t) mexp |-t |r+v—7 1(1)275) O(vot — 2) . (99)
0

Physically, it is clear that z < vyt since, if the absolute value of the initial position of a particle is z > vy t it
can not contribute to the current @ up to time ¢, which is simply the number of particles to the right of the
origin at time ¢.

Combining these two results and ([99), the function U,.(z,t) for large z and large ¢ but with z/(vot) fixed can
be expressed in a large deviation form

2
Vr(r+2y)u ifu<uczm,

(r+)

7’—1—7—7@ fu.<u<l1.

A plot of this function F'(u) is given in Fig. |3|a). We note that the function F'(u) is supported over 0 < u < 1. As
u — 1, F(u) approaches its maximal value F(1) = r +v. Also at u = u,, the function F(u) and its first derivative
F'(u) are continuous, while the second derivative is discontinuous (as in the diffusive case in Eq. for f(u)).

We now substitute this expression of U,.(z,t) from Eq. into Eq. and follow a similar analysis as was done
for the resetting Brownian motion. As in that case, to analyse the large @) behavior of Py, (Q,t) in Eq. , we need
to analyse the behavior of I(p,t) in Eq. in the limit p — —oo. Setting v = —p with v > 0, we write

U (z,t) ~ e_tF(ﬁ)7 where F(u) = (100)

I(v,t) = I(v,t) = P/O% dzln [l + (e” — DU, (2,1)] ~ p/ovo dzIn[l + €Uy (2, 1) (101)

As before, the trick is to take the partial derivative with respect to v, to compute the integral and finally to integrate
back in v. Substituting the form of U, (z,t) given in (100) in (101)) and taking the derivative with respect to v, we get

Q

oI (v, 1) vot 1 ! 1
v p/o S ey ey o)) p”Ot/O A = ren (102)

Let us define x* such that

v=tF(z"), (103)
where F(z) is given in Eq. (100). Hence Eq. reads
OI(v,t) ! 1
v pvot/o dxl TG (104)

Since F'(z) is a monotonically increasing function, for > z*, the integrand essentially vanishes in the large ¢ limit.
In contrast, for x < x*, the integrand approaches 1 as ¢ — oo. Thus, once again, the integrand behaves as a Fermi
function at “an inverse temperature” t. Hence, cutting the integral at x = z*, we get for large ¢

dI(v,t)
ov

~puota* =pugt F~1 0 , 105
t

where F~! is the inverse function of F. This inverse function can be easily extracted from the explicit form of F(u)
in Eq. (100). One gets

vy — r(r+2y)
TEE or <y ="

Fl(y) = (106)

1— (y+r—y)?

= , for yo<y<~y+r.
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Note that the upper limit y = v + r comes from the fact that the maximal value of F(u) is v + r [see Fig. [3|a)]. If
v/t >~ + r, then the integrand is always 1 as t — oo, since v/t > F(x) for all x € [0, 1].

Integrating this relation , and considering the two regimes v/t < v+ r and v/t > v + r, one gets to leading
order for large ¢

T ~ 24 (Y
I(v,t) = —pugt (I)(t) , (107)
where

~J P W)y y<v+r,
d(y) = . (108)
— T E Ay — (g~ (v+1) oy >yt

Let us now relate the large deviation behavior of Py, (Q,t) to this function ®(y). Substituting this form (107) in
Eq. with p = —v, one gets

/ Pou(Q,1)€?QdQ ~ e P " 2(3) ;. (109)
0
This form suggests the following large deviation form for Py, (Q, )

Pu(Q,t) ~e "™ 2w (wi) | (110)

Substituting this form on the left hand side of Eq. (109)), performing a saddle point analysis for large ¢, we get (as in
the diffusive case)

Jmin [W(q) —yq) =Py) = ¥(q) = max [@(y) +qy] - (111)

Our next goal is to compute é(y) and then use Eq. l) to compute ¥(g). It turns out that the regime y > v+ r
in the second line of Eq. (108]) does not contribute to the computation of ¥(q) in Eq. (111), as can be verified a
(1108])

posteriori. We therefore restrict to the region y < v+ r, as given in the first line of Eq. . To compute i)(y), we
first insert F~1(y’) from (106) in (108)) and integrate. This gives

2
Y r(r—+ 2y
- < s y<yc: ( )a
24/r(r + 27) T4y

D(y) = (112)

2 y N2
_yic_/ 1Oy <y <yt
2/r(r + 27) Y gl

c

Substituting this in Eq. and maximising with respect to y, one gets an explicit expression for ¥(q). We omit
the details here, since they are quite straightforward but involve lengthy algebra. We just remark that when one
maximises with respect to y in Eq. for a fixed 0 < ¢ < 1, it turns out that the value y* that maximises
é(y) + qy is always less than v 4 r. In fact, as ¢ approaches its maximal value 1, the value of y* approaches v + r.
This justifies, a posteriori, the restriction to the range y < v+ r in Eq. .

Let us then just quote the final result here. In fact, it is more natural to express the large deviation form in terms
of a dimensionless rate function. Hence we re-write Eq. as

(r)
Paa(@ ) ~ 7007 Wi (757 (113)

with the dimensionless rate function ‘Ilg%P (¢) = ¥(q)/v. In terms of the dimensionless ratio &« = r/~, the rate function
\IJgT)P(q) can then be expressed as

qe 5 ala+2)
) O < < = =
. Nk q<qe o
Vrrp(g) = (114)
gc 1

4 1 2 1'71 -1
A g g VI e e @ ee<ast
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A plot of this function for ¢ € [0,1] is given in Fig. b). The function \I/g%P(q) and its two first derivatives are
continuous at ¢ = q.. However the third derivative is discontinuous at ¢ = ¢.. Hence, this rate function for the RTP
with resetting also exhibits a third order phase transition, as in the case of resetting Brownian motion.

Let us comment on few other properties of this rate function \Ifg% (q).

e From the large deviation form ([113]), we see that in the large time limit, with @ fixed, the current distribution
P,.(Q,t) approaches a time-independent stationary form

Pou(Q.1) — exp (—;p,/fg’" Q2> . (115)

In the diffusive limit, when v — oo, v9 — 0o, with v3/(2y) = D fixed, this result coincides exactly with Eq.
for the resetting Brownian motion.

e When the resetting rate » — 0, the ratio & = r/y — 0 and hence g. — 0. In this case, the rate function \IlgT:P?)
is entirely given by the second line of Eq. (114)) for the full range 0 < ¢ < 1 and it reads

gm — %sinfl(q) . (116)

r=0
“I’;{TP)((I) =4q—- 9

This indeed coincides with the result of Ref. [I3], which we recalled in the introduction in Eq. @ Note that,

using the identity sin~!(q) = sin™! [ Ve V;ﬂlz (for 0 < ¢ < 1), one sees that (H) and 1} are identical.

e Finally, in the limit ¢ — 1, it follows from Eq. (114]) that

dc 1 1 -1 7T
— + + —sin ) — — 117
2V1-¢ V1-q 2 =g )

where we recall that ¢. = \/a(a + 2)/(a+1) with a = 7/~. Using this result in Eq. (113), one predicts that the
probability of the rare event that the current @ takes its maximally allowed value, @ = pvgt, decays extremely
rapidly with time as

‘Ilg’l)“P(q =1)=

e 1 +1
21— V1-¢2 2

In the absence of resetting, i.e., when r — 0, we get a — 0 and hence g. — 0. Consequently,  — pvgy(1—7m/4),
reproducing the result of Ref. [I3]. As the resetting rate r increases, the probability that the current @ achieves
its maximal value becomes more unlikely and hence one would expect the exponent # to be a monotonically
increasing function of r, which is indeed the case.

PQU(Q:pvotvt)NeXp(_9t2> , 0=puy |-

sin*l(qc)—% . (118)

VI. NUMERICAL SIMULATIONS

In the previous sections, we have computed analytically the current distribution P(Q,t), both the annealed and
the quenched versions, for two different models, but both with stochastic resetting. In the first model, the underlying
dynamics of each particle is an independent Brownian motion with stochastic resetting, while in the second model,
it is the run-and-tumble dynamics with positon resetting and simultaneous velocity randomisation. In the annealed
case the current distribution is Poissonian in both models, only the mean differs in the two models. In contrast, in
the quenched case, the distributions are more complex and exhibit a nontrivial large deviation behavior summarized
in Egs. — for the diffusive case and in Egs. — for the RTP. Note that in both cases, these probabilities
are extremely tiny as they decay as ~ et for large t. Therefore computing these rate functions numerically is a
formidable challenge and cannot be achieved by standard Monte-Carlo sampling which will always miss such extremely
rare events. In this section, we use a specialised importance sampling method, designed precisely to capture such tiny
probabilities. We present here the results for the resetting Brownian motion. The same method can be extended to
the case of resetting RTP also, but we will not repeat this simulation here and restrict ourselves only to the diffusive
case below.
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Figure 4. Distribution Pqu(Q,t) of the current for the quenched case for N = 500 particles, parameters D =1, r =1, p=1
and four different times ¢ = 3,10, 30, and 100. The vertical green dashed line corresponds to the critical value Q*(¢) = rt ¢* for
t = 30 with ¢ = 2/D/r p, see Eq. . For Q < Q*(t), one expects the distribution to be stationary, i.e., independent of ¢,
and its logarithm with a quadratic form, as in Eq. .

In order to obtain the distributions over a large range of the support, down to extremely small probabilities, we
use a numerical large-deviation algorithm [64]. In general, for complex interacting systems, one needs a sophisticated
Markov-chain Monte Carlo simulations to sample distributions in several regions of their support, via biased sampling
of random numbers [65H68]. However, here, where the particles do not interact with each other, a much simpler
approach can be used.

A. Algorithm

We consider N particles labelled by ¢ = 1,2,--- , N.Their initial locations are marked as z; < 0. Each particle ¢
diffuses and resets to its initial position x; with a rate r. The probability p;r that particle 7 contributes to the flux @
at time ¢ is the probability that its position at time ¢ is in the positive half-space, i.e.,

“+oo
b = Un(—a4,1) :/ da Gy, 20, 1) (119)
0
where the propagator G, (z,z;,t) is given in Eq. with
1 (x — ;)2
G 0 T) = ) 120
o(ovanr) = o (-0 ) (120)

Since we consider starting positions in the negative range, the probabilities are often extremely small. For a simpler
numerical treatment, we shift the argument of the Gaussian by a suitable particle-dependent value + f; and compensate
this by a factor e~/ in front of the integral. We have chosen f; = x?/(4Dt) which was convenient. Using Eq. (120))
in , with this additional bias, we get

+ +($ ) e_f,./—‘roo dx |: e—rt o ( (-'I/' — xi)Q + f) (121)
L= i) = v ——eXxX R — i
b; p o ImDi P 1D1
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Figure 5.  The symbols show the numerical rate function ‘Ilffigf(q) associated with the distribution of the scaled current
g = Q/(rt) for the quenched case for N = 500 particles, with parameters D = 1, r = 1, p = 1 and for four different times

t = 3,10, 30, and 100. The dashed green line represents the branch \I/érigf’l(q), given in the first line of Eq. . The solid red

line represents the branch \Ilffif)m(q), given in the second line of Eq. . They intersect at ¢ = ¢* = 24/D/rp = 2 shown by
the vertical dashed blue line. The inset shows a blow-up of the region g = [3.0, 3.7], where we see the convergence to the branch
\I/ffigm(q) (the solid red line) better.

For the quenched case, the dominant contribution to Py, (Q,t) comes from a typical configuration where the initial
positions are equispaces with separation 1/p, i.e., x1 =0, 20 = =1/p, ...,zy = —(N —1)/p [13]. We have numerically
determined the values p;” (i = 1,...,N) by calculating the integrals f;oo dx and fg dr in Eq. 1) by using the
adaptive stepsize gsl_integration_qgag() integration function of the GNU scientific library [69]. The resulting
probabilities, which include the e~/ factors, can be very small, thus we have used for the further processing a custom-
made datatype for very small or large numbers. We have used in our C implementation two double numbers to
represent large numbers, one for the mantissa and one for the exponent.

For the annealed case, the probabilities p;r do not depend on a single starting position any more, but are just
averages of Eq. over the initial positions, which are uniformly distributed in [—L,0], where L = N/p. This
yields

0

=g [ dt) (122)

for all particles i. We have performed this integral by using the same GSL function. Note that since the integral is
dominated by starting positions near z = 0, no shift of the Gaussian is necessary, i.e., f = 0. Thus, the annealed
probability is much larger than the quenched-case p*(z;) for most starting positions z;.

Now, the probability P(Q,t) for a specific value of the flux @, is the sum over all combinations of particle positions
at time ¢, where exactly @) particles have a positive position, which appears with probability p;-", and N — @ particles
have a negative position, which appears with probability 1 — p;r, respectively. For the annealed case, this is simply the
binomial distribution, which could be in principle be directly evaluated, but we use, for simplicity, the same approach
as for the quenched case. For the quenched case, one would have to enumerate all exponentially many possible
combinations of a number @) of particles having a positive coordinate, and the other ones a negative coordinate. Since
this is not feasible, we use sampling.
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Figure 6. Current distribution Pan(Q,t) for the annealed case at time ¢t = 10, with parameters D =1, r = 1, p = 1 and for
four different number of particles N = 50,100,200, and 500. As N increases, the distribution approaches an N-independent
limiting Poissonian form with mean pu,(¢) ~ 0.5.

For simple sampling, to generate one sample value of (), one would iterate over all particles, generating a configu-
ration I = (I1,...,In). For each particle with probability p;r the particles exhibits a positive coordinate, denoted by
I; = 1, which generates a contribution of 1 to @ = Q(I) = >, I,. With probability 1 — p; the particles contributes
I, = 0. By repeating this assignment to I many times, one will sample many values of ), which results in a histogram
which can be normalized. But this allows only to estimate the high probability part of P(Q).

For this reason, we used a biased sampling approach. We intended to sample configurations I exhibiting a flux Q(I),
where an addition bias e#@() is applied, with a variable parameter 3, which acts as a negative inverse temperature.
For large values of 3, the resulting underlying distribution P5(Q) ~ P(Q)e’? will be shifted to higher values of Q.
The basic idea is to obtain the distribution for several parameter values of § and obtain the true distribution P(Q)
by combining the measured distributions Pg(Q), see below.

The mentioned bias means for a single particle that it obtains a bias e” for contributing to the flux, i.e., having a
positive position, while there is no bias for a negative position. Therefore, we sample the state I; of particle ¢ with
the distribution

B = 6T —1)— P gy lopl (123)
i) — i : + i s .
pie? +(1-p]) pi e + (1 —pf)

Trivially, the state of each particle can be sampled directly from the given two probabilities. Thus, for each iteration
one independent sample configuration I with value Q(I) for the biased ensemble will be obtained. By taking a decent
number of samples, one can easily get high precision histograms estimating the typical, i.e., high probability part of
P5(Q), respectively. We have sampled 10° independent configurations for each value of 3.

Within this biased sampling, each configuration I will appear with the following probability:

- +ef —pf
PB(I): H p; € H 1 b;

+ + T -
il =1 Pi e? +(1—-p;) =0 Pi ef + (1 —pf)
BRI
e

=—— Il » [Ja-p) (124)
iL=1  ilLi=1
5D

= S Ry1) (125)
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where the normalization is given by Z = Hi(p;reﬁ +(1- pj)), and the sampling for § = 0 is equal to the unbiased
original ensemble. Thus, for the distribution of @), where one sums over all configurations I which exhibit the flux @,
one obtains, for all values of j3:

P(Q) = Py(Q) = Ze P2 P4(Q). (126)

Hence, to obtain the estimate for the distribution P(Q), for each value of @, we took, for simplicity, the normalized
histogram hg-(Q) at that value $* which exhibits the highest histogram value, i.e., the best statistics, and simply
calculated Ze#"Qhg-(Q) as estimate for P(Q). Typically, we needed a number K of different values of 3 which was
in between 100 und 300 to sufficiently cover a large range of the support of P(Q). Here, we used uniformly distributed
values B, = kAB (k=0,..., K —1). Depending on the case we considered, we used either A =3 or A =5.

B. Results

For simulations, we chose the parameters D = 1, r = 1 and used N = 500 particles with p = 1. For the quenched
case we have obtained Py, (Q,t) for four different times ¢t = 3, t = 10, ¢ = 30 and ¢ = 100. The resulting distributions
are shown in Fig. The distributions can be sampled down to very small probabilities like 1074090 with high
statistical accuracy. Omne observes that with increasing times, larger values of Q become more probable and the
distributions approach more and more a common shape.

To allow for a comparison with the result given in Eq. , we plot the rate function \Il(d:;f(q) = —log(Pqu(Q, 1))/ (r*t?)

as a function of ¢ = @Q/(rt) and compare with the two branches \I/é%’l(q) (for ¢ < ¢*) and \I/((;i;m(q) (for ¢ > ¢%)
given respectively in the first and the second line of Eq. . The result is shown in Fig. |5l For ¢ < ¢*, the result
follows for all times the analytical result \I/g;gf’l(q) very well. For large values ¢ > ¢* a fast convergence towards the

analytical result \Ilng71(q) can be well observed with increasing time t¢.

The result for the annealed current distribution P,,(@,t) is shown in Fig. |§| for ¢ = 10 and the parameter values
D =1,r=1and p = 1. Since the annealed probability pT is much larger than most probabilities pj, the resulting
probabilities of the current are also much larger. Still, the distribution stretches down to very small probabilities
such as 1074%°, With increasing number N of particles a convergence to a limiting distribution, independent of N, is
visible. This N-independent limiting distribution is Poissonian with mean pu,(t) = (p/2)/D/rerf(v/rt) as given in
Eq. (17). For t = 10 and the given parameters above, p,—1(t = 10) = (1/2) erf(v/10) ~ 0.5.

VII. CONCLUSION

In this paper, our goal was to study to the effects of resetting on the distribution P(Q,t) of the integrated particle
current () up to time t through the origin in a one-dimensional system. We studied the setting where the particles
are non-interacting and are initially distributed on the left of the origin, with a uniform density p. We chose two
different dynamics for the particles: (i) Brownian dynamics with stochastic resetting at rate r and (ii) run and tumble
dynamics with a persistence time v~! and subjected to stochastic resetting with rate r. We studied both the annealed
and the quenched current distributions. In both models, and for both annealed and quenched cases, the main effect
of resetting is to induce a stationary limit to the current distribution at long times. It was previously known that
the position distribution of a single particle under stochastic resetting becomes stationary at long times, but here we
show a similar effect for the distribution of the current, which itself is a dynamical observable.

One of our main findings is that, in the presence of stochastic resetting, the approach to the stationary state of the
current distribution in the annealed and the quenched cases are drastically different for both models. In the annealed
case, the distribution P,,(Q),t) is Poissonian at all times and the whole distribution approaches its stationary limit at
late times uniformly for all Q). In contrast, the quenched current distribution Py, (Q),t) is highly non-Poissonian at all
times t. Moreover, we showed that the approach to the stationary state in the quenched case is highly non-uniform
in . More precisely, as time increases, we showed that there is a critical value Q¢ it(t) that increases linearly with
t such that, for Q@ < Qerit(t), the quenched distribution P,,(Q,t) attains its stationary form, while it remains time-
dependent for @ > Qeit(t). This critical value Qe it(t) thus separates the steady state from the transient regime.
On this scale, when Q ~ Qcit(t), we show that the quenched distribution admits an unusual large deviation form in
both models. We have computed the corresponding rate functions analytically in both models. When @ crosses the
critical value Qi (t), we found that the associated rate functions undergo a third order phase transition, such that
the rate function and its first two derivatives are continuous, while the third derivative is discontinuous. Measuring
numerically such a rate function presents a technical challenge. Here, using an importance sampling algorithm that



24

is able to access probabilities as small as 10714090 we were able to compute the rate function for the Brownian case

with resetting. We found an excellent agreement with our analytical predictions.

Such third order phase transitions have been found previously in many different contexts, e.g., in the distribution
of the largest eigenvalue of random matrices [70], Yang-Mills gauge theory [TTH74], Coulomb gases [75] [76] and also in
the height distribution of the 1+ 1-dimensional Kardar-Parisi-Zhang fluctuating interface model at late times [77H79].
In all these examples, the underlying system is strongly interacting. Hence, it is interesting that a similar third order
transition occurs in such a seemingly simple noninteracting system. Let us also make an interesting technical remark
here. In the quenched case, for both models, while the Legendre transform of the rate function has a second-order
singularity at the critical point, the rate function itself has a third-order singularity. It would be interesting to
investigate the generality of this mechanism.

There are many interesting directions in which the present work can be extended. For example, it would be
interesting to see whether this third-order phase transition in the quenched case also occurs for other dynamics with
resetting, beyond the Brownian and run and tumble particles studied here. Another interesting question is whether
this transition persists in the presence of interactions between particles or for correlated initial conditions [I5].
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