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We study the probability distribution P (A) of the area A =
∫ T

0
x(t)dt swept under fractional

Brownian motion (fBm) x(t) until its first passage time T to the origin. The process starts at t = 0
from a specified point x = L. We show that P (A) obeys exact scaling relation

P (A) =
D

1
2H

L1+ 1
H

ΦH

(
D

1
2H A

L1+ 1
H

)
,

where 0 < H < 1 is the Hurst exponent characterizing the fBm, D is the coefficient of fractional
diffusion, and ΦH(z) is a scaling function. The small-A tail of P (A) has been recently predicted
by Meerson and Oshanin [Phys. Rev. E 105, 064137 (2022)], who showed that it has an essential
singularity at A = 0, the character of which depends on H. Here we determine the large-A tail of
P (A). It is a fat tail, in particular such that the average value of the first-passage area A diverges
for all H. We also verify the predictions for both tails by performing simple-sampling as well as
large-deviation Monte Carlo simulations. The verification includes measurements of P (A) up to
probability densities as small as 10−190. We also perform direct observations of paths conditioned
to the area A. For the steep small-A tail of P (A) the “optimal paths”, i.e. the most probable
trajectories of the fBm, dominate the statistics. Finally, we discuss extensions of theory to a more
general first-passage functional of the fBm.

I. INTRODUCTION

The fractional Brownian motion (fBm), introduced by
Kolmogorov [1] and by Mandelbrot and van Ness [2], is
a non-Markovian Gaussian stochastic process which has
found applications across many disciplines, from anoma-
lous diffusion in cellular environments to mathematical
finance. These include dynamics of stochastic inter-
faces [3], particle transport in crowded fluids [4, 5], sub-
diffusion of bacterial loci in a cytoplasm [6], telomere
diffusion in the cell nucleus [7, 8], modeling of conforma-
tions of serotonergic axons [9], dynamics of tagged beads
of polymers [10, 11], translocation of a polymer through a
pore [11–14], single-file diffusion in ion channels [15–17],
etc. A review can be found in Ref. [18].

Let x(t) denote a realization, such that x(0) = 0, of
a one-dimensional fBm. Being a Gaussian process with
zero mean, the fBm is completely defined by its two-time
covariance. For the one-sided process, defined on the
interval 0 ≤ t <∞, the covariance is given by [1, 2]

κ(t, t′)≡〈x(t)x(t′)〉=D
(
t2H + t′2H − |t− t′|2H

)
, (1)

where H ∈ (0, 1) is the Hurst exponent, and D = const >
0 is the coefficient of fractional diffusion. The fBm
describes a family of anomalous diffusion. The mean-
square displacement 〈x2(t)〉 = 2Dt2H grows sublinearly
with time for H < 1/2 (subdiffusion) and superlinearly
for H > 1/2 (superdiffusion). In the borderline case
H = 1/2 the standard diffusion is recovered.
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FIG. 1. Example of a random process, starting at x(0) = L
and hitting x = 0 for the first time at time T . The area under
the curve until time T is denoted by A, and its distribution
for the fBm is the focus of this work.

Due to its non-Markovian nature, the fBm presents
a significant challenge for theorists. Statistics of various
random quantities, which for the standard Brownian mo-
tion were determined long ago, remain unknown for the
fBm. Here we will study the fBm until its first passage
to a given point x = L. Equivalently, we can transform
the coordinate, x → L − x, so that the starting point
becomes x = L, and the first-passage point is x = 0. In
particular, we study the probability distribution P (A) of
the first-passage area of fBm,

A =

∫ T

0

x(t) dt , (2)

where T is the first-passage time with x(T ) = 0, see Fig. 1
for an illustrative example. The first-passage area A is a
random quantity because of two reasons: (i) the random
character of the paths x(t), and (ii) the randomness of T
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itself.
For the standard Brownian motion, H = 1/2, the prob-

ability distribution P (A) is known [19, 20]:

P (A) =
L

32/3Γ (1/3) (DA4)1/3
exp

(
− L3

9DA

)
, (3)

where Γ(. . . ) is the gamma function. Noticeable is the
steep decrease and the essential singularity of P (A) at
A→ 0, and a fat tail P (A) ∼ A−4/3 at A→∞. Because
of this tail, the average value of A is infinite.

The first-passage area of the standard Brownian mo-
tion appears in many applications: from combinatorics
and queueing theory to the statistics of avalanches in self-
organized criticality [19]. In the context of the queueing
theory, x(t) may represent the length of a queue in front
of a ticket counter during a busy period, whereas A is the
total serving time of the customers during the busy pe-
riod. The first-passage area also appears in the study of
the distribution of avalanche sizes in the directed Abelian
sandpile model [21, 22], of the area of staircase polygons
in compact directed percolation [22–24] and of the col-
lapse time of a ball bouncing on a noisy platform [25].
Extending the underlying model of stochastic processes
from the standard Brownian motion to fBm would make
it possible to account for non-Markovianity but still keep
the important properties of dynamical scale invariance,
stationarity of the increment, and Gaussianity.

The probability distribution P (A) of the fBm depends
on the dimensional quantities A, L and D and on the
dimensionless parameter H. A straightforward dimen-
sional analysis (see, e.g. Ref. [26]) yields exact scaling
behavior of P (A):

P (A) =
D

1
2H

L1+ 1
H

ΦH

(
D

1
2HA

L1+ 1
H

)
. (4)

The scaling function ΦH(z) is presently unknown except

for H = 1/2, see Eq. (3), where Φ1/2(z) ∼ z− 4
3 e−

1
9z . The

maximum value of P (A), of order D
1

2H /L1+ 1
H , is reached

at A ∼ L1+ 1
HD−

1
2H .

The small-z asymptotic of ΦH(z) was recently evalu-
ated in Ref. [27] for any 0 < H < 1. Up to an unknown
pre-exponential factor, it is the following:

ΦH(z → 0) ∼ exp
[
−σ(H)z−2H

]
, (5)

where [27]

σ(H) =


1

22+2H(1−H2)(1 +H)2H
, H ≤ 1/2 . (6)

H2H

2(1 +H)1+2H
, H ≥ 1/2 . (7)

As a result,

P (A→ 0) ∼ exp

[
−σ(H)

L2+2H

DA2H

]
. (8)

This steep small-A tail exhibits an essential singularity
at A = 0, the character of which is determined by the
Hurst exponent H.

The A → 0 tail was determined in Ref. [27] by using
the optimal-fluctuation method – essentially geometrical
optics of the fBm. The method is based on the determi-
nation of the optimal path – the most likely realization
of x(t) which dominates P (A) at specified value of A
and enables one to perform a saddle-point evaluation of
the proper path integral of the fBm [28]. The calcula-
tion boils down to a minimization of the Gaussian action
of the fBm, obeying the boundary conditions x(L) = L
and x(T ) = 0 and constrained by Eq. (2) and by the in-
equality x(t) > 0 for all 0 < t < T . The minimization
is performed with respect both to the path x(t), and to
the first-passage time T [27]. The minimization leads to
a linear integral equation – a non-local generalization of
the Euler-Lagrange equation for local functional – for the
optimal path x(t).

In addition to presenting the exact scaling behavior
of P (A) in Eq. (4), here we extend the previous study
[27] in two directions. First, we offer a simple scaling
argument which predicts, up to a factor O(1) which can
depend only on H, the A → ∞ tail of the probability
distribution P (A):

P (A→∞) ∼ L
1
H−1

D
1−H

2H(H+1)A
2

H+1

. (9)

This fat tail, with an H-dependent exponent, corre-
sponds to the large-z asymptotic

ΦH(z →∞) ∼ z−
2

H+1 , (10)

of the scaling function ΦH(z) entering Eq. (4). For H =
1/2 Eq. (9) predicts an A−4/3 tail in agreement with the
exact result (3).

Second, we perform simple-sampling as well as large-
deviation Monte-Carlo simulations of fractional random
walks in order to test the theoretical predictions of the
scaling behavior (4) and of the tails (8) and (9). We also
directly observe in the simulations the paths x(t) corre-
sponding to the specified A. For large A, as described
by the fat distribution tail (9), we find that, as to be
expected, multiple paths contribute to the statistics. On
the contrary, for small A, corresponding to the tail (8),
the behavior is dominated by the optimal paths which
we compare with those predicted by geometrical optics
of the fBm [27].

II. LARGE-A TAIL OF THE FIRST-PASSAGE
AREA DISTRIBUTION

The large-A tail is contributed to by multiple paths.
Their common feature is that the particle spends a very
long time, in comparison with the characteristic frac-
tional diffusion time (L/

√
D)1/H , before reaching the ori-

gin for the first time. For such paths, biased by a very
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large A, a typical deviation of the particle from the ori-
gin, ` ∼

√
D tH , is much larger than L. As a result, the

typical area A, swept by x(t) until the first-passage time
T , scales as

A ∼
√
DTH+1 (11)

and, to a leading order, is independent of L. Now we
use the probability distribution of the first-passage time
f(T ) and make a change of variables from T to A using
Eq. (11). The complete first-passage time distribution
f(T ) of the fBm has not been determined as yet. How-
ever, its small-T and large-T tails are available. The
small-T tail, f(T → 0) ∼ exp

(
−L2/4DT 2H

)
, has been

found by a geometrical-optics calculation [27], but for the
purpose of evaluating the large-A tail of P (A) we need
the large-T tail of f(T ). This tail,

f(T →∞) ∼ L
1
H−1

D
1−H
2H T 2−H

, (12)

was conjectured in Refs. [29–32], verified in numerical
simulations [31, 32] and ultimately proved rigorously [33,
34]. Using the relation

P (A) dA = f(T ) dT (13)

and Eqs. (11) and (13), we arrive at the scaling behavior
of the large-A tail of P (A), announced in Eq. (9).

III. SIMULATION METHODS

We approximate the fBm by a K-step walk x(tl) (l =
0, 1, . . . ,K, where K � 1) at discrete times t0, t1, . . .
with step size ∆t = tl+1 − ti = 1, i.e. tl = l. In order to
generate walks obeying the correlations (1) we note that
for the increments ∆xl = xl+1 we obtain

C(m) ≡ 〈∆xl+m∆xl〉 = D(|m+1|2H−2|m|2H+|m−1|2H)
(14)

independent of l. To generate random increments which
obey these correlations, we apply an algorithm in the
spirit of the Davies-Harte approach [35], actually the cir-
culant embedding method proposed in Refs. [36, 37] for a
fast generation of correlated random numbers. It is based
on the application of the fast Fourier transform (FFT) to
generate a longer periodic walk with K ′ ≥ 2K steps ex-
hibiting a symmetric correlation, i.e. C(l) for l < K ′/2
and C(K ′− l) for l ≥ K ′/2. Since FFT is used, it makes
sense to choose K ′ as a power of 2. For the actual walks
we then take at most the first half of the generated in-
crements, so the periodicity does not play a role. The
method works by first generating K ′ Gaussian random
numbers ξ = (ξ0, ξ1, . . . , ξK′−1) with zero mean and unit
variance. These random numbers are then multiplied
by a suitably scaled pre-computed Fourier transform of
the desired correlation. The result is finally transformed
back into real space by an inverse FFT. For details see

Refs. [36, 38]. This yields the actual correlated incre-
ments ∆x1, . . . ,∆xk which are summed up to generate a
walk starting at x(0) = L by setting

x(l) = L+

l∑
j=1

∆xl . (15)

Since the FFT runs in O(K ′ lnK ′) time, and all other
computations are performed in a linear time, the ap-
proach is very efficient. For the FFT we used here
the GNU scientific library (GSL) [39]. This approach
has been previously applied, e.g., to generate fractional
Brownian walks with absorbing boundary conditions [38].

We determine an approximate first-passage time to the
target at x = 0 by first finding the minimum step lfp
where the walk becomes negative, i.e.

lfp = min{l|x(l) < 0} (16)

which might yield no result. In this case the walk does
not exhibit a first passage within K steps and does not
contribute to the statistics, so it is discarded.

We denote the fraction of non-discarded walks, i.e.
those which reached the target x = 0, as pfp. For those
walks, we determine the actual first-passage time T by
linearly interpolating between steps lfp − 1 and lfp, i.e.

T = lfp − 1 +
x(lfp − 1)

x(lfp − 1)− x(lfp)
. (17)

Note that this is an approximation of the first-passage
time due to the walk being a discrete approximation of
fBm. If one wanted to estimate the first-passage time T
of fBm with a higher accuracy, one should use an itera-
tive algorithm [40], which is based on refining the time
step adaptively in regions which are close to the target.
Here, we are mostly interested in the first-passage area, so
that a refinement just near the first-passage point would
not increase the accuracy much. Therefore, we use the
trapezoidal rule to estimate the area as

A =

lfp−1∑
l=1

x(l − 1) + x(l)

2
+ (T − lfp + 1)

x(lfp − 1)

2
, (18)

where the final contribution is the triangle obtained from
the last position x(lfp − 1) before the target is reached
until the estimated first-passage time T where x(T ) = 0
holds.

For a given value of L, one can generate many inde-
pendent vectors ξ of Gaussian numbers, obtain the result-
ing walks x(l) and each time calculate the corresponding
area A = A(ξ) for those walks which pass x = 0, as
described above. By measuring a histogram, properly
normalized such that the integral results in the fraction
pfp of paths that exhibit a first passage, an estimate of
P (A) is obtained. By generating n walks within this
simple-sampling approach, the distribution can be es-
timated down to probabilities O(1/n), e.g., P ∼ 10−6
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for 106 walks. For the small-A tail of the distribution,
however, we want to verify the theoretical predictions in
regions where the probability densities are much smaller.

For this reason, we also employ a large-deviation ap-
proach which allows one to access the tails of the dis-
tributions. Such approaches have a long history in the
field of variance-reduction techniques [41], and they were
introduced to physics, e.g. in transition-path sampling
[42, 43]. This and other approaches have been applied in
physics to many different problems, e.g., random graph
properties [44–47], the resilience of power grids [48, 49],
random walks [50–53], ground states of Ising spin glasses
[54], longest increasing subsequences [55, 56], and the
Kardar-Parisi-Zhang equation [57–59]. For a review of
the general techniques see Ref. [60].

To obtain realizations of the paths which correspond
to extremely small values of the area A, we do not sam-
ple the random number ξ according to its natural Gaus-
sian product weight G(ξ), but according to the modified
weight QΘ(ξ) ∼ G(ξ) exp(−A(ξ)/Θ), i.e. with an expo-
nential bias. Θ is an auxiliary “temperature” parame-
ter, which allows us to shift the resulting distributions of
the area A, e.g., to smaller than typical values by using
Θ > 0 close to zero. Note that Θ = ∞ corresponds to
the original statistics. With known algorithms, the vec-
tor ξ of random numbers cannot be generated directly
according to the modified weight QΘ(ξ). Instead we use
a standard Markov-chain approach with the Metropolis-
Hastings algorithm [61], where the configurations of the
Markov chain are the vectors ξ of random numbers. Since
each vector ξ corresponds to a walk and therefore to an
area A, one obtains a chain of sampled values of A, de-
pending on Θ and on the the physical parameters L, D
and H, which we do not include in the notation. By
sampling for different values of Θ one obtains different
distributions PΘ(A) which are centered about different
typical values Atyp(Θ). By combining and normalizing
the distributions jointly for the different values of Θ, one
obtains P (A) over a large range of the support [57], down
to probabilities as small as 10−100. For details of the ap-
proach see Refs. [57, 62, 63]. Here we extend it by storing
during the simulation (after equilibration) configurations
ξ and the corresponding walks x(t) at various values of
Θ. This allows us to further analyze the walks, also con-
ditioned on the value of the area A.

IV. THEORY VERSUS SIMULATIONS

To compare the analytical predictions with numerical
results and analyze the walk paths, we performed simu-
lations for H = 1/4, 1/2 and 3/4, which represent an-
ticorrelated, uncorrelated, and positively correlated in-
crements, respectively. Without loss of generality we set
D = 1. We worked with selected values of the initial
distance L ≤ 100, which were chosen to be sufficiently
large so that the fractional random walk is a good ap-
proximation to the fBm, but not too large so that the

first-passage probability pfp is not too small.
In our simple-sampling simulations we generated a

large number of walks and measured their properties.
The longest walks that we considered had K = 107 steps.
For each combination of the parameters, we sampled at
least 106 walks. Sometimes, for smaller K, we sampled
more than 107 walks.

To access the steep small-A tail of the distribution
P (A), predicted by Eq. (8), we used the large-deviation
approach. Here much shorter walks, consisting of at most
K = 105 steps, turned out to be sufficient. We con-
sidered several values of the “temperature” parameter
Θ ∈ [1/2, 106]. The largest number nΘ of different values
of Θ, needed to obtain the desired distribution P (A), was
nΘ = 17 for H = 1/4 and L = 50.

Since the large-A tail of P (A) is expected to follow a
slowly-decreasing power law, see Eq. (9), large-deviation
simulations here would require prohibitively large walk
lengths. Here, the simple sampling results of sufficiently
long walks turned out to be sufficient for the observation
of the predicted behavior of the tail.

A. First-passage area distribution P (A)
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FIG. 2. Simulated first-passage area distribution P (A) for the
standard random walk versus exact theoretical prediction (3)
for the standard Brownian motion (H = 1/2) with L = 70.

As a validation, we measured in the simulations the
first-passage area distribution P (A) for the standard ran-
dom walk H = 1/2 with L = 70 and compared it with
the exact result (3) [19, 20] for the standard Brownian
motion, H = 1/2. This comparison is shown in Fig. 2,
and a very good agreement is observed, showing the the
large-deviation approach works very well.

Figure 3 verifies the exact scaling behavior of P (A) for
the fBm, predicted by Eq. (4), for H = 3/4 and three
different values of L: 20, 50 and 100. A good collapse
of the three properly rescaled curves is observed. The
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FIG. 3. Simulated first-passage area distributions P (A) for
the fractional random walk with H = 3/4 for L = 20, L =
50 and L = 100. The axes are rescaled according to our
prediction (4) for the fBm. Also shown are two predicted
asymptotics for the fBm: Eqs. (8) and (9).

collapsed curve describes the (presently unknown ana-
lytically) scaling function ΦH(z), entering Eq. (4), for
H = 3/4. One can also see in Fig. 3 a good agreement
between the distribution and the analytical predictions
(8) and (9), for both the left and right tails respectively.
In the right tail the agreement is observed when A is
large enough, but not too large. This happens because
of the finite lengths of the walks which strongly suppress
very large values of A.
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FIG. 4. Simulated first-passage area distributions P (A) for
the fractional random walk with H = 1/4 for L = 5, L = 10
and L = 50. The axes are rescaled according to our predic-
tion (4) for the fBm. Also shown is the large-A tail predic-
tion (9).

The corresponding results for H = 1/4 are shown in
Fig. 4. Since H is rather small here, we have to use
smaller starting positions L to obtain good statistics in
the tail. On the other hand, for the smaller L that we
used, the typical first-passage times are rather small, less
than 100. As a result, the approximation of the fBm
by the discrete walk becomes less accurate, in partic-
ular near the distribution peak. This finite-size effect
explains why the collapse is not as good here as in the
case of H = 3/4. It improves, however, as it should, in
the large-A tail. In particular, the predicted asymptotic
power law decay of this tail, see Eq. (9), is clearly visible
for L = 5 and L = 10. For L = 50 too many of the walks
do not reach the target in the allotted time, which results
in a poor statistics and an early fall off of the tail. To sig-
nificantly delay this fall off would require a prohibitively
large number K of steps in each run, beyond reasonable
numerical effort.
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FIG. 5. The small-A tail of the simulated first-passage area
distribution P (A) as a function of 1/A for the fractional ran-
dom walk with H = 1/4 (symbols). Solid lines: theoretical
prediction (8) for the fBm.

Now let us investigate the small-A tail of P (A) in more
detail. In Fig. 5 we compare the simulated distribution
P (A) for the standard random walk (H = 1/2) for L = 70
with theoretical predictions (8). As one can see, a very
good agreement is observed over more than 100 decades
in probability density. In particular, the − lnP ∼ 1/A
behavior, predicted by Eq. (3), is clearly observed (notice
the 1/A scaling of the x-axis). Only in the far tail a
small deviation is visible. This happens at very small A,
where the discrete character of the walk becomes very
pronounced, as only a few steps of the walk occur before
the first passage.

In Fig. 5 we show the corresponding results for H =
1/4 with L = 50 and H = 3/4 with L = 100. Again
a very good agreement is observed, confirming the an-
alytical predictions. The expected − lnP ∼ A−2H , see
Eq. (8), is clearly visible in the insets.
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FIG. 6. The small-A tail of the simulated first-passage area
distribution P (A) as a function of 1/A for the fractional ran-
dom walk with H = 1/4 (top), and 3/4 (bottom) for indicated
values of L (symbols). Solid lines: theoretical prediction (8)
for the fBm. The insets show the data plotted as a function
of 1/A2H which should exhibit a straight line.

B. Optimal paths

Next, we analyze the paths conditioned on specific val-
ues of A. To remind the reader, theory predicts that the
probability of observing unusually small values of A is
dominated by a well-defined single optimal path. On the
contrary, unusually large values of A can come from mul-
tiple different paths.

To analyze the paths, we occasionally stored during the
simulations the full paths along with the corresponding
value of the first-passage area. This allowed us to select
paths conditioned on specific values, i.e. small intervals,
of A.

In Fig. 7 we consider the case H = 3/4 with L = 100.
For these parameters, typical values of A are about 104:
see Fig. 3, where the distribution peak is located near
A/L1+1/H ≈ 0.2. Therefore, as representatives of the
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FIG. 7. Several sample paths x(t) for H = 3/4, L = 100
corresponding to very small area A = 600 (top) and very
large area A = 106 (bottom), respectively. The typical area
for these H and L is A ∼ 104.

small-A tail behavior, we selected the paths exhibiting
A = 600, actually A ∈ [600, 601). This resulted in
19 paths which are all shown in the top figure. As
one can see, these paths are very close to each other.
In particular, the first passage times T do not differ
much. On the contrary, for large values of A ≈ 106,
i.e. A ∈ [9.955, 10.05 × 105], the sampling resulted in
13 paths which are shown in the bottom figure. These
paths are strikingly different. In particular, they exhibit
a broad distribution of the first-passage times T .

For the small values of A, where the paths are close
to each other, we averaged them. Figure 8 presents, for
H = 1/4, 1/2 and 3/4, the average simulated paths x(t)
constrained on sufficiently small A. Also shown are the-
oretical predictions for the optimal paths x(t) with these
values of H from Ref. [27]. The x-coordinate is rescaled
by L, and time is rescaled by A/L. As one can see, the
simulations and theory agree quite well. Importantly, the
agreement persists beyond the time interval 0 < t < T :
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FIG. 8. The symbols show the average of simulated paths x(t)
for H = 1/4 and L = 150 conditioned on A = 450 (top), for
H = 1/2 and L = 70 conditioned on A = 350 (middle), and
for H = 3/4 and L = 100 conditioned on A = 650 (bottom).
The line represents the analytically obtained optimal paths
x∗(t) from Ref. [27]. The x-coordinate is rescaled by L, time
is rescaled by A/L (the latter is proportional to the optimal
first-passage time [27]).

to the “future” where, at H 6= 1/2, the optimal path is
still non-trivial due to the non-Markov nature of the fBm
[27].

For H < 1/2 we observe the remarkable phenomenon
of reflection of the path from the origin, predicted in Ref.
[27]. The reflection exhibits a cusp singularity at the
reflection point. Finally, in all three cases, the measured
first-passage time T is close to the theoretically predicted
optimal first-passage time T∗ = 2A(1 + H)/L for H ≤
1/2, and T∗ = A(1 +H)/HL for H ≥ 1/2 [27].

V. SUMMARY AND DISCUSSION

In the present work, we have studied the distribu-
tion P (A) of the first-passage area for the fBm. We
started with establishing exact scaling behavior of P (A),
see Eq. (4). The small-A asymptotic of P (A) was pre-
dicted earlier [27]. Here we determined the fat-tail large-
A asymptotic behavior of P (A), see Eq. (9).

The main effort of this work was to study P (A) numer-
ically, for values of H in the subdiffusive (H < 1/2) and
superdiffusive (H > 1/2) regions, as well as for the stan-
dard Brownian case (H = 1/2). For this purpose, we ap-
proximated the fBm by correlated discrete-time random
walks. For typical and atypically large area A, we have
employed simple sampling and observed a good agree-
ment between the theory and simulations in the right
tail of P (A). In addition, by applying large-deviation
approaches, we have studied the small-A tail with high
precision down to probability densities as small as 10−190.
Here we have observed a very good agreement between
analytical predictions of Ref. [27]. We also verified in
simulations the exact scaling behavior of P (A), described
by Eq. (4).

Furthermore, by storing sampled configurations of the
simulated walks along with the values of A, we were able
to to study the shape of the walks conditioned on the area
A. For larger than typical values of A, the shape of the
walks and the corresponding first-passage times fluctuate
a lot from sample to sample, even if the walks exhibit
the same area. This is what to be expected in a regime
where the proper path integral of the process [28] is con-
tributed to by multiple, although unusual, paths. On the
contrary, for unusually small values of A, the walks look
very much alike, and the averaged walks agree very well
with the optimal paths previously obtained analytically
[27]. Again, this is to be expected in a regime where the
path integral is dominated by the well defined optimal
path.

In future work it would be interesting to study the
statistics of a more general first-passage fractional Brow-
nian functional of the form

An =

∫ T

0

xn(t) dt , (19)

where T is again the first-passage time. As of present,
P (An) – the probability distribution of An at given
x(0) = L – is known exactly (for n > −2) only for the
standard Brownian motion H = 1/2 [20]. The particular
case n = 1 corresponds to the area under x(t) that we
have been dealing with in this paper, whereas n = 0 cor-
responds to the statistics of the first-passage time itself.
Additional values of n can be of interest as well, as is the
case of the standard Brownian motion [20].

Some important properties of P (An) can be estab-
lished immediately. Indeed, dimensional analysis (see
e.g. Ref. [26]) yields the following exact scaling behavior
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of P (An):

P (An) =
D

1
2H

Ln+ 1
H

Φ
(n)
H

(
D

1
2HAn

Ln+ 1
H

)
, (20)

which generalizes Eq. (4). The presently unknown scal-

ing function Φ
(n)
H (z) depends, apart from z, also on H

and n.
The structure of the An → 0 tail of P (An) can be

predicted from a geometrical-optics argument. Indeed,
at very small An, the probability distribution P (An) is
expected to be exponentially small and exhibit the char-
acteristic 1/D weak-noise scaling inside the exponent.
Then, using the scaling relation (20), we arrive at the
tail

P (An → 0) ∼ exp

[
−σn(H)

L2+2nH

DA2H

]
. (21)

which generalizes Eq. (21). The character of essential sin-
gularity at A → 0, predicted by Eq. (21), is determined
by H. Interestingly, it is independent of n. For H = 1/2
the latter feature was already observed in Ref. [20]. In
order to determine the presently unknown dimension-
less factor σn(H), one should solve the geometrical-optics
problem, that is minimize the action for the fBm subject
to constraint (19), the boundary conditions x(0) = L and
x(T ) = 0, and the inequality x(0 < t < T ) > 0. The min-
imization should be done with respect to the path x(t)
and the first-passage time T .

In its turn, the same scaling arguments, which led us
to the prediction of the large-A tail (9) of P (A), can be
used to predict the large-An tail of P (An):

P (An →∞) ∼ L
1
H−1

D
(1−H)(nH−H+1)

2H(nH+1) A
1+ 1−H

nH+1
n

. (22)

For all n > −1/H and all H ∈ (0, 1) this tail is fat: the
exponent of An is greater than 1. Therefore, the average
value of An diverges.

As to be expected, Eqs. (20)-(22) coincide with
Eqs. (4), (8) and (9), respectively, for n = 1. For n = 0
Eq. (22) recovers the large-T tail (12) of the first-passage
time distribution.
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