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A central theoretical issue at the core of the current research on many-body localization (MBL) consists in
characterizing the statistics of rare long-range resonances in many-body eigenstates. This is of paramount
importance to understand: (i) the critical properties of the MBL transition and the mechanism for its desta-
bilization through quantum avalanches; (ii) the unusual transport and anomalously slow out-of-equilibrium
relaxation when the transition is approached from the metallic side. In order to study and characterize such
long-range rare resonances, we develop a large-deviations approach based on an analogy with the physics
of directed polymers in random media, and in particular with their freezing glass transition on infinite-
dimensional graphs. The basic idea is to enlarge the parameter space by adding an auxiliary parameter
(which plays the role of the inverse temperature in the directed polymer formulation) which allows us
to fine-tune the effect of anomalously large outliers in the far-tails of the probability distributions of the
transmission amplitudes between far-away many-body configurations in the Hilbert space. We first bench-
mark our approach onto two non-interacting paradigmatic toy models, namely the single-particle Anderson
model on the (loop-less) Cayley tree and the Rosenzweig-Porter random matrix ensemble, and then apply
it to the study of a class of disordered quantum spin chains in a transverse field. This analysis shows the
existence of a broad disorder range in which rare, long-distance resonances, that may form only for a few
specific realizations of the disorder and a few specific choice of the random initial state, destabilize the MBL
phase, while the genuine MBL transition is shifted to much larger values of the disorder than originally

thought.
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I. INTRODUCTION

Transport properties of quantum systems are known to
be extremely sensitive to inhomogeneities and spatial disor-
der. A well known example is provided by the phenomenon
of Anderson localization [[I]], where diffusion is suppressed
by quantum interference above a critical disorder strength
(which turns out to be vanishingly small in low dimen-
sions [12]]). The fate of quantum localization in presence of
many-body interactions and in regimes far from low tem-
perature equilibrium, has been at the center of theoreti-



cal and experimental research (see e.g. Refs. [[3H7]] for re-
cent reviews), both for its fundamental interest for our ba-
sic understanding of quantum statistical mechanics, and
for its practical implications in the search for mechanisms
to protect quantum information: The long-time properties
of a many-body localized system cannot be described by
the conventional ensembles of quantum statistical mechan-
ics, as they can remember, forever and locally, information
about their initial conditions.

Although the possibility of many-body localization (MBL)
was already suggested by Anderson in his pioneering
work [[1]], the stability of the Anderson insulator under the
effect of small interactions was first thoroughly investigated
only 15 years ago by the breakthrough of Basko, Aleiner,
and Altshuler [8]] (see also Ref. [9]]). Since then this area
of research has attracted considerable interest, as MBL rep-
resents a completely new mechanism for ergodicity break-
ing: Differently from integrable systems, the MBL phase is
stable to perturbations and, although an effective integra-
bility emerges in the insulating regime [[10HI4]], the con-
served quantities turn out to be all linear combinations
of completely local operators. Differently from standard
phase transitions, MBL is not associated with any sponta-
neous symmetry breaking, and occurs without any signa-
ture in the static observables (and in isolated systems only).
The MBL state is also different from (classical or quantum)
glasses. In fact ergodicity breaking in glassy systems is due
to the presence of an underlying complex free-energy land-
scape, which contains a huge number of metastable states
separated by large barriers [[15]], whereas MBL manifests
in highly excited eigenstates. In fact the glass transition
occurs when the collective modes involved in the jumps
between metastable states freeze, while long-range vibra-
tions around the minima of the landscape are still possible.
Hence, differently from the MBL case, glasses have a finite
thermal conductivity and the coupling to environment has
no effect on classical glassiness (beyond a rescaling on the
microscopic timescale).

Achieving a complete and satisfactory comprehension of
MBL has been incredibly challenging so far. Although sig-
nificant and exciting progress has been made in our com-
prehension of MBL, both in theory and experiments, many
questions remain open. Beside the perturbative analysis
of Refs. [8] [9, [16], analytical approaches can only be em-
ployed on phenomenological models [I7-24]], and numer-
ical simulations are limited to relatively small system sizes
that might lack the asymptotic physics displayed by large
systems [[25H28]]. In this context, some recent works have
even questioned the existence of a truly MBL phase in the
thermodynamic limit [29-40]], due to the possibility of the
existence of a runaway avalanche instability seeded by rare
thermal inclusions [38] [41H49] that may destroy the local-
ized phase in the infinite-time, infinite-size limit. In fact,
rare regions where the disorder is particularly small neces-
sarily exist in large systems. These locally thermal region,
often called “thermal bubbles”, may thermalize the neigh-
boring degrees of freedom, which are typically within a MBL
portion, provided that the relaxation rates of these spins are

smaller than the level spacing of the thermal inclusion, such
that the spins can not resolve the discreteness of the spec-
trum [41]] (see also Refs. [38,/49]]). In this case the thermal
bubble becomes bigger and can more effectively thermal-
ize the adjacent regions. This leads to an avalanche that
may spread through the whole system, destroying the MBL
phase. Recent results indicates that such avalanche insta-
bility persists at much stronger randomness than had been
previously thought [|33],[38] 46| 48], [49]]. These observations
and strong numerical finite size effects raise the question
whether MBL is only a finite-size crossover or a bonafide
phase transition takes place at some large value of disor-
der [36},[37, 48| (50} [51]].

Actually, as in the field of the glass transition, the ex-
istence of an underlying phase transition is an interesting
question, but it’s even more interesting to characterize the
microscopic mechanisms responsible for the different phys-
ical regimes which one observes before the putative phase
transition. Although these may be just cross-overs—which
complicate the theoretical analysis—they seems to be as-
sociated to unusual and novel physical behaviors. In fact,
another set of very important open questions that have
attracted particular interest in the last years concern the
anomalous transport and thermalization properties on the
metallic side of the MBL transition (see Refs. [52} [53[] for
recent reviews). This line of research has been triggered
by the evidence of sub-diffusive transport and anomalously
slow out-of-equilibrium relaxation toward thermal equilib-
rium, which is described by power laws with exponents that
gradually approach zero upon increasing the disorder, in
a broad range of parameter before the putative MBL tran-
sition. These phenomena have been observed, both nu-
merically [[54H59]] and experimentally [[60H64]], and appear
to be remarkably robust and much less affected by finite-
size effects. An appealing phenomenological interpretation
of these anomalies has been proposed in terms of the ex-
istence around the MBL transition of a quantum Griffiths
phase [[52454]]. This is characterized by rare inclusions of
the insulating phase with an anomalously small localiza-
tion length. Several phenomenological proposals have been
put forward to describe this physics, from purely classical
resistor-capacitor models with power-law distributed resis-
tances [[54} [65] [66]], to stochastic models for merging ther-
mal and insulating regions which are motivated by strong-
disorder renormalization group arguments [[17H24]].

Interestingly enough, both the ascertainment of the insta-
bility of the MBL phase with respect to quantum avalanches
seeded by rare thermal bubbles, as well as the compre-
hension of the physical mechanisms at the origin of the
anomalous relaxation in the bad metal regime require to
understand the nature of rare long-range resonances in
many-body eigenstates and to characterize their statistics,
although in different disorder regimes. There is by now
strong numerical evidence of the fact that rare many-body
resonances play a crucial role in determining the physi-
cal properties of the MBL transitions and the associated
crossover regimes [45], 48450, [67H71]]. Yet, a precise char-
acterization of their statistics is still missing. The aim of



this paper goes precisely in this direction. In particular, we
develop a novel set of tools that allows one to take into ac-
count the effect of rare resonances in terms of the rarefac-
tion of the paths in configuration (or Fock) space that may
lead to decorrelation from a random initial state. We follow
a perspective that is different and complementary to the one
more commonly explored in the current literature: Instead
of focusing on real space, we study the problem directly on
configuration space and develop a large-deviation approach
to study paths in configuration space for many body quan-
tum disordered systems. This approach is based on tech-
niques to study the physics of directed polymers in random
media (DPRM), and in particular their freezing glass tran-
sition on infinite-dimensional graphs [[72]]. The mapping
of Anderson localization onto DPRM has already been dis-
cussed and exploited in the past [[73H77]]. Here we general-
ize it to the 2"-dimensional Hilbert space of an interacting
spin chain of n spins. The central objects that we focus on
are the rate functions associated with the statistics of “gen-
eralized fractional conductivities” (or “generalized fractional
Landauer transmissions”), defined as ., |Gy |, where Gy,
is the propagator between a randomly chosen initial spin
configuration [0) = | Tl] ---) and all the spin configura-
tions |t) at large distance from |0) (e.g., in which half of
the spins have flipped). The configuration |0) is taken from
the middle of the many-body spectrum and hence corre-
spond to a typical infinite temperature wavefunction. These
objects have been already introduced in the mathemati-
cal literature on Anderson localization on hierarchical lat-
tices [[78 [79]] within the context of the so-called “fractional
moment method”. In our approach we use them as an effi-
cient computational tool to individuate an characterize rare
system-wide resonances between |0) and faraway configu-
rations. In particular, by analogy with DPRM, the auxiliary
parameter 3 (that plays the role of the inverse temperature
in the context of directed polymers) allows us to fine tune
the relative weight of strong resonances responsible for the
rare outliers in the far tails of the probability distributions
of the generalized conductivities, and hence to characterize
their statistics.

In order to illustrate and benchmark our method, in the
first part of the paper we study two benchmark and paradig-
matic non-interacting cases, namely single-particle Ander-
son localization on loop-less Cayley trees [[73H75} 180) [81]],
and the Rosenzweig-Porter (RP) random-matrix ensem-
ble [[82H91]]. The purposes of this analysis are listed below:

(i) Both the Anderson model on hierarchical lattices and
the RP model have been argued to provide a pictorial
description of MBL (see below and Refs. [92H99]]) and
can give valuable insights to grasp an intuitive under-
standing of the many-body problem;

(ii) The phase diagram of these models in the infinite-size
limit is well known, thus providing useful guidelines
to rationalize the numerical results of finite-size sam-
ples and to determine the range of validity of the ap-
proximations that may be used to treat the interacting
case (such as the forward-scattering approximation

(FSA) [[1}, 100} 1011);

(iii) The mapping to directed polymers in a random poten-
tial can be carried out exactly for the Anderson model
on a loop-less tree [73H76], without resorting to any
approximation. Thus all the methodological aspects
of our approach can be constructed and discussed in
a transparent way for this model;

(iv) The analysis of the benchmark cases shows that the
large-deviation approach based on the analogy with
DPRM is able to take into account the effect of rare
system-wide resonances in a compact and efficient
way, providing a helpful set of novel observables to
distinguish between the different phases.

In the second part of the paper we build on these results and
apply the large-deviation analysis to a many-body disor-
dered (isolated) quantum spin chain. In particular we con-
sider the disordered spin chain for which the existence of
the MBL transition has been proven rigorously in Ref. [[102]]
under the minimal assumption of absence of level attrac-
tion. We perform exact diagonalizations varying the length
of the chain between n = 10 and n = 17, and complement
the exact diagonalizations results with the FSA, which al-
lows us to study larger systems in the strong disorder limit.
Our approach boils down to the computation of two rate
functions which are essentially related to the typical and
average values of the generalized fractional Landauer trans-
missions Y, |Gy, |f. A thorough analysis of their behaviors
and shapes shows the existence of a broad disorder range
in which rare, long-distance resonances, that may form only
for a few specific realizations of the disorder and a few spe-
cific choice of the random initial state, destabilize the MBL
phase.

The paper is organized as follows: We start by present-
ing below a brief summary of the physical picture emerging
from our analysis; In Sec. [l we review a few basic prop-
erties of DPRM on the tree [[72]], with a special emphasis
on their freezing-glass transition. In Sections [l and [[V] we
focus on two non-interacting benchmark models, namely
the Anderson tight-binding model on the loop-less Cayley
tree [[73H75}, 180, [81]], and the Rosenzweig-Porter random-
matrix ensemble [[82-91]]; In Sec. [V]we present the analysis
of a disordered quantum interacting spin chain using the
large-deviation approach; Finally, in Sec. [VI] we provide a
few concluding remarks and some perspectives for future
investigations. In the Appendix sections we present
some technical details and supplementary information that
complement the results discussed in the main text.

A. Summary of the main results

The main results of our analysis of the disorder quantum
spin chain by means of the large-deviation approach
described above are summarized in a pictorial way in the
phase diagram of Fig. W is the amplitude of the dis-
order in the random fields, while q is the overlap between
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FIG. 1. Pictorial sketch of the (finite-size) out-of-equilibrium phase
diagram of the one-dimensional disordered quantum spin chain
described by Eq. (27). W is the disorder strength and q is the
overlap of the target spin configuration with a random initial con-
figuration (see Eq. and Fig. @]) The phase diagram shows
the regimes (I)-(IV) described in the text as well as the transi-
tion/crossover lines between them. The arrows indicate pictori-
ally how the lines drift when the length of the chain n is increased
(darker lines correspond to larger sizes). For the largest accessi-
ble sizes (i.e. n = 17 spins) we find W, ~ 2.5, W, ~ 4.3, and
W, ~ 10.5.

the initial and the final spin configurations |0) and |t) in the
propagator Gy, (i.e., n(1—q)/2 is the Hamming distance on
the n dimensional hypercube which corresponds to the Fock
space of the problem, see Fig.[9). Thus, smaller ¢ means
that we are studying rare resonances between more distant
configurations. Varying the disorder strength modifies the
statistics of these rare resonances, which allows us to distin-
guish four different regimes in the range of the numerically
accessible system sizes (see Sec.[Vjand in particular Secs[V C|
and [V D] for more details):

I: At small enough disorder, W < W,,,(n), all paths
connecting the initial and final configurations con-
tribute to transport and decorrelation in the Hilbert
space. The number of paths is exponential in n and
increases with the distance between the two config-
urations. Although, we do not study directly level
spacing, this region should correspond to a fully er-
godic regime in which the many-body wave-functions
are described by random-matrix theory and satisfy
the eigenstate thermalization hypothesis (ETH) [[103],
104].

II: At moderately small disorder, Weo(n) < W < W, (n),
the number of paths that contribute to transport and
decorrelation is still exponentially large in n but with
a smaller prefactor in front of n compared to the total
number of paths available. The total entropy of rel-
evant paths is therefore reduced. This regime is sim-
ilar to the intermediate phase of the RP model [82]]
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(see Sec. @), and corresponds to a delocalized but
only partially ergodic regime since not all typical in-
finite temperature configurations are connected via
resonances. Locally the level statistics is expected
to be described by the universal GOE distributions
(likely with strong finite-size corrections at finite n,

see Fig. [15)).

III: At moderately strong disorder, W,(n) < W < W,
the number of paths that contribute to transport and
decorrelation becomes of order one. The system
is still delocalized, in the sense that the probabil-
ity of reaching a configuration far away from a ran-
dom initial condition stays finite as the system size
is increased, but quantum many-body states only hy-
bridize with a few rare resonances far away in the
Hilbert space. Since this is the analogous of the frozen
phase in the DPRM analogy (see Sec.[l)), we will here-
after often refer to this regime as “glassy”. Although
the quantum dynamics should be able to decorrelate
from the initial configuration in the infinite size, in-
finite time limit due to such rare resonances, out of
equilibrium relaxation and dynamics are presumed
to be extremely heterogeneous and slow. The many-
body eigenstates are expected to exhibit strong vio-
lations of ETH, and the level statistics to be closer
to the Poisson one than to that of the GOE ensem-
ble, since two wave-functions close in energy have in
general very different support sets. Furthermore, in
this regime finite-size (not large enough) systems typ-
ically lack of the rare outliers of G, that dominate
the transport at large n. In this case, these rare out-
liers are only found in rare samples and/or for a few
specific choice of the initial state. Hence, above a cer-
tain value of the disorder most of the samples of not
large enough size (and in particular of the sizes that
can be simulated with the current computational re-
sources) appear as many-body localized to all prac-
tical purposes. Yet, upon increasing the system size
the emergence of these rare resonances becomes pro-
gressively more prevalent even in typical samples, ul-
timately manifesting as delocalization in the limit of
large n.

IV: Finally, at strong enough disorder, W > W,, we find a
genuine many-body localized phase, which is charac-
terized by complete absence of transport and dissipa-
tion in the thermodynamic limit. Many-body eigen-
states are exponentially localized around specific site
orbitals in the Hilbert space and the level statistics is
of Poisson type.

With increasing system sizes we find that both the crossover
from the fully ergodic regime (I) to the partially ergodic
one (I), Weg,(n), and the crossover to the regime domi-
nated by rare paths (III), W, (n), exhibit a pronounced ten-
dency to shift towards higher disorder values. Conversely,
the position of the MBL transition W, does not appear to be
markedly influenced by variations in n. Yet, the MBL transi-



tion takes place at much larger values of the disorder com-
pared to the one estimated in previous studies [98] [105-
107]], almost by a factor 3, in agreement with the idea that
rare resonances push the genuine MBL transition to much
larger values of the disorder, while the apparent localisa-
tion found for finite systems is indicative of a pre-thermal
regime (36} 37, [48} [50] [71} [T08]]. In fact, we argue that
the standard diagnostics used in the literature to locate the
MBL transition, such as the average spectral statistics, the
eigenstates’ participation entropies, and the entanglement
entropy [128,[109], are not suitable to capture the effect of
these long-range rare resonances [[48]], at least for the range
of systems sizes currently accessible. The reason for this
are twofold: First, the change of behavior of the spectral
statistics and of the scaling of the participation entropies
is likely to occur at the onset of the regime (III), and not
at the MBL transition. Second, even if the “glassy” regime
turned out to be a crossover region which eventually be-
comes fully thermal, the samples that can be currently sim-
ulated lack the relevant long-range resonances that allow
the system to decorrelate from a random initial state and
appear as localized for most practical purposes. In contrast,
by introducing a bias on the weights of large transition am-
plitudes via the auxiliary parameter 3, our large-deviation
approach inspired by the analogy with directed polymers is
suitably designed to unveil the presence and quantify the
effect of these rare resonances already from the analysis of
the behavior of moderately small samples for which they
are typically absent—as clearly shown by the analysis of the
benchmark models (see Secs[[Il]and [[V).

The scenario presented above, characterized by these
four distinct regimes (in finite-size systems), is very simi-
lar, at least qualitatively, to the one recently discussed in
Ref. [48]], although the analysis of the statistics of the rare
long-range resonances and the instability of the MBL phase
towards quantum avalanches are performed in different
ways (and for different models). It is important to stress
that, in absence of an exact solution of the problem in the
infinite-size limit, we cannot foresee whether the intermedi-
ate regimes (II) and (IIT) observed at finite sizes will persist
in the thermodynamic limit, or if in the limit of very large
system sizes they eventually crossover towards a fully er-
godic phase (a similar crossover is for instance observed in
the tight-binding Anderson model on the random-regular
graph, see, e.g., Refs. [76] (108, [110H117]]). However, even
if this is the case, the crossover is likely to occur on length
and time scales which are far beyond the ones that are cur-
rently accessible, both in numerical simulations and in ex-
periments.

II. A BRIEF REVIEW OF DPRM ON THE CAYLEY TREE

Since our methodical approach is strongly based on an
analogy with DPRM in large dimensions, we start by briefly
revisit this problem, focusing in particular on the Cayley
tree [72]]. The aim of this short section is not to provide
an exhaustive review, but just to introduce the basic tools

and ideas that we will use in the rest of the paper, when
mapping the transport properties of quantum (interacting
and non-interacting) disordered system onto DPRM.

Let us consider a Cayley tree, i.e. a loop-less hierarchi-
cal lattice with fixed branching ratio k. Each sites on the
lattice has k + 1 neighbors, apart from the leaves at the
boundary which have only one neighbor belonging to the
previous generation of the tree. A finite fraction of the
nodes of a Cayley tree is located at the boundary: for a
tree of branching ratio k and n generations the number of
leaves is (k + 1)k™ !, while the total number of nodes is
N(n)=[k"(k+1)—2]/(k—1). On each edge (i,, <> i,41)
of the lattice, there is a random potential w/"_,, , inde-
pendently and identically distributed (iid) accordlng to a
certain probability density p(w). A directed polymer on
the tree is a self-avoiding walk of n steps starting from the
root at 0. The total number of paths is equal to the number
of leaves, i.e., (k + 1)k""'. By definition, the total energy
of a walk is the sum of the random potentials on the edges
crossed by the path #:

Ep = “)8<—>i1 + wi11<—>i2 +...+ wZ:}Hin ,
where the indices i,,, = .,(k+1)k™ ! denotes the nodes
of the m-th generation. To describe the statistical proper-
ties of the directed polymer we thus need to compute the
partition function:

7 = ; e BEs — ; e—ﬂ 2limerins1)e? Comsinig . (D

Assuming that the random potentials have zero mean and
a finite variance ai, in the limit of large trees the distri-
bution of the E,; converges to a Gaussian with zero mean
and variance nai. In this respect the partition function (1))
is very similar to the one of the celebrated Random En-
ergy Model (REM) [[118]], which is the simplest and most
paradigmatic model of mean-field structural glasses, featur-
ing a low-temperature glassy phase described by a one-step
replica symmetry breaking [[T19]].

The partition function is a sum over ~ k" terms.
There is therefore a competition between an entropic fac-
tor (large number of terms) and an energetic factor (the
Boltzmann weight). At high temperature the polymer vis-
its an exponential number of configurations from which Z
receives a significant contribution. At low temperature, in-
stead, in the glassy phase, the polymer can only visit a few
O(1) configurations having very large weights (i.e. very low
energies), and the sum over the paths is dominated by these
few outliers. As we will see in the following, within the
analogy between DPRM and (many-body) localization such
a glassy phase corresponds to a regime in which quantum
transport can only occur through rare, specific, disorder-
dependent paths.

It is clear that such a glass transition is driven by the con-
densation of the Gibbs’ measure on the extreme values of
the (correlated) random variable e ### . Neglecting, at first,
the correlations of the E,’s on different paths, one obtains
a REM-like problem. The total number of configurations of



the polymer at energy (per unit length) €5, = E5 /n in the
large n limit is:

Qep) = (k+ DR M| o 5/200)

2
Znaw

corresponding to a configurational entropy (per unit
length) equal to

2

1 69
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(where we have set kz = 1). This expression is only valid
for intensive energies such that X > 0, i.e. for €5 within
the interval |ep| < €, = v2Inko,. For |egp| > v2Inko,,,
instead, the entropy X is negative, implying that the number
of walks at those values of the energy is exponentially small
in n.

The partition function can be then rewritten in the
large n limit as an integral over all paths giving a contribu-
tion characterized by a value of the energy between €45 and
€5 +dey times the number of such paths:

z= f deg e Per (), (2

In the limit n — oo the value of the energy €, that domi-
nates the integral is given by the saddle-point condition:

Yet, this solution is only correct provided that €, > —e,,
where the entropy vanishes. This condition yields the crit-
ical temperature 3, = v2Ink/o,, below which the energy
of the polymer freezes at the minimal value —e,. The corre-
sponding (quenched) free-energy (per unit length) is thus:

.. (nz) (-Bo%/2—Ink/B forp <p,,
f(ﬁ)__nlggo Bn _{—e*w for p =B, .
€]

The transition taking place at 3, corresponds therefore to
a transition to a frozen phase. The free-energy varies with
temperature until it reaches its maximum, and sticks there
at lower temperatures (see Fig.[2). Also the shape of the
whole free-energy distribution does not change with tem-
perature in the frozen phase [72].

The configurational entropy, which encodes the exponen-
tial number of paths typically visited by the polymer, is re-
lated to the free-energy through a Legendre transform:

df _ [ Ink—p202/2 forf <pB,,
@—{0 for g > ., @

corresponding to the fact that in the high-temperature
phase, 8 < f,, the partition function receives contribution
from an exponential number of paths, while in the low-
temperature phase, 3 > f3,, only a few, specific, disorder-
dependent paths, corresponding to the extreme values of

() = B2

E out of the k" realizations, dominate the sum. Note that
for B = 0 the configurational entropy attains its maximum
value ¥ = Ink, signaling that all O(k") configurations con-
tribute equally to Z.

The problem of DPRM is slightly more complicated than
the REM since, although the w; ’s are iid random variables,
the energies E; are correlated due to the fact that different
walks have in general some nodes in common. Nonethe-
less, DPRM undergo a freezing glass transition at low tem-
perature of the very same type the one of the REM de-
scribed above. As shown in App[A] this can be shown an-
alytically following Ref. [[72]], by mapping DPRM onto the
study of a certain nonlinear equation of reaction-diffusion
type, the so-called Kolmogorov-Petrovsky-Piscounov (KPP)
equation [[120]]. The exact result for the (quenched) free-
energy per unit length reads (yellow curve in the left panel

of Fig.[2)):

£(B)=— lim (nz) [ —In(k e_Zi))/ﬁ for B < B,,
n—oo  f3n —ln(k e ))//3* for = B, .
)
It is easy to check that for the particular case in which
p(w) is a Gaussian distribution with zero mean and vari-
ance o2 one recovers the results and — with
B. = v2Ink/o, — corresponding to the approximation
in which one neglects the correlations between the ener-
gies of the different paths. For a generic probability density
the results are quantitatively slightly different, although the
physical picture is still exactly the same.

The low-temperature phase of DPRM is very similar to the
one of spin glasses, where the phase space breaks up into
many disconnected pieces separated by free-energy barri-
ers [[119]. The order parameter function associated with
such many-valley structure is the distribution of the over-
lap q(#, ') between two polymer’s configurations & and
@', defined as the fraction of edges that the two walks have
in common for a given disorder realization. For a finite tree
of n generations q is an integer multiple of 1/n varying be-
tween 0 and 1. The probability of finding a certain value of
the overlap at inverse temperature 3 reads:

p(q)=<2

2,2

e—BEs+Ez1)

/
7208) 5[q—q(2,2 )]> ., (6
where the average is performed over independent realiza-
tions of the quenched disorder. As shown in Ref. [72]], for
n — oo p(q) behaves identically as in the REM [[118]]: In
the high-temperature phase the overlap is identically equal
to zero, while in the low-temperature phase the overlap is

either zero or one. In particular in the large n limit one
finds:

5(q) fOI'ﬁ </j*’

P(Q)Z{ %5(q)+(1—%)5(q—1) for g > B,, @

corresponding to a one-step replica symmetry breaking
ansatz [[119] (right panel of Fig. [2).
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FIG. 2. Left: Quenched (f;, = —(InZ) /(Bn), dashed curves) and annealed (f,,, =

—1In{Z) /(Bn), continuous curves) free-energies (per

unit length) as a function of the inverse temperature 3 of a direct polymer on Cayley trees of n generations in presence of random bond
disorder taken from a uniform distribution of width 2. The green circles spot the position of the minima of the annealed free-energy
at finite n. The thick yellow curve corresponds to the exact solution in the thermodynamic limit, given by Eq. (5), and the circle gives
the position of the critical temperature 3, ~ 2.631 above which the free-energy becomes flat. Middle: Quenched (dashed curves) and
annealed (continuous curves) estimation of the configurational entropy at finite n as a function of 8, % ,,,(8) = B2d fo,ann/df. The
thick yellow curve corresponds to the analytic expression of the configurational entropy in the thermodynamic limit. Right: Overlap
probability distribution p(q), Eq. (6), for § = 4 > B,. The thick yellow lines represent the limiting distribution in the n — oo limit,
which converges to two 5-peaks in ¢ = 0 and q = 1 with coefficients given in Eq. (7). These data are obtained sampling over 2 - 10°
realizations for n = 16, 4-10° realizations for n = 20, n = 22, and n = 24, 10° realizations for n = 26, and 3-10* realizations for n = 28.

The freezing transition of the paths is associated with the
condensation of the Boltzmann weights on the configura-
tions that correspond to the extreme values of the proba-
bility distributions of the energies E;. Such anomalously
large values of the Boltzmann weights have strong fluc-
tuations from one sample to another, thereby producing
a broad distribution P(Z) of the partition function, which
exhibits power-law tails (see Ref. [72] and App. [A). This
property is related to a very efficient practical way to deter-
mine numerically the glass transition temperature in many
similar problems, in particular the ones related to quantum
transport that we will consider below, in which f, is not
known analytically. This method consists in computing the
so-called annealed free-energy (per unit length), defined as:

1
fann(ﬂ,n) =——1In (Z> 5 €))
pn
and comparing it to the quenched one
1
fq(ﬂ;n)__ﬂ (InZ) . )

In the low-temperature phase P(Z) decays with an expo-
nent smaller than 2 and (Z) is dominated by the extreme
values in the tails of the probability distribution. For f <
B., instead, the tails of P(Z) decay fast enough and (Z)
is dominated by the typical value. As a consequence, in
the high-temperature replica-symmetric phase the annealed
free-energy converges to the quenched one upon increas-
ing the system size and displays a maximum in the vicinity
p.. This is in fact a generic features of other mean-field
glassy systems, such as the REM, characterized by a low-
temperature phase in which the Gibbs measure breaks in
many disconnected components [[119]].

Following the position of such minimum in trees of large
but finite size allows thus one to obtain a reliable numerical

estimation the critical temperature. Moreover by replacing
the variation of f,,, beyond B, by its value at f3,,

fann(B,n) — for B < B.(n),
fann(B.(n),n) for p = p.(n),

one obtains a function that in the large n limit converge to
its quenched counterpart:

lim fo(B,n) = lim fon(B,n)=f(B),

fann(ﬁ:n) = { (10)

where f(f8) is given in Eq. (5). In consequence one can use
either f, or f,,, (but with the replacement (10)), to study
the system. They are complementary, and as we shall see,
they allow to assess the role of rare resonances and finite
size effects. In the following we will denote as “annealed”
all the results obtained using the latter procedure; beware
that this is a different terminology from the one commonly
used for DPRM, where annealed is associated to the entire
fann curve without replacement (10).

This procedure is illustrated in Fig. [2| In the left panel
we plot the annealed and quenched free-energies computed
numerically on Cayley trees of n generations (for random
potentials uniformly distributed in the interval [—1,1]),
together with the exact quenched free-energy in the
n — oo limit. This example clearly shows that the diminu-
tion of the number of realizations with the system size lim-
its the influence of rare outliers which are important for the
annealed free-energy: Indeed, for the largest available size
n = 28 (for which the number of sampling is reduced due to
the larger computational cost) the agreement of 3, with the
analytic prediction is less good than for n = 26. In the mid-
dle panel we plot the (quenched and annealed) estimation
of the configurational entropy at finite n as a function of
the inverse temperature, % o0, (8, 1) = f2dfq ann(B,1)/dB,
together with the exact result in the limit of infinite trees.



() tends to Ink at infinite temperature and vanishes at
B, where the freezing of the paths take place. Finally in the
right panel we show the overlap distribution at =4 > f3,,
which is consistent with the emergence of two &-peaks
as described by the one-step replica symmetry breaking
ansatz.

III. BENCHMARK CASE I: THE ANDERSON MODEL ON THE
CAYLEY TREE

Our first benchmark consists in the Anderson model on
the Cayley tree. Since preliminary works on the subject,
MBL was related to a form of localization in the Fock space
of Slater determinants [[92]] (see also Refs. [|8, [9] [108]]),
which plays the role of lattice sites in a disordered An-
derson tight-binding model. A paradigmatic representa-
tion which gives a very intuitive picture of MBL is there-
fore single-particle Anderson localization on an expander
graph/hierarchical lattice. Within this mapping many-body
configurations are seen as site orbitals on the graph (with
strongly correlated diagonal disorder) and the interactions
play the role of an effective hopping connecting them. The
local structure and topology of the graph depend on the
specific form of the many-body Hamiltonian and on the
choice of the basis. Yet, the Hilbert space of an interact-
ing model (in a basis in which the system is localized in
absence of interactions) is generically a very high dimen-
sional disorder lattice, in which the number of sites grows
exponentially with the distance. Although the analogy be-
tween MBL and Anderson localization on hierarchical lat-
tices involves several drastic simplifications (e.g., the corre-
lation between random energies are neglected, as well as
the specific structure of the loops, and the scaling of the
connectivity of the graph with the number of interacting
degrees of freedom in the original many-body problem), it
is very useful to obtain a qualitative understanding of the
problem [[93H96, (108, [116]].

In this section we thus focus on the study of the non-
interacting tight-binding Anderson model on the loop-less
Cayley tree, defined by the following Hamiltonian:

H=—t > (1){I+h- D eldtil, QD
(i,j) i

where ¢; are iid random energies taken from a uniform dis-
tribution in the interval [—W /2, W /2]. Since a finite frac-
tion of the nodes of a Cayley tree are located at the bound-
ary one can expect that that the presence of the leaves
crucially affects the wave-functions’ statistics which turns
out to be strongly generation-dependent even in the delo-
calized phase. Indications of the peculiar character of the
eigenstates of the Anderson model on a Cayley tree are in
fact given in Refs. [[73H75, [80, [81]], which have shown that
the statistics the eigenfunctions’ amplitudes at the root of a
Cayley tree are distributed fractally in the most of the ex-
tended phase (at contrast with the ergodicity of the wave-
functions in the extended phase of the Anderson model
on the random-regular graph [[TT12H115]], which essentially

represents a finite Cayley tree wrapped onto itself, with no
boundary and loops of size In N). Throughout we will con-
sider a Cayley tree of fixed branching ratio k = 2 and, with-
out loss of generality, we will only focus on the middle of
the single-particle energy band, at E = 0.

As anticipated in the introduction, the main focus of this
paper is the statistics of the propagators between distant
nodes. In particular, below we will consider the propa-
gator between the root of the tree, labeled as 0, and the
(k + 1)k™ ! boundary nodes, labeled i,, of the last gener-
ation. Due to the hierarchical structure of the lattice, the
propagator can be expressed as a product of the n “cavity”
Green’s functions on the sites belonging to the unique path
# that connects the root with i,

Goyi, = "Gy i, Gip iy " GiyiyGop - (12)

As first shown in Ref. [I01]], the cavity Green’s functions
satisfies the following exact recursion relations in terms of
the cavity Green’s function defined on the neighboring sites
in the next generation:

-1 _ 2
Gl ==, —t > G ., (3
jm+1eaim
with the initial conditions on the leaves G; _,; == —1 /ein'

For completeness, the Green’s function on the root is given
by:

k+1

-1 _ 2
Goa=—€—t2 > .G L.

i=1

To simplify the notations we will set t = 1 hereafter.

Physically |G, ;_ |> represents the probability that a parti-
cle starting on the root at time O is found in i, after infinite
time. Therefore, the probability that a particle created at
the root at t = 0 reaches one of the nodes of the boundary
is proportional to

9’=Z|Go,in|2=|Go,o|ZZ l_[
@

2 (iy—=ip1)EP

|Gim"im—1 |2 ) (14)

where the sum runs over all (k+1)k"! paths &. Note that
here we have set the imaginary regulator to zero from the
start and work only with the real parts of the Green’s func-
tions. In fact 7 also describes the dissipation propagation
between the root and the boundary in the linearized regime
(see Ref. [121]] for a detailed discussion). In particular, it is
easy to show that introducing a very small imaginary part
1 < 1 of the Green’s function on the boundary of the tree,
and linearizing the recursion relations with respect to
the imaginary part, the imaginary part of the Green’s func-
tion at the root is given by ImGy, = 1. In the local-
ized phase the imaginary part of the Green’s function de-
crease exponentially when the recursion relations are
iterated from one generation of the tree to the next. Con-
versely, in the delocalized regime the imaginary part of the
Green’s function grows exponentially under iteration (and
then the linearization of the recursion relations is no longer



justified). One can thus introduce the Lyapunov exponent
y=InZ /nas:

ImGO’O == 7’)9 = neyn B (15)

in such a way that y > 0 in the metallic phase and y < 0 in
the insulating one. Equivalently, & can also be interpreted
as the Fisher-Lee conductivity [[122]] (or the total Landauer
transmission) of a Cayley tree of n generations in a scatter-
ing geometry when a semi-infinite lead is attached to the
root and (k + 1)k™! semi-infinite leads are attached to the
nodes of the boundary, as discussed in Refs. [[73} [74].

Interestingly, as already pointed out in Refs. [[73H76}[110,
123 (see also Refs. [[1244127]] for a similar mapping in
the context of quantum interacting disordered models at
equilibrium), Eq.(14) is formally equivalent to the partition
function of a dlrected polymer on the Cayley tree, Eq. .
with (correlated) quenched random energies e™*:
|G;, —;, ,| and B = 2. The only difference with the classi-
cal DPRM problem lies in the fact that the random ener-
gies are strongly correlated (since the random “energies”

i,—i,, —1n|G; _; | need to satisfy the recursion rela-
tion ). Yet, as discussed in the previous section, this
problem can undergo a freezing transition from a phase in
which the “polymer” visits an exponential number of config-
urations from which J receives a significant contribution,
to a “glassy” phase in which the “polymer” can only visit
a few O(1) configurations having very large weights, and
the sum over the paths is dominated by these few outliers.
Our general strategy to address this problem, which will be
extended to the interacting case, is detailed in the section
below.

im=ip—1 =

A. General strategy and key observables

As discussed above, the total Landauer transmission ((14))
is formally equivalent to the partition function of a directed
polymer on the Cayley tree. In order to make the connec-
tion with DPRM even stronger, we formally introduce an
extra parameter 3 which plays exactly the same role of the
inverse temperature (from now on we omit the multiplica-
tive factor |Gy o |2 appearing in Eq. which does not con-
tribute at large n):

g =>. |]

2 (im(_)im—l)ey

[/ (16)

Enlarging the parameter space in this way boils down to
studying “generalized fractional conductivities” (or “frac-
tional Landauer transmissions”) associated with different
moments of the propagators, and allows us to fine tune the
relative weight of large resonances in the tails of the proba-
b111ty dlstrlbutlon of the |Gy, |. The physical conductivity,
Eq. (14), is recovered for § = '2. There are three main ques-
tions that we would like to answer:

1) For a given disorder strength W, is the system in
the conducting/delocalized phase or in the insulat-
ing/localized one? In other words, does the typical

value of the physical conductivity (which is recovered
for B = 2) goes to zero with the system size or not?

2) For a given disorder strength W, the value of the in-
verse temperature 3 = 2 associated with the physical
transport falls within the high-temperature phase (in
the DPRM jargon), in which the sum in is dom-
inated by an exponential number of paths, or within
the glassy phase, implying that transport can only oc-
cur through a few specific, disorder-dependent paths?

3) In the case in which 7 (8 = 2) is in the high tempera-
ture phase, what is the asymptotic value of the num-
ber of paths contributing to the Landauer tranmission
as a function of the length of the path?

As illustrated by the DPRM problem presented in Sec.
the answers to all these questions are encoded in the prop-
erties of the free-energy in the large n limit, ¢(f) =
lim,_, ., (InZ(B)) /n. Unfortunately in general ¢ () can-
not be computed exactly (as we will see below, for the An-
derson model on the Cayley tree an exact computation of
¢(B) can be performed in the framework of the FSA, see
Eq. (23)). Yet, as discussed above for the DPRM problem,
¢(B) can be estimated numerically in two complementary
ways, namely from the finite-size behavior of the quenched
and annealed free-energies [[75} 76, (110} (124} 125} [127]:

Pamn(Bi1) = — In (7 (B)),
Bn

1 a7
Bn (In7(B)) .

¢q(B,n) =

The averages here are performed over several independent
realizations of the random energies €; of the non-interacting
tight-binding Hamiltonian (T1IJ), which yield the effective
(correlated) energy landscape explored by the polymers via
Egs. (13). Note that ¢,,, and ¢, are in fact defined as
minus the annealed and quenched free-energies of the di-
rected polymer, Egs. (5) and (8], in such a way that they are
directly defined as the rate functions of the generalized con-
ductivities, and positive (resp. negative) free-energies cor-
respond to exponentially large (resp. exponentially small)
transmissions.

To answer the second question we just need to follow
the position of the minimum of ¢,,,: If B,(n) stays smaller
than 2 upon increasing the system size, then the transport
of particles from the root to the leaves only occurs through a
few specific disorder-dependent paths. Conversely, if S, (n)
becomes larger than 2 at large n, then the transport occurs
over an exponential number of paths.

The answer to the first question resides instead in the sign
of the free-energy at § = 2: a negative value of ¢(ff = 2)
implies that the typical value of the total conductivity from
the root to the leaves (in the large n limit) decreases expo-
nentially with the radius of the tree, corresponding to the
localized regime. Conversely, a positive value of ¢ (8 = 2)
implies the probability that a particle that starts on the root
at t = 0 is found on any node of the leaves after infinite



time stays finite in the thermodynamic limit, correspond-
ing to the extended regime. In fact, as explained above,
the free-energy at 3 = 2 is proportional to the Lyapunov
exponent y describing the exponential growth or the expo-
nential decay of the typical value of the imaginary part of
the Green’s functions under iteration. In particular, from
Eq. one has that:

;= lim <1nImG0’O> _ lim
n— o0 n n—oo

@ =24(2). (18)

In fact the rate functions first appeared in the mathe-
matical literature in the context of the so-called “fractional
moment method” of Refs. [[78][79]], where it was rigorously
proven that the annealed free-energy ¢,,,(f8) converges to
a Lyapunov function that bounds the asymptotic behavior of
the expectation value of the 3-th moment of the imaginary
part of the Green’s function in the linearized regime.

In order to estimate the value of the free-energy at § =2
in the large n limit one has—in principle—to distinguish
between two different situations:

-If B, > 2, then B = 2 is in the high-temperature
regime in which the annealed and quenched free-
energies both converge to ¢(f). We thus have
that:

lir(r>1<> 2¢4(2,n) = lilgl<> 2¢.m(2,1) =7,

with ¢4(2,1) < ¢,ns(2,1).

If B, < 2 the localization transition occurs in a regime
in which transport is dominated by few paths. As ex-
plained in Sec.[l]in this case in order to obtain a func-
tion that in the large n limit converges to quenched
the free-energy one has to replace the variation of
¢..n beyond B, by a constant given by its value in

B., as in Eq. (10]:

7 _ qbann(ﬂ, n) for /5 < ﬁ*(n);
Pann (B, 1) ‘{ Sam(B.(mn) for p=p.(n), 1

We thus obtain:
nlggo 2¢q(2: n)= nlirgo 2¢am(B,m) =7,

with §(2,1) < G ann(. ).

Hence the numerical estimations of the Lyapunov exponent
obtained from the quenched and annealed free-energies of
finite-size samples can be represented in a compact form as:

7q(n) =2¢4(2),
Yann(1) = Min{2¢00(B.; 1), 20ana(2,7)}, (20)
lim yy(n) = lim yyp,(n) =7v.
At finite n, by construction, one has that y,(n) < y,p,(n).

So far we have seen that the annealed and quenched
free-energies encode two crucial information: The position
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of the breaking point (3, indicates whether physical trans-
port is dominated by an exponential number of paths — if
B, > 2 — or by few O(1) paths — if 8, < 2. The sign of
the free-energy at 8 = 2 indicates whether the system is
in the localized phase — if y < 0 — or in the delocalized
phase — if y > 0. As explained in Sec. [II, the Legendre
transform of the free-energy yields also the answer to the
third question, namely the asymptotic value of the number
of paths contributing to physical transport, i.e., the number
of terms contributing to the sum at a given “temper-
ature” 3. This can be shown again using the analogy with
DPRM (see Sec. : Denoting e "Pe> the contribution of a
given path of length n, one can rewrite Eq. as an in-
tegral over all paths giving a contribution characterized by
a value of €, between €, and €4 + dey, times the num-
ber of such paths, defined as e"*(¢#). The value of €, that
dominates the integral for n — oo is given by the condition
dX/deglz, = B, and depends on . For small enough f3,
one finds that the saddle point value of €4 () is such that
Y (€5) > 0. In this regime an exponential number of paths
contribute to the sum. By increasing 3, (€4 ) decreases
until the value f3, is reached. At this point the configura-
tional entropy (€4 (f,)) vanishes. The generalized free-
energy of the directed polymer is related to the Legendre
transform of : d¢/dp = —X(€5(B.))/B>. Therefore, the
number of paths contributing to the sum for a given
temperature f3 is given by e "B’ ¢'(B) for B < B,, and is zero
(in the sense that it is sub-exponential in n) for f > f,.
In particular, the number of paths contributing to physical
transport for f = 2 is e="?'(#=2)_ A finite-n estimation of
the configurational entropy (i.e., the logarithm of the num-
ber of paths contributing to the total Landauer transmis-
sion 7 (2) per unit length) can thus be obtained from the
derivatives of the quenched and annealed configurational
entropies at 3 = 2 as:

d¢ann %
dB (g’ dp |p=,

If W and n are such that 8, < 2, then %, < 0 by definition,
which should be replaced by 3,,,(n) = —4 d¢ /4] p=2 =
0. Instead X;(n) = O for all W and n by construction.

To sum up, our approach, which we will straightfor-
wardly generalise to the interacting case, consists in taking
the following steps:

Yan(n) =—4 Yy(n)=—4 . @2n

* Define the generalized Landauer transmissions
associated to the auxiliary parameter f3;

* Compute numerically the quenched and annealed
free-energies (17) averaging over many samples of fi-
nite size;

* Focusing on the behavior (upon varying W and n) of
the following key observables:
- The position of the minimum of ¢,,,, f,;

- The value of the free-energies at § = 2, ¢4(2)
and ¢,,,(2), (where ¢, is defined in Eq. (19)),



which provide two estimations of the Lyapunov
exponent via Eq. (20);

- The derivatives of ¢4 and ¢,,, at § = 2 which
provides the asymptotic scaling of the number
of paths contributing to physical transport via

Eq. (2I).

We now proceed to apply this approach to the tight-binding
Anderson Hamiltonian on the Cayley tree.

One key aspect of our work, that will be detailed below
in the benchmark cases, is using annealed results to capture
the crucial rare events, which appear only in rare samples
for not large enough sizes, but which for large n’s are in-
stead present in typical samples. This procedure is rooted
in the theory developed for DPRM and the REM transition.
As already stressed, we cannot exclude (or prove) that such
theory and a bona-fide DPRM-like transition hold for the
quantum many body problem. This should be considered as
a working hypothesis. The studies in the benchmark cases
presented in the following and their comparison with the
analysis of the many-body cases bring positive evidence in
favor of it.

B. The quenched and annealed free-energies

The computation of the free-energies has been al-
ready discussed in several previous studies [[73H76, (80}, [811],
which focused directly on the thermodynamic limit (see
App. B). These studies have shown the existence of three
distinct phases: A weak disorder delocalized phase in which
an exponential number of paths contribute to the trans-
port of particles from the root of the tree to the leaves
(B, > 2). An intermediate delocalized “glassy” regime, in
which a particle starting from the root does reach the leaves
(y > 0) but only through a few, rare, disorder-dependent
paths (B8, < 2). A localized phase at strong disorder in
which, even on these rare paths, the probability that a par-
ticle reaches the boundaries decays exponentially with the
number of generations (y < 0). Here, with the aim of con-
structing a guideline for the interacting problem, instead of
considering the n — oo limit, we employ a different strat-
egy which consists in generating many instances of the ran-
dom energies on Cayley trees of n generations, solving the
self-consistent equations for the Green’s functions for
each specific realization, computing the generalized con-
ductivities for many values of  according to Egs. (16), and
obtaining the quenched and annealed free-energies av-
eraging over many independent instances. In practice this
procedure can be carried out for Cayley tress up to n < 28
generations.

As explained above, in the “glassy” phase — at strong
disorder and/or large f — 7 () is dominated by exponen-
tially rare outliers, i.e. a few rare paths such that |G} | is
very large. Crucially, such rare outliers are precisely the
long-range rare resonances (that at finite n may exist only
in few realization of the disorder) that allow a particle start-
ing on the root of the tree at t = 0 to reach the boundary
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after an infinite time. In the context of MBL such rare reso-
nances are expected to play a crucial role both in the desta-
bilization of the insulating phase via the avalanche mecha-
nism [[48}, [49]], and in the unusual transport and relaxation
observed in the vicinity of the transition [[52H54]]. The anal-
ysis of the properties of the quenched and annealed free-
energies provides therefore a compact and efficient set
of observables to characterize the statistics of these rare res-
onances in a setting in which the physics in the infinite-size
limit in known.

In Fig. [3|we show the numerical results for the annealed
and quenched free-energies for W = 3 (left), W = 12 (mid-
dle), and W = 24 (right), and for n between 16 and 28. The
shape of ¢,,, and ¢, is very similar to that of the classical
DPRM problem shown in Fig.[2| (apart from the minus sign):
At finite n the quenched free-energy is a smooth decreasing
function of 8 for any W. The annealed free-energy, instead,
exhibits a minimum at a disorder-dependent value of the
inverse temperature f3, (circles), which depends on W and
on the number of generations. For 8 < f, the quenched
and annealed free-energies tend to converge to the same
function upon increasing n. The presence of a minimum of
the annealed free-energy in f3, signals the onset of a regime
in which the rare outliers of |G0’in|ﬁ start to dominate the
sum for B > B,. These outliers depend on the spe-
cific realization of the random on-site energies. Therefore
the value of 7 () in typical samples differs from its aver-
age, which is given by the extreme value statistics of rare
samples with particularly large values of 7 (f3).

It is important to keep in mind that the computational
time is exponential in n and therefore the number of real-
izations that we could consider numerically to compute the
averages in is limited by the system size. More pre-
cisely, we performed 2 - 10° realizations for n = 16, 2 - 10°
realizations for n = 20, 2 - 10° realizations for n = 22, 10°
realizations for n = 24, 3 - 10* realizations for n = 26, and
8 - 10° realizations for n = 28. The diminution of the num-
ber of realizations limits the influence of rare but important
outliers for the annealed result.

At weak disorder — W = 3, left panel — 3, moves to
larger values as n is increased and becomes larger than 2
for large enough n. This implies that for large enough trees
the physical conductivity, i.e. the total Landauer transmis-
sion 7 ( = 2), receives significant contribution from an
exponential number of paths. Conversely, at intermediate
disorder — W = 12, middle panel — f3, seems to approach
a value between 1 and 2 at large n. This latter behavior
corresponds to a freezing transition of the paths that con-
tribute to transport at 3 = 2. In Fig. [4 we compare the
finite-n results with the ones obtained in the large n limit
using the population dynamics algorithm (see App. [B| and
Ref. [[75, [76]]). This plot shows that in the thermodynamic
limit 3, corresponds to a genuine phase transition, associ-
ated with a non-analytic behavior of the free-energy. In fact,
as in the classical DPRM problem described in Sec. [II, the
glass transition is driven by the condensation of the Gibbs’s
measure onto the extreme values of the probability distribu-
tion of |Gy ;. |, and the free-energy becomes flat for § > 3,
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FIG. 3. Annealed (continuous curves) and quenched (dashed curves) free-energies, Eq. (7)), as a function of the inverse “temperature”
f for several values of the number of generations n and for W = 3 (left), W = 16 (middle), and W = 24 (right). The circles spot the
positions of the minima of the annealed free-energy. The gray continuous and dashed curves in the right panel show the results obtained
for the annealed and quenched free-energy within the FSA for 18 < n < 30. The dotted gray curve shows the FSA free-energy in the
n — oo limit, Eq. (23). The vertical dashed line at § = 2 indicate the value of the auxiliary parameter 3 which corresponds to physical

transport.

FIG. 4. Annealed (continuous curves) and quenched (dashed
curves) free-energies as a function of 3 for W = 12 at finite n (as
in the middle panel of Fig. . The yellow thick curve represents
the extrapolated behavior of the free-energy in the n — oo limit
obtained using the population dynamics algorithm (see App.[Bland
Ref. [[75,[76]]). The finite-n quenched free-energy converges to the
yellow curve from below. The annealed free-energy, with the re-
placement of its dependence on 3 by a constant as in Eq. (19),
converges to the yellow curve from above. The star shows the val-
ues of the free-energy at # = 2 in the thermodynamic limit, which
yields the Lyapunov exponent y.

for n — oo (see Fig.[2)). The finite-n quenched free-energy
converges to the large-n result from below. The annealed
free-energy, with the replacement of its dependence on f3
by a constant as in Eq. (19), converges to the large-n limit
from above.

At strong disorder — W = 24, right panel — the
quenched and annealed free-energies look similar to the in-
termediate disorder case, with a minimum around S, ~ 1,
that moves only very little when n is increased (the fact
that 8, = 1 at the Anderson localization transition is in fact
a rigorous result [[79] [101], 12T} [128]]). The important dif-
ference between the middle panel and the right panel con-

sists in the value of the free-energy at 3 = 2, which is pos-
itive for W = 12 and negative for W = 24. The latter, as
explained above, is an indicator of localization, since the
free-energy at 3 = 2 is proportional to the Lyapunov expo-
nent describing the exponential growth or the exponential
decay of the imaginary part of the Green’s functions under
iteration, Egs. and (20), or, equivalently, the exponen-
tial growth or the exponential decay of the total Landauer
transmission of the Cayley tree from the root to the bound-
ary. For this specific problem, as shown in the plots of Fig.
we observe that at strong enough disorder y, increases with
the size of the tree, while y,,, decreases with n. Hence, the
conditions y,,, = 0 and y4 = 0 provide respectively an up-
per and lower bound for Anderson localization on the Cay-
ley tree at finite n.

C. The forward-scattering approximation

In the strong disorder limit, deep in the localized phase,
. . 2

the self-energy contribution t ijHGjma,ﬁjm to the denom-
inators of the cavity equations (13)) are subdominant with
respect to the random energies €; and can be neglected. In
this limit the propagator between the root and one of the
leaves simply becomes:

—t —t
=— —— XX — —. (22)

€ € €, €o

n n—1

fsa
0’ irz

This correspond to the so-called forward-scattering approx-
imation [[1} [T00, [10T]], which consists in retaining only the
leading term of the perturbative expansion for the propaga-
tor starting from the insulator. G(f)s? is obviously broadly dis-

>tn

tributed and its average over the random energies is infinite.
However log IG(f)S’?nl is a sum of independent and identically
distributed random variables with a finite variance and its
probability distribution can be computed analytically (see
App.[Cland Refs. [[100, [101])).

Although for the Anderson model on the Cayley tree the
propagators can be computed exactly using Egs. (after
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FIG. 5. Left: Minimum of the annealed free-energy f3, as a function of W for several sizes n of the tree. The freezing of the paths
contributing to Z(2) takes place when f, crosses 2 at large n. The gray dotted line shows the FSA value of ﬁfsa ~ 0.6266 in the
n — oo limit, which does not depend on W (see Eq. ([23))). Middle: Value of the free-energies at 5 = 2 as a function of W for several
values of n, providing the quenched and annealed estimations of the Lyapunov exponent according to Eq. (20). 74(n) (dashed lines) is
obtained directly from ¢ (2, 1), while y,,,(n) (symbols) is obtained from G ann(2,1) = min{ ¢, (8, (n),n), P.n(2, 1)} after replacing the
B-dependence of ¢,,, beyond f, by a constant equal to its value at B, Eq. (I9). In the n — oo limit y, and y,,, converge to the same
value y. AL occurs when y = 0, W, ~ 18.17 [121}[128]]. The gray dotted curve show the value of ¢(2) = qbfsa(ﬂfsa) obtained within the
FSA for n — oo (see Eq. (23)), which provide an upper bound for the critical disorder [[101]], chsa ~ 29.122. Right: Annealed (symbols)
and quenched (dashed curves) configurational entropy at 3 = 2 as a function of W for several values of n. The horizontal dashed-dotted
line corresponds to the maximum value %, ,, = Ink if all the k" paths contribute uniformly to & (2). The continuous green lines in the

max
three panels are guides for the eye obtained performing a Bézier cubic interpolation of the annealed data. The yellow curves show the
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results found in Ref. [[75] in the large n limit using the population dynamics algorithm, see App.

solving Egs. (13))), studying the problem within the FSA is
instructive to understand the limitations and the virtues of
this approximation, which will be used below in the many-
body case to study larger systems compared to exact diag-
onalizations. In particular, since the random energies on
different nodes are uncorrelated, the computation of 7 ()
within the FSA becomes formally equivalent to the classi-
cal DPRM problem described in Sec. [l with the identifica-
tion e P¥minn = (t/ |eim|)/5. As a consequence, the FSA
quenched free-energy in the n — oo limit can be computed
from Eq. (B yielding:

In(2/W) + % ln(ﬁ) for B < ﬂfsa,

23
In(2/W)+ #1In(5) for p >, 3

¢™(B) = {

with ﬁfsa ~ 0.6266 (independently of W) given by the con-
dition d¢ /dp|ps = 0.

For completeness, in the right panel of Fig. 3| we also
show the quenched and annealed free-energies computed
numerically within the FSA for Cayley trees of finite size.
As explained in App.[Cland as indicated in Eq. (23), chang-
ing W leads only to a trivial vertical shift of order ~ logW
of the FSA free-energies. Thus, we only plot the results for
W = 24 in the right panel of Fig. [3| showing that deep
in the localized phase the predictions of the FSA approx-
imation look qualitatively similar to the exact ones. The
heights of the FSA free-energies, and in particular qgfnan(Z) =

i (ph) = }fgs;‘n/Z and ¢f;a(2) = ygsa/Z, decrease with W,

ann
and the conditions }ffjn =0 and ygsa = 0 yield the FSA esti-
mations of the critical disorder at which Anderson localiza-

tion takes place. chsa can be computed analytically in the
n — oo limit from Eq. imposing that ¢ (W) = 0.

This condition yields chsa =2(k/(1— ﬁfsa))l/ ﬁfsa, and ver-
ifies the relation chsa = 2ek1n(chsa/2) [101]], which is

known to provide an upper bound for the exact value (e.g.,
W ~ 29122 > W, ~ 18.17 for k = 2).

D. Summary of the results

In Fig. |5| we plot the position of the minimum of the
annealed free-energy f3, (left panel), the annealed and
quenched estimations of the Lyapunov exponent at finite
n defined in Eq. (20), and the annealed and quenched con-
figurational entropies at 3 = 2 defined in Eq. (right
panel), as a function of the disorder strength W for several
values of the number of generations n. We also show on the
same plots the results obtained in Ref. [[75]] in the large n
limit using the population dynamics algorithm (see App.[B).
These plots allows one to estimate the position of the local-
ization transition W, (where y = 0), as well as the position
of the freezing transition at which the transport of parti-
cles from the root to the leaves is dominated by few specific
disorder-dependent paths W, (where f8, = 2). Note that for
this problem one can establish with high accuracy the value
of the critical disorder, W, ~ 18.17 (for k = 2), by diago-
nalizing explicitly the integral operator which governs the
evolution of the imaginary part of the Green’s function un-
der iteration [[121},[128]]. It is important to notice that while
the finite-size estimation of W, obtained from the values of
the disorder at which y, vanishes is still far below the exact
value for the accessible sizes (and slowly drifts to larger dis-
order as n is increased), the estimation obtained from the
condition y,,, = 0 is remarkably close to it, even for moder-
ately small trees (and slowly drifts to slightly smaller values
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FIG. 6. Overlap probability distribution p(q), Eq. [24), for W = 3 (left), W = 12 (middle), and W = 24 (right) for several values of the
number of generations n. The dashed curve in the left panel represent the limiting exponential distribution in the totally random case,
p(q) o< k™9, for the largest size n = 28. Note that in order to represent overlap distributions obtained for different values of n on the
same plot, we have rescaled the distribution by a factor n in such a way that f p(q)dg =1 (and not Zq p(q) =1). The gray curves in the
right panel show the results of the FSA (which are independent of W).

of the disorder upon increasing n). As a consequence, in
Cayley trees of large but finite sizes there is a broad disor-
der regime (15 S W S W, for the accessible sizes) in which
Yann > 0 but yq < 0. This implies that at small enough n the
rare resonances that allow the particle to delocalize only
exist for rare realizations of the disorder for which the av-
erage conductivity is much larger than the typical one. As
one considers increasingly larger systems, the emergence of
these rare resonances becomes more prevalent even in typi-
cal samples, ultimately manifesting as delocalization in the
limit of large n.

Also W, has been previously computed in the literature at
large n in Refs. [[75, [76]], yielding W, =~ 6.6, which is com-
patible with the behavior of 8, and 3 at finite n. Compar-
ing the middle panel of Fig. 2] with the right panel of Fig.
we note that in the small disordered phase, W < W,, the
number of paths contributing to & (2) is much smaller than
the total number of paths k" and, contrary to the DPRM
case, does not tend to k" even for W — 0. Since ¢ is
the number of nodes at the boundary of the tree reached
after infinite time by a particle starting at the root at time
0, the configurational entropy is a lower bound for the frac-
tal dimension of the wave-functions’ support set. Thus its
behavior partly explains why the eigenstates of the Ander-
son model on the Cayley tree are always fractal, even in the
delocalized phase [[129]], and reflects the fact that the level
statistics is non-universal and is not described by the GOE
even at small disorder [[130]].

As explained above, the freezing transition of the paths
is associated with the condensation of the measure IGO’inlﬁ
onto the extreme value statistics of the probability distribu-
tion of the propagators. It is therefore instructive to inspect
the behavior of such probability distributions. This analy-
sis is carried out in App. [D} where we show that P(|Gy; |)
develops power-law tails at large arguments which depend
on W and n.

E. The overlap distribution

In analogy with DPRM (see Sec. the order parame-
ter function associated with the frozen phase is the overlap
distributions between two directed polymers thrown on a
Cayley tree accordingly to their Boltzmann weights for a
given realization of the disorder [[72}, [119]]. We only con-
sider here the physical value of the inverse “temperature”
fB = 2. The statistical weight of a given configuration of the
polymer starting from the root 0 and terminating on one
of the leaves i, is |Gy; [*. The overlap q(%,_,; ,%,_,; ) be-
tween two configurations of the polymer terminating in i,
and j, respectively is defined as the fraction of edges that
the paths have in common (and is thus an integer multiple
of 1/n varying between 0 and 1). In analogy with Eq. (6)),
the probability distribution of the overlap is defined as:

1Go;. 1*1Go ;P ,
p@)= Z o) o [q _q(‘@O—dHJ‘@O—)jn)] ,

2.9

(24
where the average is performed over several realizations
of the disorder. In Fig. [6] we plot the overlap distribu-
tion for three values of W in the three regimes described
above. (We have rescaled the distributions in such a way
that fp(q)dq =1.)

These plots show that the overlap distributions are very
similar to the ones found in the classical DPRM problem,
Eq. (7). At small disorder, W = 3 < W,, p(q) is a de-
creasing function of q. The weight of the peak in ¢ = 0
increases upon increasing the number of generations, al-
though p(q) does not converge to the limiting exponential
distribution of the completely random case (i.e., when all
the paths have the same statistical weight, p(q) o< k™,
dashed curve). Conversely, for W > W, the overlap distri-
bution develops an extra peak in ¢ = 1. Both in the interme-
diate regime (W = 12, middle panel) and in the localized
phase (W = 24, right panel), both peaksing=0andg=1
grow as n is increased, compatibly with the existence of a
glass transition in the directed polymer problem, associated
with a one-step replica symmetry breaking [[72] (118} [119]],
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FIG. 7. Square root of the variance of the overlap distribution as
a function of the size of the Cayley tree for several values of the
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the results obtained within the FSA (which are independent of W).
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obtained from Eq. in the n — oo limit for 5 ~ 0.6266 and
p=2.

well before the localization transition.

In the right panel of Fig. [6| we also show the distribution
of overlaps obtained within the FSA. As mentioned, p(q)
is independent of the disorder within this approximation,
which yields the strong-disorder limit of the exact distribu-
tions.

In order to go beyond the visual impression and obtain
a quantitative estimation of the width of the overlap dis-
tribution, in Fig.|7| we plot the square root of the variance

04 = V(g% — (q)* as a function of the size of the tree for
several values of the disorder. The plot shows that, while
in the low-disorder phase, W < W, (blue curves), oy de-
creases with n (albeit being still much above the completely
random case o4 o<1 /n), for W > W, (both below and
above the localization transition) o, slightly grows with n.
A fit to a function o4(n) ~ O';x’ —an¢ yields a result clearly
distinct from zero for cr;”, confirming the existence of a
broad distribution also in the limit n — oo.

IV.. BENCHMARK CASE II: THE ROSENZWEIG-PORTER
RANDOM MATRIX ENSEMBLE

The paradigmatic Rosenzweig-Porter (RP) model [82] is
the simplest random matrix ensemble displaying a phase
with fractal eigenstates, sandwiched between a fully delo-
calized phase and a fully localized one. Due to its connec-
tions to MBL, this model has been intensively investigated
over the past few years [[82H91]]. Following the analogy with
disordered quantum many-body systems (see e.g. Refs. [[971-
991), every site of the reference space is represented by a
matrix index i = 1,...,N, and can be thought of as a site
orbital of the reference Hilbert space. On each site an un-
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correlated random potential €; is introduced. The differ-
ence with the Anderson model on the Cayley tree consid-
ered in the previous section is that in the RP case every site
is connected to every other site with transition amplitudes
distributed according to a Gaussian probability law. More
precisely, the Hamiltonian of the RP model is defined as fol-
lows:

H=A+—B8,
N(l

where A is a diagonal N x N matrix, A; ; = €;0, j, with ¢;
iid uniformly in the interval €; € [-W /2, W /2], and B is
a N x N matrix belonging to the GOE ensemble: its ele-
ments are Gaussian random variables with zero mean and
unit variance (i.e., (B?;) =1/2 and (B?;) = 1). (c is a con-
stant of O(1) that we set to 1 throughout.)

In the thermodynamic limit the RP model exhibits three
distinct phases varying the parameter a (and two transition
points between them) [|82H91]]: a fully delocalized phase
for a < 1, a fully Anderson localized phase for a > 2, and
an intermediate fractal phase for 1 < a < 2. Such inter-
mediate phase is particularly interesting: The eigenvectors
are partially delocalized over a large number of sites N2,
which represent, however, a vanishing fraction of the total
number of sites N in the thermodynamic limit, their fractal
dimension being D = 2 —a.

Albeit this model has undergone extensive investigation
in the past and its properties are well known in many
details[[82H9T]], it is instructive to study it through the ap-
proach outlined in Sec. Since there is no notion of
space in this model, the natural generalization of Eq.
is simply given by:

N
Fi(B) = 1G,IP, (25)
J#
where i is a randomly chosen site, and G; ; = (i|[H™"|j) are
the matrix elements of the resolvent. Similarly to the case
of the Anderson model on the Cayley tree, for § = 2 this ob-
jectis related to the probability that a particle that is created
ini at t = 0 reaches any other site after infinite time. Equiv-
alently Z;(2) can be interpreted as the Fisher-Lee conduc-
tivity (or the total Landauer transmission) of the model in a
scattering geometry in which a semi-infinite lead is attached
to a randomly chosen site i, and N — 1 semi-infinite leads
are attached to all other N — 1 sites [[122]]. The quenched
and annealed free-energies are defined similarly to Eq.
as:

1
5 = 1 ‘91., 5
BB, N) = 51 I (T(P) o
1
Bo(B,N) = 7 N7 (),

where the factor InN in the denominator of the previous
expressions plays the role of the “radius” of the system.
We have computed the quenched and annealed free-
energies performing exact diagonalizations of matri-
ces of size N = 2", with 10 < n < 15, varying the parame-
ter a (and averaging over sever realizations of the disorder
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FIG. 8. Left: Minimum of the annealed free-energy 3, as a function of a for several sizes N = 2", with n = 10,...,15. Middle: Annealed
(symbols) and quenched (dashed lines) free-energy computed at f = 2, ¢,,,(2,N) = min{¢,,,(B.,N), .nn(2,N)} = Yan(N)/2 and
$4(2,N) = y,(N)/2, as a function of a for several values of n. AL occurs when y,,, = v, = 0 in the n — 00 limit, i.e. a = 2 [82].
Right: Annealed (symbols) and quenched (dashed curves) configurational entropy at 8 = 2 as a function of a for several values of n.
Upon increasing n the configurational entropy converges to the fractal dimension of the support set of the eigenstates (orange curve),
i.e. ¥ = D = 2— a in the intermediate phase, ¥ = 1 in the fully ergodic phase, and ¥ = 0 in the localized phase. The continuous green
lines in the three panels are guides for the eye obtained performing a Bézier cubic interpolation of the annealed data.

and of the “initial” site i). The RP free-energies have the
same qualitative shape and properties of the quenched and
annealed free-energies defined for the Anderson model on
the Cayley tree plotted in Fig. 3| The numerical results are
summarized in Fig. [8|where we plot the same set of observ-
ables shown in Fig[5| The total number of samples here is
2-10° for n = 10, 2-10° forn = 11, 2-10° for n = 12, 10° for
n=13, 3-10% for n = 14, and 8- 10° for n = 15. In the left
panel we plot the position of the minimum of the annealed
free-energy f3,. The middle panel shows the quenched and
annealed estimations of the Lyapunov exponent, Eq.
The quenched one is simply given by y,(N) = 2¢4(2,N),
while the annealed estimation is obtained by replacing the
-dependence of ¢,,, beyond f, by a constant equal to
is value at f8,, Eq. 19 ie. yuum(N) = 2¢,n(2,N) =
min{2¢ann (B, N), 2¢4nn(2, N)}.  As discussed above, y,
and y,,, provide two finite-n estimates of the localization
transition. In the right panel we plot the annealed and
quenched configurational entropies at 8 = 2. The config-
urational entropy is defined in analogy with the directed
polymer problem presented in Sec. [lIf Defining the num-
ber of terms contributing to () as N>, from Eqs. (25)
and one immediately finds that the configurational en-
tropy at 3 = 2 is given by % = —4¢'(2).

These plots are fully compatible with the well known
physical properties of the RP model in its three different
phases [[82H9T]], and can be rationalized as follows: In the
fully delocalized phase, a < 1, the wave-functions spread
uniformly over the whole volume. Hence a particle created
in i at t = 0 can reach any other site of the reference space,
implying that O(N) terms contribute to the sum for
p = 2, and that Z;(2) grows with N. Thus one finds that
B. > 2 and Yqann > 0. In fact the Lyapunov exponent
converges to its maximal value y = 1 corresponding to a
maximally chaotic system. Conversely, in the fully local-
ized phase, a > 2, a particle created in i can only diffuse
to a few sites with on-site energies very close to €;. As a
consequence for § = 2 the sum only receives contri-

bution from O(1) terms (i.e. B, < 2), and Z;(2) vanishes
with N. We indeed observe that for N large enough 3, ~ 1
and 74 any < 0. Finally, in the intermediate partially delocal-
ized fractal phase, 1 < a < 2, a particle create in i reaches
a large but sub-extensive number N” < N of sites j whose
on-site random energies are such that |e; —¢;| < |H;;|. Thus
for B = 2 the sum receives contribution by a large
(but sub-extensive) number of terms and the conductivity
is finite. Hence, similarly to the fully delocalized phase,
one finds that for N large enough f8, > 2 and vy > 1.
The difference between the fully delocalized phase and the
partially delocalized fractal one resides in the behavior of
the configurational entropy which, in the thermodynamic
limit, is identically equal to 1 for a < 1, while it is equal to
D=2—aforl < a< 2. (X isidentically equal to zero in
the localized phase, a > 2, forn — 00.)

To sum up, the large-deviation analysis of the phase dia-
gram of the RP model using the rate functions inspired
by the analogy with DPRM has two main virtues. First, this
approach allows one to recover the physical properties of
the model in a very transparent and compact way. Second,
it highlights the differences with the phase diagram of the
Anderson model on the Cayley tree presented in the previ-
ous section. In fact, while the RP model exhibits a direct
transition from a delocalized but non-ergodic phase (with
2 <1,y>0,and 8, > 2) to a Anderson localized phase
(with X =0, y <0, and 3, ~ 1), for the Anderson model
on the Cayley tree the localization transition is preceded by
a frozen phase in which transport is possible but only over
a few specific, disorder-dependent paths (X =0, y > 0, and
1 < B, < 2). Such frozen phase is absent in the RP model.
Conversely, the Anderson model on the Cayley tree lacks of
a genuinely fully ergodic phase, even at very small disorder.

It is also interesting to mention that the partially ergodic
phases characterized by < X., found in the Anderson
model on the Cayley tree for 0 < W < W, and in the RP
model for 1 < a < 2 have completely different spectral
properties. In the RP case the statistics of the gaps be-
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FIG. 9. Sketch of half of the Hilbert space of the model in
the basis of the {0} operators for n = 6 spins. The Hilbert space
is unfolded starting from a random spin configuration |0) up to a
distance ¢ = n/2 = 3, where all the target sites |t) having zero
overlap with |0) lie. The red spins are the ones that have been
flipped.

tween neighboring eigenvalues is in fact described by the
Wigner-Dyson statistics, due to the formation of compact
mini-bands in the local spectrum [82H86}91]]. Neighboring
eigenvectors of the Anderson model on the Cayley tree have
instead a very different support sets even at weak disorder,
due to the pathological structure of the lattice, yielding a
non-universal statistics [[130]].

V. ANALYSIS OF THE MANY-BODY PROBLEM

After completing the analysis of the two benchmark
cases, we now switch to the main focus of this work which
is study of many-body problem. In the following we will
apply the same set of tools and techniques described in the
previous sections (and in particular in Sec. to study a
class of quantum disordered spin-chains for which previous
studies have indicated the presence of a MBL transition at
strong enough disorder [[98] [102], [T0SHI07]]. The model is
defined by the following Hamiltonian:

n—1 n
H=Y Ao%0%, + Y (hoi +ToY),  (27)
i=1 i=1

where ' = 1, and A; and h; are iid random variables
taken from the uniform distributions A; € [0.8,1.2] and
h; € [-W,W]. This model is sometimes called the “Imbrie
model”, since for this specific Hamiltonian in Ref. [T02]] Im-
brie has rigorously proven the existence of the MBL tran-
sition at strong disorder under the minimal assumption
of absence of level attraction. Previous numerical studies
of this model based on the analysis of the average spec-
tral statistics of finite-size samples (n < 16) seem to indi-
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cate that the MBL transition should occur in the interval
W, €[3.5,4] [98],[105HI07].

We choose as a basis of the Hilbert space the simultane-
ous eigenstates of the o operators (i.e., a basis in which the
system is fully localized in absence of the transverse field).
The resulting Hilbert space is a n-dimensional hypercube of
N = 2" nodes. Each configuration |m) = | 1|7 ---) of the
n spins corresponds to a corner of the hypercube by con-
sidering of = %1 as the top/bottom face of the cube’s n-
th dimension. The random part of the Hamiltonian is by
definition diagonal in this basis, and gives correlated ran-
dom energies on each site orbital of the hypercube E,, =

(mI[3) Ajo%0?  + 3 ho?1im). E,, are the extensive
energies of a many-body (classical) 1d Ising model with
random antiferromagnetic interactions A; and in presence
of a random field h;: They are Gaussian distributed with
zero mean and variance proportional to n. We then pick a
random configuration of the n spins, e.g. [0) = | Tl| ---)
(i.e., a random initial state, which is in the middle of the
many-body spectrum, with E,/n ~ 1/4/n), and compute
the propagator G, , between such initial configuration and
another (distant) spin configuration |t), G, , = (O|[H'|t).

Differently from the Cayley tree discussed in Sec. [III} the
Hilbert space of the many-body problem in the {c%} basis
has many loops of all (even) size and no boundary. This
implies that there is a huge number of paths (which grows
factorially with the distance) going from |0) to |t). For these
reasons G, , cannot be computed analytically. Formally the
propagator (at E = 0) can be still written in a form that is
reminiscent of Eq. IR

Go.c :; ['1

meF;

r
—, (28)
E,+%,(Z.,)

*
0-t

where the sum is over all self-avoiding paths &, from 0
to t, and %,(Z;_,,) is the self-energy (which depend both
on the path #  and on the node m). *Yet, the computa-
tion of the self-energies is a formidable task. Below we pro-
ceed in two complementary ways. On the one hand we per-
form numerical matrix inversion of the Hamiltonian (27))
(in the basis of the eigenvectors of o) and compute G,
exactly, but for system of moderate size only (with 10 <
n < 17). Alternatively, in order to access larger sizes, we
estimate the propagators using the forward-scattering ap-
proximation [[1},[11} 14} 98| 100] (see Sec.[IIC|and App.[C).
This amounts in setting ¥,, = 0 in the expression above
and considering only the shortest paths between |0) and |t)
in the sum. Within the FSA the expression of G, , becomes
again analogous to the partition function of a directed poly-
mer lying on the n-dimensional hypercube. However, since
the ratios I'/E,, can be positive or negative the Boltzmann
weights of the polymer are generically complex [[77, [131]].
Since the FSA consists in retaining only the leading term of
the perturbative expansion in I" for the propagator starting
from the insulator, this approximation is asymptotically ex-
act in the infinite disorder limit and is only justified deep in
the MBL phase.

For the case of FSA, the propagators G, can be obtained



by a transfer matrix approach, called dynamic program-
ming in the computer science literature. The basic idea is
to store the values of G as a function of the z value of the
current spin configuration {o*} along the path [0) — |t)
(to simplify the notation we omit the z in o in the de-
scription of the algorithm below). Thus one starts with the
initial configuration |0) = {c(®} = (0(10),...,0510)). Then
one considers spin configurations with increasing distance
¢ =1,...,£. We denote the values of G for spin config-
urations with distance ¢’ as G,,. We assume that ,, is a
set of configurations which contains those of distance ¢’
Technically we realized this by a C++ map data structure.
This means, whenever a value G, (o) is assigned for a spin
configuration which is yet not member of Q,,, the spin con-
figuration will be automatically added to ,,. Note that by
using the map data type, only memory was consumed for
actually existing configurations, in contrast to the range of
2" different possible configurations. This allowed us to go
to larger sizes in contrast to a straight-forward array-based
implementation.

The algorithm shown below calculates G, for all target
spin configurations |t) which have distance ¢, for any given
disorder configuration {A;,h;}. It works by iterating over
all spin configurations at a given distance £, flipping iter-
atively one yet not flipped spin, respectively, and updating
Gy 4 for the such obtained spin configurations:

algorithm G(c(®, ¢)
Go(c®)=T/H(c®)
for{ =1,...¢
for all o € Q,
fori=1,...n

o'=c
ifo;, = O'EO) then
ol =-—0;
Gypq(0") = Gpyy(0') +Gp(o)T/H(0')
end if
end for
end for
Clear Q,
end for

Note that H(o) corresponds to the energies E,, in (28). The
above if statement takes care that each spin is flipped only
once. If one wishes to reach just a single given target config-
uration |t) = {o(9}, then the condition in the if statement
has to be replaced by o; = O'EO) AND o; # O'Et). Clearing
the sets 2, after they have bee used also saves memory.
As sketched in Fig.[9] a natural choice is to classify the tar-
get states |t) in terms of their Hamming distance £ from the
initial state, with 0 < £ < n. The Hamming distance is de-
fined as the minimum number spin flips required to go from
one state to the other (i.e., the length of the shortest paths
on the hypercube that join them). The number of states at
distance £ from |0) is (;) Equivalently, one can introduce
the overlap of the z-component of the spins between the
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states |0) and |t) as:

BN 20
== (0)oi(t)=1——. 2
O RACLAORE - 29)

Here we start by focusing on the spin configurations |t} that
are at the “equator” from the initial configuration |0), i.e.,
at distance £ = n/2 from it (the analysis of the dependence
on the distance ¢ is carried out in Sec. . Those config-
urations are such that half of the spins have flipped (see
Fig. @), and thus have by definition zero overlap with |0).
The number of those configurations for the model (27) is
n . . .

(n /2). Following the approach outlined in Sec. and ap-
plied to the benchmark cases discussed above, we introduce
the generalized “partition function”:

()
To(B)= D 1Go, " (30)

t=1

J,(2) is proportional to the probability that the system is
initialized in the state |0) at time O and is found in a state
at zero overlap from it after infinite time, and is thus a
measure of delocalization in the Hilbert space. Z,(2) has
also a physical interpretation in terms of the single-particle
tight-binding problem defined on the n-dimensional hyper-
cube: one can imagine to attach a semi-infinite lead to |0)
where “particles” are injected and (n'/lz) semi-infinite leads
to the “target” nodes |t) where “particles” are extracted.
Then J,(2) is proportional to the Fisher-Lee conductiv-
ity (or the total Landauer transmission) between these
leads [[77] [122]].

We again introduce the quenched and annealed free-
energies (divided by the length £ = n/2 of the shortest paths
in the Hilbert space that connects |0) to |t)), defined as:

qbann([j: Tl) = In <%(ﬂ)) P

2
pn
2 (31)

bq(B,n) = 5 (InZ5(B)) -

n

The averages here are performed over several independent
realizations of the h;’s and A;’s in the Hamiltonian (27)),
as well as over many independent choices of the random
initial state |0). Since we aim at considering initial con-
figurations close to the middle of the many-body spectrum
(corresponding to infinite temperature), we have chosen
the node |0) uniformly at random among 1/32 of the to-
tal nodes whose on-site energies E,, are the closest to O.
The total number of realizations is 10° for n = 10, 3 - 10°
for n = 12, 3-10° for n = 14, 6 - 10* for n = 15, 2 - 10*
for n = 16, and 5 - 10° for n = 17. Since within the FSA
we can study larger sizes compared to exact diagonaliza-
tions, in order to avoid sorting the energies of all exponen-
tially numerous configurations, the initial state is instead
selected as that one exhibiting minimum absolute value of
the energy among 2500+/n randomly generated spin config-
uration, which takes into account the growth of the width
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FIG. 10. Annealed (continuous lines) and quenched (dashed lines) free-energies, Eq. (31)), as a function of the inverse temperature f3
for n = 10,...,17 and for W = 1.75 (left), W = 6.75 (middle), and W = 14.75 (right). The filled circles spot the positions of the
minima of the annealed free-energy. Note that the plots of the quenched and annealed free-energies for n odd (i.e. n =15 and n = 17)
are obtained as linear interpolations of the quenched and annealed free-energies with target sites at distance (n—1)/2 and (n + 1)/2.
The gray continuous and dashed curves in the right panel show the annealed and quenched free-energy obtained within the FSA for
10 < n < 26. The horizontal dashed orange line shows the value of the auxiliary parameter 8 = 2 corresponding to physical transport
and decorrelation.
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FIG. 11. Left: Minimum of the annealed free-energy 3, as a function of W for n = 10,...,17 spins. The gray symbols show the FSA value
of B2 for n between 10 and 26, which, similarly to the non-interacting case, does not depend on W. Middle: Value of the free-energies at
B =2 as a function of W for several values of n, providing the quenched and annealed estimations of the Lyapunov exponent according
to Eq. (20). ¥4(n) (dashed lines) is given by 2¢,(2, n), while y,,,(n) (symbols) is equal to 2¢ . (2, 1) = min{2¢,..(B.(n), n), 2¢,..(2, n)}
after replacing the f8-dependence of ¢, beyond f3, by a constant equal to its value at f,,, Eq. (I9). In the n — oo limit y,(n) and
Yann(1) converge to the same value y. AL occurs when y = 0. The gray symbols and the gray dashed lines show respectively }/ff;s)(n) /2
and y(qfsa)(n) /2 within the FSA for n between 10 and 26, which, similarly to the non-interacting case, provide an upper bound for the
critical disorder. Right: Annealed (symbols) and quenched (dashed curves) configurational entropy at # = 2 as a function of W for
n = 10,...,17. The dashed-dotted line gives to the maximum value ¥, corresponding to fully ergodic eigenstates, Eq. (32). The
continuous lines in the three panels are guides for the eye obtained performing a Bézier cubic interpolation of the annealed data.

of the energy distribution and therefore should exhibit an At moderately strong strong disorder, W = 6.75 (middle
initial energy sufficiently close to zero. panel), 3, does not move much with n and stays far below
The free-energies are shown for three values of the disor- 2 even for the largest accessible system size. As discussed

der across the putative MBL transition in Fig.[T0, where we ~ above, a measure of localizat.ion is obtained from.the'z si.gn
plot ¢, (continuous curves) and ¢, (dashed curves) as a of the free-energy at 3 = 2 (in the thermodynannc limit).
function of B for n = 10,...,17 spins — the free-energies =~ The quenched free-energy at § = 2 is negative for the ac-
for target states at distance £ = n/2 for an odd number of  cessible system sizes, although it increases with n. A com-
spins (i.e., n =15 and n = 17) are obtained by performing  Plementary estimation (see Secs. [ITAland[I) is obtained by

a linear interpolation of the results between £ = (n + 1)/2 replacing the -dependence of ¢,,, beyond 3, by a con-
and £ = (n—1)/2. stant equal to its value at f3,, Eq. (I9). The figure clearly

shows that the value of the annealed free-energy at the min-
imum stays above O upon increasing the system size. This
behavior indicates that the typical value of the total Lan-
annealed free-energy f3, shifts to larger and larger values of dauer transmission between a random node of the hyper-

. . cube and its equator is finite in the thermodynamic limit and
p upon increasing n and becomes larger than 2 already for L
N~ 14 that the system does eventually decorrelate from the initial

Remarkably, these plots are qualitatively very similar to
the ones obtained on the loop-less Cayley tree, Fig. [3| At
weak disorder, W = 1.75 (left panel), the minimum of the



configuration. Yet such decorrelation is due to a few rare
resonances found at large distances on the Hilbert space.
In other words, if the system is initialized in |0}, it will tun-
nel to a few states with n/2 flipped spins for large enough
sizes. Note that W = 6.75 is far beyond the estimated crit-
ical value of the MBL transition obtained in previous stud-
ies [[105HI07]], which lies in the interval W, € [3.5,4]. This
is due to the fact that such resonances are so rare that they
are absent for a typical realization of the quenched disor-
der and/or for a typical initial state for the accessible sizes.
Upon increasing the system size the emergence of these
rare resonances becomes progressively more prevalent even
in typical samples, ultimately manifesting as delocalization
in the limit of large n. This is remarkably similar to the
avalanche instability described and analysed in many recent
works [38}41H49]]. The key result here is that enlarging the
parameter space by introducing of the auxiliary parameter
p and studying the functional dependence of the rate func-
tions when varying this parameter, enables us to assess
the existence and the effect of these rare resonances already
from the analysis of the behavior of moderately small sam-
ples for which they are typically absent.

At very strong disorder, W = 14.75 (right panel),
one finds that §, ~ 1 and that both ¢4(2,n) < 0 and

¢;ann(2, n) < 0, corresponding to a genuinely insulating
phase. In this regime we also show the quenched and
annealed free-energies obtained within the FSA. (For n =
14,18,22, a number of 40000 realizations of the disor-
der could be considered, while for the largest system sizes,
n = 26, up to 9000 realizations for W = 14.75 are con-
sidered, which limits the influence of rare but important
outliers for the annealed result.) As already discussed in
the context of single-particle Anderson localization on the
Cayley tree, this approximation reproduces the qualitative
shape of the free-energies at strong disorder, and overesti-
mates their heights by a global shift (thereby overestimating
the critical disorder at which localization occurs).

The information encoded in the behavior of the quenched
and annealed free-energies for different values of the disor-
der are summarized in Fig. which focuses on the same
diagnostics previously used to investigate the benchmark
cases of Sec. [l and [Vland outlined in Sec. In the left
panel we show the evolution of the position of the minimum
of the annealed free-energy 8, with W for several system
sizes. In the middle panel we plot the finite-n quenched
and annealed estimations of the value of the free-energy at
B = 2. The former is directly obtained from the quenched
free-energy of finite-size samples, ¢(2,n) = y,(n)/2, while
the latter is obtained by replacing the dependence of the
annealed free-energy beyond f3, by a constant equal to its

value at f,, Pann(2,1) = Min{e4un(B. (1), 1), Pon(2, 1)} =
Yann(1)/2 (see Eq.[19] and Secs. and [[I). Note that by

construction one has that y,y, is strictly larger than y,. The
conditions ¥ g .y, = O provide two finite-size estimates of lo-
calization in the Hilbert space. The right panel shows the
annealed and quenched configurational entropies at § = 2.
The configurational entropy is defined as before as the log-
arithm of the number of terms contributing to the sum (30)
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per unit length, as explained in Sec. [[I. More precisely, de-
noting |G, | = e¢™"¢/2, and assuming that the number of
terms in the sum giving a contribution characterized
by a value of g between g and g + dg scales as e">(8)/2,
one immediately finds that the number of terms contribut-
ing to () is given by e #*¢'(B)/2 At B = 2 the quenched
and annealed configurational entropies are therefore given
by &, = _4¢</4(2) and %,,, = —4¢. (2) (provided that
B.>2).

In order to check whether the system is fully ergodic or
not (at least in the range of the accessible system sizes),
one needs to compare the configurational entropy with the
logarithm of the maximum number of terms that can possi-
bly contribute to J,(2). The total number of target sites
|t) at distance { = n/2 from |t) is (n’/lz) ~ 2"/+/7mn/2.
However, the many-body wave-functions at E ~ 0 that sat-
isfy ETH should spread uniformly over an energy shell with
zero intensive energy, while they should have an exponen-
tially small projections outside this energy shells [103],[104]].
Hence, we expect that in the fully ergodic regime a spin
chain initiated at t = O in |0) with energy E/n ~ 0 can
only reach the target states |t) with the same intensive en-
ergy, i.e., enx/2 xy (n;‘z)po, where p, is the many-body
density of states at zero energy (which scales as 1/+/n
times a disorder-dependent prefactor of order 1, po(W, n) ~

po(W)/v/n):
Zmaxm21n2+llni+glnp0. (32)
n mn n

Although in the n — oo limit 3, = 2In2, for the limited
sizes that we can numerically access the corrections of order
Inn/n represented by the last two terms of the right hand
side of the expression above cannot be neglected. >, for
n = 17 is shown as a dashed-dotted line in the right panel
of Fig. Since e"*/2 is the number of spin configurations
at zero overlap from a random initial state reached under
the quantum unitary dynamics after infinite time, ¥/% .,
provides a lower bound for the fractal dimension of the sup-
port set of the many-body wave-functions. As established in
Ref. [132]], this fractal dimension provides, in turn, a lower
bound for their entanglement entropy.

All in all the plots of Fig. [11|look qualitatively very simi-
lar to the ones found for the Anderson model on the Cayley
tree, Fig.|5f Also in the many-body setting we find a freez-
ing “glass” transition of the paths such that for W > W, only
a few O(1) terms in the sum contribute to J,(2) and
to the quantum unitary dynamics. W, drifts significantly to
stronger disorder as n is increased and W, ~ 4.3 for the
largest accessible system size (n = 17). A genuine localiza-
tion transition is instead found at much larger disorder. The
criterion obtained from the quenched free-energy, vy, = 0,

yields an estimation for the critical disorder WC(Q)(n) that
slowly but progressively moves to larger and larger values
of W as n is increased and is close to ~ 6 for the largest
accessible size (n = 17). The criterion obtained from the
(modified) annealed free-energy, y,,, = 0, yields a critical
disorder around Wc(an“) ~ 10.5, which does not move signif-
icantly with the system size (and seems to drift to slightly



smaller values upon increasing n). Furthermore, in the case
of the Anderson model on the Cayley tree Wc(a“n) provides
an estimation of the localization threshold very close to the
exact values in the n — oo limit (see the middle panel of
Fig.[5). Based on these observations, it is reasonable to as-
sume that Wc(a““) yields the best estimation of the actual
value of the critical disorder in the large n limit and in the
following we will just denote it by W..

There is also a remarkable difference with respect to the
Anderson model on the Cayley tree concerning the behav-
ior of the configuration entropy at small disorder (right
panel of Fig. [1I). We indeed observe that for W small
enough, W, < 2.5, the configurational entropy tends to
saturate to its maximum value %, given in Eq. (32)), corre-
sponding to fully ETH eigenstates. Concomitantly the Lya-
punov exponent yq ,,, Seems to converge to its maximally
chaotic bound y = 1, as in the fully ergodic phase of the
RP model. These observations indicate that, contrary to the
tight-binding model on the Cayley tree, but similarly to the
RP model, the quantum disordered spin chain described by
the Hamiltonian features a fully ergodic phase at small
enough disorder described by random matrix theory.

In Fig. [11| we also show the numerical results obtained
within the FSA. In the left panel the evolution of 32 where
the annealed FSA free-energy attains its minimum, is plot-
ted as a function of the disorder. As in the non-interacting
case 5 does not depend on W, and yields the strong
disorder limit of the value of 3, obtained from exact di-
agonalizations (which is close to 1). In the middle panel

$8(2) = G (A1) = 155, /2 and ¢5(2) = y/2 are
plotted as function of W, showing that, similarly to the
non-interacting case, the FSA free-energies provide an up-
per bound for the localization transition.

To sum up, these plots leads us to distinguish four differ-
ent regimes (see Fig.[1)), at least in the range of system sizes
numerically accessible [48]]:

LW S Wego(n): At small enough disorder % & Xy,
implying that all paths contribute to transport and
decorrelation. This corresponds to a fully ergodic
regime in which the many-body eigenfunctions are
essentially described by RMT and should satisfy ETH.

IL: Wepgo(n) S W S W, (n): At moderately small disorder
we find that 3, > 2 but X is significantly smaller than
Ymax- This regime is similar to the intermediate phase
of the RP model, see Fig.|8l The number of paths con-
tribute to transport and decorrelation from a random
initial condition grows exponentially with n yet being
a sub-extensive fraction of the total number of paths.

II: We(n) S W < W, In this disorder window one
has that 8, becomes smaller than 2, but v,,, =
2¢nn(B,) > 0. This regime is the analogous of the
frozen glassy phase of directed polymers (see Sec.[lI):
The system is delocalized (the probability of reaching
a configuration with zero overlap with the initial con-
dition is finite for n large enough), but only a few,
0O(1), of these configurations contribute to the relax-
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ation. In other words, quantum many-body configu-
rations only hybridize with a few O(1) resonances far
away in the Hilbert space. In a broad portion of this
“glassy” regime (i.e., for W > Wc(q)(n) but W < W,)
one finds that y,,, > 0 while y, < 0 for the acces-
sible system sizes. Hence the probability that typical
finite-n samples decorrelate from |0) is exponentially
small in n, since they typically lack of the rare system-
wide resonances. Hence, the spin chains that can be
simulated with the current computational resources
appear as many-body localized for all practical pur-
poses, since the conventional observables commonly
used in the literature to characterize the MBL transi-
tion are insensitive to the rare outliers in the tails of
the distributions of |G, .|, in contrast with our large-
deviation approach (an in particular the annealed es-
timations) that allows us to unveil the presence and
quantify the effect of the rare resonances already for
systems of moderate size. Such rare long-distance
resonances become more and more prominent upon
increasing n, and eventually yield to delocalization
and relaxation in the thermodynamic limit also for
typical samples. This is precisely the scenario pre-
dicted by the avalanche instability mechanism dis-
cussed in many recent works [38] [41H49]]. It would
be very interesting to establish a direct connection be-
tween this scenario and the one we are putting for-
ward based on rare events in configuration space.

IV: W 2 W,: A strong disorder the system enters in the
genuine MBL phase, characterized by complete ab-
sence of transport and dissipation in the thermody-
namic limit. Both y4 and v,,, are negative, corre-
sponding to the fact that the probability to decorre-
late from the initial condition goes to zero exponen-
tially with the number of spins, even after taking into
account the largest resonances.

In the preceding discussion, we have explicitly denoted
the dependence on the system size n in delineating the
crossovers between various regimes. This emphasis aims
to underscore the observation that, with increasing system
sizes, Wergo, W, and WC(Q) exhibit a pronounced and sys-
tematic tendency to shift towards higher disorder values.
Conversely, the position of the MBL transition W, does not
appear to be markedly influenced by variations in n.

As anticipated in the introduction, this phase diagram is
very similar to the one recently discussed in Ref. [48]], al-
though the analysis of the rare system-wide resonances is
performed in a different way. Furthermore, the physical
properties of the regime (III) characterized by rare reso-
nances seem to be tightly related with the recent results
of Ref. [[49]], which show that the dominant processes in
the spreading of a quantum avalanche in the pre-thermal
regime involves only a few pairs of eigenstates with a
strong near-resonance. The possible physical implications
on transport and spectral statistics of the scenario described
above are discussed in more details in Sec. V.C

Similarly to the case of the Anderson model on the Cay-



ley tree, the freezing transition of the paths is connected to
the condensation of the measure appearing in (30) on the
extreme values of the probability distributions of the prop-
agators. In App. [D] we inspect closely the shape of these
distributions varying W and n, showing that upon increas-
ing the disorder strength P(|G, ,|) develops power-law tails
that do not decrease fast enough to zero at large arguments.

A. The overlap distribution

Pursuing the analogy with DPRM a step further, we study
the probability distribution of the overlaps between the
many-body target configurations |t) that contribute to the
generalized partition function &, for the “physical” value
of the “inverse temperature” § = 2. The overlap g, ., be-
tween two target spin configurations is defined according

to Eq. (29) as
1 n
Qi = 7 2,056 (1),
i=1

where o%(t, ;) is the value of the z-component of the spin
on site i in the many-body configuration |t, ;). Note that,
differently from the Cayley tree, here the overlap takes
n + 1 discrete values between —1 and 1 with steps of 2/n
(g = —1+2i/n, withi = 0,...,n). All the target config-
urations |t) are constrained to have zero overlap with the
initial state, but the ones that contribute the most to trans-
port and dissipation for a given disorder realization and a
for given choice of the initial condition may be either close
to each other (i.e. have a large mutual overlap) or occupy
distant nodes on the hypercube (i.e. have low mutual over-
lap). The statistical weight in the sum corresponding
to a given target configuration when the system is initial-
ized in |0) is by definition |G0’t|2. In analogy with Egs. (&)
and we then have:

(Jz) |G |2 |G |2
p(q) = <Zb: % 5(q —qza,tb)> . (33)

where the average is performed over the quenched disorder
in the Hamiltonian and over the initial configuration |0).
Note that due to the exponential number of states, which is
particularly severe for large system sizes, we have sampled
according to the weights |Go,z0|2 instead of performing the
exact sum in Eq. (33).

In Fig. 12| we plot the overlap distribution for three val-
ues of the disorder across the phase diagram. (Note that
in order to compare the distributions obtained for differ-
ent n we have chosen to normalize the probability distri-
bution in such a way that fp(q)dq = 1.) At small dis-
order (W = 1.75 < Wy, left panel) p(q) converges to
plq) = 2_”("(‘1;1)/ ?) (dashed curve), which tends to a Gaus-
sian of zero mean and variance 1/n. This is the overlap dis-
tribution expected for fully ergodic systems, for which the
amplitudes are all roughly equal and the unitary quantum
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dynamics spreads the wave-packet uniformly in the Hilbert
space. Upon increasing the disorder strength (W = 5.75
and W = 14.75, middle and right panels), p(q) becomes
more skewed and asymmetric, with a bias towards values
of the overlap closer and closer to 1 as the system size is
increased, indicating that for W > W, in the region where
only rare paths contribute to decorrelation, the portion of
the Hilbert space that the system can explore shrinks.

In the right panel of Fig.[12]we also show the overlap dis-
tribution computed using the FSA. In contrast to the exact
result, within this approximation the shape of p(q) does not
change much when varying the disorder width W. This is
compatible with the nature of the approximation, which is
meant to describe the strong disorder limit, deep into the
localized phase.

To evaluate the finite-size behavior of the distributions
more quantitatively, we have analyzed the dependence of

the average overlap, (q) = Z:;ﬂ qp(q) (where g = -1+

2i/nwithi=0,...,n), and of the variance of the distribu-

tions, o4 = v/ (q?) — (g)?, as function of the system size n

for several values of the disorder across the phase diagram.
The results are shown in the left and right panels of Fig.
respectively. At weak disorder, in the regimes (I) and (II) —
blue curves — (q) goes to zero with n and the variance ap-
proaches o, ~ 1/4/n (dashed line), which is the expected
behavior in the completely random case. Conversely, in the
regimes (III) and (IV) — green and violet curves — (g) and
04 seem to approach a finite limiting value for large n. In
fact we have fitted the functions o,(n) = G;X’ +an™" to
the data, obtaining a strictly positive value for O'q°° for w
large enough. In Figs. [13| we also show the results for (g)
and o, obtained within the FSA which, similarly to the non-
interacting case, provide the strong disorder limiting behav-
ior of the data obtained from exact diagonalizations.

B. Dependence on the length of the path

In this section, instead of considering only target con-
figurations at distance { = n/2 (i.e., with zero overlap
from the initial state), we analyze the dependence of the
quenched and annealed free-energies as a function of the
distance £ (i.e., the number of flipped spins) between |0)
and |t). It is convenient to introduce the variable x = {/n,
defined as the fraction of flipped spins between |0) and
|t). The overlap between the initial configurations and a
spin configuration at distance ¢ from it is thus given by
do, = 1—2x. The number of configurations at distance
¢ from |0) is simply given by the combinatorial factor (2),
and scales exponentially with the length of the path approx-
imately as e (¥ nx+(1=)In(=3] /. /9 mnx(1—x). The “gen-
eralized fractional Landauer transmissions” of the problem
starting from a random initial state |0) are then defined as

)
To(l,B) =D 1Go, P (34)

t=1
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FIG. 12. Probability distribution p(q) of the overlap g, defined in Eq. (33), between targets configurations |t) at distance { = n/2 from
a randomly chosen initial state |0). The corresponding disorder strengths are W = 1.75 (left panel), W = 5.75 (middle panel), and
W = 14.75 (right panel). The dashed curve in the left panel correspond to the overlap distribution in the completely random case,
p(@) = 2‘”(”(‘”“1)/ 2), for n = 17. The gray curves in the right panel correspond to the overlap distributions obtained within the FSA. Note
that in order to represent the overlap distributions obtained at different n on the same plots, we have rescaled p(q) by a factor n/2 in

such a way that fp(q)dq =1 (and not 3, p(q)=1).
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FIG. 13. Average overlap (q) (left) and square root of the variance of the overlap distribution o, (right) as a function of the number of
spins n for several values of the disorder. The gray curves show the FSA results for W = 14.75, which, similarly to the non-interacting
case, provides a strong disorder limiting behavior of the data obtained from exact diagonalizations. The dashed curve in the right panel
correspond to o, = 1/+/n, which is the expected scaling in the completely random case.

We recall that (£, 2) is proportional to the probability that
the system is initialized in a state |0) at time O and is found
in any of the states |t) at £ spin flips away from it after
infinite time (or, equivalently, to the Fisher-Lee conductivity
of the n-dimensional hypercube in a scattering geometry in
which a semi-infinite lead is attached to |0) and (?) semi-
infinite leads are attached to the target nodes |t} [122]]).

We have computed numerically the quenched and an-
nealed free-energies (averaging over several realizations of
the disorder and over many random initial states close to
the middle of the many-body spectrum) which, in analogy
with Eq. (31), are defined as:

annl, B31) = éln (o0, B)) .

1
Bl

(The explicit dependence of the number of spins n will
be omitted most of the times to simplify the notation.)

(35)

Pq(l, B5n) = —— (InF(¢, B)) -

In Fig. [14{(left) we plot ¢,,, (continuous curves) and ¢,
(dashed curves) as a function of § for two values of the
disorder. At strong disorder, W = 12.75 (middle panel),
within the MBL phase, the annealed free-energy has a mini-
mum close to 3, ~ 1 whose position does not depend much
on {. Both the quenched and the annealed free-energies
are shifted to lower values when the length of the path is
increased. At small ¢ the height of the minimum of the
annealed free-energy (which provides an estimation of the
value of the free-energy at § = 2, since ¢,,,(2) = ¢ ,nn(B.)
for B, < 2) is positive, implying that the probability that the
system reaches a spin configuration at distance £ from |0)
stays finite. As { is increased, however, the value of the an-
nealed free-energy in 3, becomes smaller than zero, signi-
fying that the probability that the system reaches spin con-
figurations at such distances is exponentially small in the
distance. The value of £ at which ¢,,,(B,,£) = O thus yields
the maximum Hamming distance in the Hilbert space that
the system can explore under the unitary quantum dynam-
ics starting from a random initial configuration (i.e. with
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FIG. 14. Left: Annealed (continuous curves) and quenched (dashed curves) free-energies, Eq. , as a function of 3 for W = 3.75 and
n = 17 spins, and for several values of the number of allowed spin flips £ = 3,...,(n+ 1)/2. The circles spot the position of the minima
of ¢onn(€,B) in B = .. q, is obtained from Eq. as the value of the overlap at which f, crosses 2. Middle: Annealed (continuous
curves) and quenched (dashed curves) free-energies, Eq. (35), as a function of § for W = 12.75 and n = 16 spins, and for several values
of the number of allowed spin flips £ = 3,...,n/2. The circles spot the position of the minima of ¢,,,(£, ) in = . Right: ¢,(¢,2)
and ¢,,,(€,2) = ¢, (L, B.) (since B, < 2) as a function of the overlap q = 1 —2(/n for several values of W (and for n = 16 spins). The
circles and the squares spot respectively the points where ¢,,,(8.) and ¢,(2) vanish, which yield Q(Ei‘:“) (denoted as Qg, throughout)

and Qgg from the conditions (36).

intensive energy close to zero). Similarly, one finds that
the height of the quenched free-energy computed at § = 2
decreases as { is increased and crosses O for a given value
of £ which depends on W. We repeated this analysis for
many values of W across the localized phase and for several
system sizes n. The values of ¢,,,(¢,2) = ¢, (¢, B,) and
¢4(£,2) as a function of the overlap ¢ = 1 —2{/n for sev-
eral values of W are plotted in the right panel of Fig. [14]for

n = 16 spins. This plots allows us to estimate QE™ (W, n)

and QS:(W, n), corresponding to the value of the overlap
with the initial configuration that the system reaches after
infinite time, defined from the conditions:

1— (@)
(M5 2)
1— (ann)
¢ann (n(%’ ﬁ*) =0.

Qg is essentially proportional to the height of the plateau
attained by the spin-spin correlation function at long times
and is therefore the equivalent of the Edwards-Anderson
order parameter in the context of the spin glass transi-
tion [[119]]. A value of Qg, above zero corresponds to MBL,
since it implies that the systems remembers forever its initial
state, while Qs = 0 signals that the system is able to decor-
relate from it (although it might still not be ergodic due to

the freezing of the paths that lead to such decorrelation, as

discussed above). QSE‘K(W, n) is the value of the overlap typ-

ically observed in samples of small enough size, which typ-
ically lack of the rare system-wide resonances, and should

converge to ngn)(W, n) upon increasing n. Therefore in

(36)

the following we will simply denote QS:“) = Qga, as the
relevant one at large enough n.
We have carried out the same analysis also within the

FSA. The behavior of ng) and Qg is qualitatively very

similar to the one found from exact diagonalizations, with
the MBL regime shifted to larger values of the disorder, as
expected. The the general trend is the same, i.e., when in-
creasing ¢ an intersection with ¢ = 0 appears. In compar-
ison to the exact result, the curves are further above ¢ =0,
which reflects in a shift of the values of ¢ at the minimum
B, and at B = 2, respectively, as function of the overlap
g = 1—2{/n, and in the intersections of these values with
¢ =0 as function of W.

At moderately weak disorder, W = 3.75 (left panel of
Fig.[14), the dependence of the position of the minimum of
the annealed free-energy on the distance is much stronger.
At small £ one has that 3, < 2, which means the configura-
tional entropy is zero for the value of the auxiliary pa-
rameter corresponding to physical transport and relaxation,
B = 2. This implies that the number of spin configurations
with £ spin-flips that are in resonance with the initial config-
uration and contribute significantly to the spreading of the
wave-packet under the unitary quantum dynamics does not
grow exponentially with £. Upon increasing the distance,
B, increases and becomes larger than 2 at large enough /.
This means that the number of resonant spin configurations
that contribute to the sum for f = 2 proliferate and
become exponential in ¢ (although it might not saturate to
their maximum value). Repeating this analysis for several
values of W and n yields the Hamming distance £,(W, n) be-
low which the quantum dynamics is dominated by rare res-
onances and the wave-packet only spreads over a few spe-
cific disorder-dependent paths. Using the relation be-
tween the number of spin-flips and the overlap with the ini-
tial state one obtains the overlap q,(W,n) = 1-2(,(W,n)/n
above which Z,(£, 2) is in the “glassy” phase, corresponding
to the condition:

Pann (—n(l ;qg),Z) =0.

We find that g, displays strong finite size effects, and moves

(37)



systematically to larger values of the disorder as the system

size is increased. Also Qg slightly drifts to larger W upon
increasing n, due to the fact that considering larger chains
enhance the probability of finding long-range resonances
which allow the system to decorrelate from the initial state.
Conversely the position of Qg (ann) does not exhibit a sig-
nificant drift. On the contrary, Qp,(ann) seems even to
move to slightly smaller values of the disorder for larger
n, supporting the idea that a genuine MBL phase persists
in the thermodynamic limit [[I02]] (at least for the model
described by the Hamiltonian 27)).

C. The phase diagram

The results discussed so far on the statistics of the paths
in the Hilbert space contributing to transport and relaxation
from a random initial configuration are summarized in the
(finite-size) schematic phase diagram of Fig.[1| (see also the
descriptions of the four regions (I)-(IV) in Sec. and at
the end of Sec. . The phase diagram shows q, and Qg, in
the (W—q) plane, as well as the different regimes described
above.

The region of the plane below Qg, corresponds to the
genuine MBL phase (IV) in the large n limit. For W > W, ~
10.5 the spin-spin correlation function would decay to a
strictly positive plateau value, Qg,, corresponding to local-
ized eigenstates in the Hilbert space. In other words, for
large n the probability that one finds the system in a spin
configuration with overlap smaller than Qg, from a random
initial state is exponentially small in n.

The left portion of the plane at small disorder and below
q, corresponds to the region in which the eigenfunctions
are either fully (I) or partially (II) ergodic: In particular, for
W S Weeo(n) all paths contribute to transport and decorre-
lation; The region (II) is similar to the intermediate phase of
the RP model, since an exponential number of resonances
with a random initial state are found at large distance in the
Hilbert space, yet they represent a sub-extensive fraction of
the accessible volume (at least for the accessible sizes).

The region (III) above q,(n) is characterized by rare long-
range resonances, and the spreading of the wave-packet
only occurs through a few disorder-dependent paths that
connect the random initial state with those resonances. This
regime is the analogous of the frozen glassy phase of di-

rected polymers (see Sec.[ll). As discussed above, there is a

broad disorder interval within this regime (where Qgg >0

butQgy =0, i.e. for WC(Q) < W < W,), in which typical sam-
ples of small enough size appear as MBL in most respects,
as they lack of the rare resonances that allows the system
to decorrelation from the initial configuration through rare
specific paths [48]]. These resonances becomes more and
more relevant upon increasing n and eventually lead to the
instability of such apparent insulating regime, exactly as
discussed in Refs. [[38][41H49]]. We therefore argue that typ-
ical properties of the spectral statistics and of the statistics
of many-body eigenstates computed by previous work are
affected by very strong finite-size effects, as they miss rare
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long-range resonances which only appear at larger (inac-
cessible n). Our large-deviation approach allows us to cir-
cumvent this difficulty, since the the annealed free-energy
encodes the effect of such resonances found in rare samples
that we are expected to become typical at larger n.

It is important to stress once again that this phase dia-
gram is extrapolated from the behavior of system of finite
sizes. We cannot establish whether the intermediate phases
(ID and (IIT) will persist in the thermodynamic limit or if
they are just crossover regimes and full ergodicity is even-
tually restored for all W < W, upon increasing the length of
the chain. For instance, such a crossover from apparent de-
localized but non-ergodic eigenstates observed in finite-size
systems to fully ergodic eigenstates for systems much larger
than a characteristic size that grows exponentially upon ap-
proaching Anderson localization, takes places in the Ander-
son model on the random-regular (i.e., a locally tree-like
graph with no boundaries and loops of size InN) [|76] (110~
117]]. In fact, as mentioned above, q, and W, are affected
by strong finite-size effects and drift significantly to larger
values of the disorder as n is increased (as schematically
represented by the arrows in Fig.[1)). Yet, a partial indication
in support of the existence of a phase dominated by rare res-
onances in the large n limit comes from the close inspection
of the behavior of the quenched estimation of the configu-
rational entropy (dashed lines of the right panel of Fig.[11):
The curves for different system sizes cross around W ~ 6.5
(i.e. &4 decreases with n for W X 6.5), suggesting that %
does not saturate to its maximum value even for very large
n if the disorder is too strong. In addition, the Lyapunov ex-
ponent is bounded by its finite-n annealed estimation from
above, and 7,,, seems to decrease upon increasing n (mid-
dle panel of Fig.[11)). This suggests that in the large n limit
y converges to a value which is strictly smaller than its max-
imally GOE chaotic bound y =1 at strong enough disorder.
Moreover, since on finite time scales the quantum evolution
can only explore finite regions of the hypercube, it is natu-
ral to expect that, even for very large samples, the dynamics
at moderately large times is still controlled by the “glassy”
features of the statistics of the resonances observed at finite
distances for all practical purposes [[75} [95]].

The finite-size effects on the MBL transition seem instead
to be much weaker: W, and Qg, do not drift with n in a sig-
nificant way (at least for the accessible sizes). This, together
with the observation that in both benchmark cases studied
in Sec. [l and [[V] the condition y,,, = O provides an upper
bound for the localization transition in the thermodynamic
limit (see the middle panels of Figs. [5|and [8), supports the
existence of a genuine MBL phase in the n — oo limit for
the disordered spin chain described by (27), as predicted
by Ref. [102], although at a much stronger value of the dis-
order than previously thought.

As anticipated above, the scenario discussed here shares
many similarities with the one recently put forward in
Ref. [[48]], although the analysis of the statistics of the rare
long-range resonances and the instability of the MBL phase
towards quantum avalanches are performed in different
ways (and for different models). Interestingly enough, also



in Ref. [|48]] the landmarks of the different regimes are iden-
tified from the extreme values of some suitable observables.
In particular, the landmark of the onset of the avalanche
instability destabilizing the MBL phase is estimated by cou-
pling the chain to an infinite bath at one end, and determin-
ing at which disorder strength the slowest decay rate toward
the steady state becomes larger than the level spacing of the
thermal regions. Rare system-wide resonances are instead
identified by individuating the eigenstate with the largest
quantum mutual information between far-away spins. This
allows the authors to discriminate between a regime where
a vanishing fraction of eigenstates begin to be involved in
long-range isolated resonances with atypically large ma-
trix elements in the tails of the distributions—but typical
samples have no such resonances—and a regime where the
number of such resonances increases exponentially with in-
creasing n. Another indication of the presence of long-range
resonances introduced in Ref. [[48]] is obtained comparing
the deviations of the smallest gap between two subsequent
eigenvectors from the prediction of Poisson statistics, which
reveals a (system-size-dependent) landmark at which the
minimum gap begins to typically undergo significant level
repulsion. We argue that, in our terminology, these two
landmarks identify the crossover region inside the “glassy”
phase where 7v,,, > 0 but y, < 0, in which the probability
to observe decorrelation for typical samples from a typical
initial state |0) is exponentially small in n for small enough
systems—since small samples typically lack of rare system-
wide resonances—while the outliers of the probability dis-
tributions which are produced by rare long-distance reso-
nances becomes more and more relevant upon increasing
the system size, eventually leading to delocalization and re-
laxation in the large n limit. The weaker hallmark of MBL
discussed in Ref. [48] is the crossover of the mean spectral
gap (r) from GOE to Poisson statistics, which in our scenario
signals the onset of the regime in which quantum transport
is dominated by rare paths.

D. Speculation on the physical implications on the spectral
statistics and on the out-of-equilibrium relaxation

Here we combine the results on the statistics of the paths
discussed above and pictorially illustrated in the phase di-
agram of Fig. [1| with the recent numerical studies of the
model of Refs. [[TI05HI07] to speculate on the possible
physical implications of our findings both on the spectral
statistics and the out-of-equilibrium dynamics.

In the fully ergodic region (I) we expect that the many-
body wave-functions are essentially described by random-
matrix theory and satisfy the ETH; In the region (II) the
eigenfunctions occupy an exponentially large volume which
represents an exponentially vanishing fraction of the total
accessible Hilbert space (at least for the accessible sizes).
Based on the analogy with the RP model, both in the regions
(I) and (I1) the level statistics should be of Wigner-Dyson
type, at least locally. Instead in the regime (III) dominated
by rare resonances many-body wave-functions are expected
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to be very ramified on the hypercube, and to exhibit bumps
localized in small regions of the Hilbert space (where a res-
onance is found), separated by large regions where the am-
plitude is very small [[70]]. The support set of two eigen-
states close in energy is in general expected to be very dif-
ferent and level repulsion to be weak or absent, implying
that the statistics of the gaps should be closer to the Pois-
son statistics rather than to the GOE one. This is in agree-
ment with the observations of Ref. [48]], indicating that this
regime is characterized by rare strongly repulsive pairs of
eigenvectors in an otherwise Poisson-like spectrum (see also
Ref. [67]]). Therefore, compatibly with the arguments given
in Ref. [48]], it is reasonable to assume that the transition
for the level statistics should take place at W, (which for
the largest systems sizes that we have studied numerically is
W, ~ 4.3, much before our estimation of the genuine tran-
sition to the insulating phase, W, ~ 10.5). This implies that
the actual MBL transition is shifted to much larger values
of the disorder compared to the one estimated in previous
studies [[98] [T0SH107]], due to the fact that the diagnostics
based on the statistics of the energy levels commonly used
in the literature to individuate the onset of MBL do not al-
low one to distinguish between the “glassy” (delocalized)
phase from the genuine MBL one, at least for small enough
samples [[48]]. Similarly, we argue that the diagnostics based
on the scaling of the participation entropies and of the en-
tanglement entropy of many-body eigenstates [28],[109]] are
also ineffective in discriminating between the regimes (III)
and (IV), as their support set might be a vanishing small
fraction of the Hilbert space. (In fact the configurational en-
tropy /X« provides a lower bound for the fractal dimen-
sion of the support set of the many-body wave-functions
which, as discussed in Ref. [[132]], yields, in turn, a lower
bound for their entanglement entropy.)

To illustrate these ideas, in Fig. [I5 we superimpose the
four different regimes of the phase diagram discussed above
on the plots of the average gap ratio (r) and of the average
overlap between subsequent eigenvectors (k). Both (r) and
(x) are commonly used as diagnostics for the statistics of the
energy levels [128] [105], [133]], as they converge to different
universal values if the level statistics is described by the GOE
ensemble or is of Poisson type. The average gap ratio is
defined as [[133]]:

(T‘) — < min{Ea+1 B Ea, Ea+2 _Ea+1} >
maX{Ea+1 —Ey, Eqpo— Ea+1} ’

where E, are the eigenvalues of the many-body Hamilto-
nian labeled in ascending order (E,,; > E,). The av-
erage is performed within a small energy window around
E = 0. If the level statistics is described by the GOE en-
semble (r) converges (r) ~ 0.53, while for independent
energy levels described by Poisson statistics one has (r) ~
2In2 —1 ~ 0.386. Similarly, the overlap between subse-
quent eigenvectors is defined as:

»
() = <Z |¢a(m)||¢a+1(m)|> ,

m=1
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FIG. 15. Average overlap between subsequent eigenvectors (k) (left) and average gap ratio (r) (right) as a function of W for several
system sizes, n = 8,...,17 spins. In both panels we highlight with different colors the four different regimes (I)-(IV) discussed in the

text.

where the 1), (i)’s are the coefficients of the a-th eigenvec-
tor of the Hamiltonian on the node m of the hypercube (the
average is performed over the eigenvectos within a small
energy window centered around E = 0). In the GOE regime
the wave-functions amplitudes are i.i.d. Gaussian random
variables of zero mean and variance 1/2", hence (x) con-
verges to (k) = 2/m. Conversely in the localized phase two
successive eigenvector are typically peaked around very dis-
tant sites and do not overlap, and therefore (k) — 0.

Fig. shows that (r) and (k) behave in a very sim-
ilar way and the two panels essentially convey the same
information: Upon increasing the strength of the disor-
der we observe a crossover from the GOE to the Poisson
universal values. The crossover becomes sharper as the
system size is increased, yet it slowly but systematically
drifts to larger values of the disorder as n is increased (see
Refs. [29] (30} [T05]] for a recent discussion about the drift of
the crossing point and also Refs. [112} [115]] for the analy-
sis of a similar phenomenon on the Anderson model on the
RRG). In fact, the crossing point of the curves correspond-
ing to two subsequent sizes moves to the right upon increas-
ing n, and roughly coincides with the transition to regime
(I1), in which transport and decorrelation is dominated by
rare paths in the Hilbert space. More generally, the figure
shows that our approach allows one to rationalize the be-
havior of (r) and (x) as a function of W and its dependence
on the system size: At small disorder, in the regime (I), the
both (r) and (k) converge to the GOE universal values; In
the regime (II) strong finite-size corrections are observed,
although (r) and (k) seem to approach their GOE limiting
values upon increasing n. In the phase (III) (r) and (x) de-
crease with n and seem to converge to the Poisson limits,
albeit our analysis shows that rare system-wide many-body
resonances that eventually allows the system to decorrelate
from the initial state are present and in the large enough
systems. In agreement with Ref. [[48]], we argue that the
finite-n crossover in the spectral statistics is insensitive to
these rare resonances and signals instead the onset on a
pre-thermal regime with apparent localization in small sam-

ples [136} [37, [48}, [50]], while the genuine MBL transition is
shifted to much larger values of the disorder.

We now turn to the out-of-equilibrium relaxation from a
random initial state. In the region (I) the system is fully
chaotic and we expect that the relaxation to equilibrium is
exponential and fast. Also in the regime (II) we expect the
relaxation to equilibrium to be exponential. In fact, a simi-
lar phase in which eigenfunctions occupy an exponentially
large volume which represents an exponentially vanishing
fraction of the total accessible Hilbert space has been re-
ported in the out-of-equilibrium phase diagram of the quan-
tum Random Energy Model [97, 99| [1344136]]. In such in-
termediate regime the decay spin—spin correlation function
is found to be a simple exponential [99], although with a
characteristic time that grows in a non-trivial way with the
system size.

Conversely, when entering the regime (III) dominated by
rare paths we expect that the quantum dynamics and the
out-of-equilibrium relaxation become anomalous, highly
heterogeneous, and slow [|52} 53] [75] [95]]. Since on finite
time scales the dynamical evolution can only explore finite
regions of the Hilbert space, with q close to 1, we expect
that the onset of the anomalous transport and relaxation (at
least on time scales of order 1) occurs already at a smaller
value of the disorder than W,, namely when q, (W) starts to
deviate from 1. This is compatible with the recent results of
Ref. [[107]], which show that the spin-spin correlation func-
tion starts to to decay more slowly in time already above
W ~ 3, with anomalous power-law exponents which reflect
the rarefaction of resonances in the Hilbert space.

VI. SUMMARY AND OUTLOOK

In this paper we put forward a large-deviation approach
to investigate the statistics of rare system-wide resonances
that may destabilize the MBL phase. The underlying as-
sumption of our work is that the behavior of physical sys-
tems exhibiting an MBL phase, including the stability of



the latter, is strongly influenced by rare configurations of
the disorder [45] [48H50} [67H69! [71]]. We therefore put for-
ward a sophisticated biased sampling scheme designed to
enhance the effect of a special class of configurations that
are responsible for the creation of strong long-distance res-
onances, making accessible otherwise exponentially rare
events which are located in the tails of probability distri-
butions of the propagators. More precisely, the basic idea
consists in enlarging the parameter space by adding an aux-
iliary parameter (f3), which allows us to fine-tune the effect
of anomalously large outliers in the far-tails of the proba-
bility distribution of the transmission amplitudes.

On the one hand our results allows one to reconcile the
systematic drift of the transition point with the system size
reported in many recent works (see e.g. Refs. [[29H40], [46]])
with the existence of a genuine MBL regime at (very)
strong disorder in the infinite-size, infinite-time limit [[102]].
On the other hand, our analysis suggests that the transi-
tion/crossover to the regime dominated by rare resonances
should probably be studied as a distinct phenomenon from
the MBL phase transition. For example, such a “glassy”
regime may occur quite generally even in higher dimen-
sions and in systems with longer-range interactions, while
the MBL phase transition is suppressed due to the avalanche
instability in these situations.

Interestingly enough, the mapping onto directed poly-
mers has also been applied to describe the properties of
the strong disorder regime of Anderson localization in two
dimensions [77]], revealing some glassy properties such as
pinning, avalanches, and chaos. In this case strong local-
ization confines quantum transport along paths that are
pinned by disorder but can change abruptly and suddenly
(avalanches) when the energy is varied. The emergence of
macroscopic and abrupt jumps of the preferred rare paths
when a parameter like the energy is varied has been also dis-
cussed for the Anderson model on the Cayley tree [[75]]. The
depinning transition of the polymers through avalanches
can be directly related to the singular behavior of the over-
lap correlation function between eigenstates at different en-
ergies which, in turn, is the correlation between the to-
tal Landauer transmission at different values of the energy
(for a given disorder realization). It would be therefore
interesting to investigate whether some signatures of such
avalanches and shocks are present also in the many-body
problem.

We believe that this work can open the way to other fu-
ture studies and can be naturally extended and generalized
to address several important open problems in the context
of the MBL transition. For instance it would be useful to ap-
ply our analysis to other models, such as the paradigmatic
random-field XXZ Heisenberg chain which has been used
as a prototype for the MBL transition (see e.g. Refs. [[25-
28]), and also varying the (intensive) energy of the initial
spin configuration. An important question, already men-
tioned above, is to understand whether the intermediate
regimes (II) and (III) persist in the infinite-size limit or they
are just a pre-asymptotic pre-thermal regimes that eventu-
ally crossover towards a fully ergodic phase described by
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random-matrix theory and ETH. Valuable insights might be
obtained by benchmarking our approach onto the single-
particle Anderson model on the random-regular graph for
which such crossover is known to take place and has been
investigated in great details [[76, ITTOHII5]. In order to
make connections with other recent works that focused on
the effect of rare long-range resonances [|45] [48H50] [67-
69, [71]] in many-body eigenstates, it would also be instruc-
tive to establish a precise correspondence between the hall-
marks of rare resonances proposed in those works with the
the properties and the shape of the rate functions discussed
in our paper.

Another set of crucial questions in the current literature
concerns the fate of MBL in the presence of a quasiperiodic
potential and/or in dimension larger than 1. In particu-
lar, the same techniques and tools described here can be
applied to a model of interacting (spinless) fermions in a
quasiperiodic potential, similar to the one actually realized
in cold-atom experiments [60-62]]. In this case the only
source of randomness comes from the choice of the initial
configuration. It is therefore useful to compare the prop-
erties of the annealed and quenched free-energies found in
the quasiperiodic case with the case of uncorrelated random
fields, in order to discriminate between the effect of rare
resonances created by large segments with anomalously
small values of the disorder in real space, and rare reso-
nances due to rare paths with anomalously strong transmis-
sion amplitudes in Hilbert space. Along a similar line, it is
generally accepted that the MBL phase should be eventually
destroyed in d > 1 in the infinite-size, infinite-time limit by
rare thermal regions where the disorder is small [41]]. It is
thus important to check whether this destabilizing mecha-
nism emerges within our approach, e.g. as a strong system-
atic drift also of the transition point W, with the size of the
system.

Another interesting line of research concerns the study
of how a localized system reacts when coupled to a thermal
region [33] [38] [45] |46}, (48 [49]]. To this aim one could ex-
tend the analysis presented above to a 1d disordered spin
chain coupled to a thermal system at one end (modeled,
for instance, by a portion of the system where the disorder
is particularly weak), in order to have a clear grasp of the
signature of rare ergodic bubbles in real space on the shape
and on the properties of the rate functions.

Finally, rare system-wide resonances necessarily exist in
large systems. They can be either due to large portions
of the system where the disorder is particularly small, or
to rare paths in the Hilbert space characterized by anoma-
lously large matrix elements. On general grounds one ex-
pects that upon increasing the disorder and approaching the
MBL transition, the stronger these resonances are, the rarer
they become. Characterizing their statistics and their ef-
fect using a standard sampling of the quenched disorder
is an extremely difficult task from a computational point
of view. A full and complete characterization of rare res-
onances in the MBL setting possibly can only be achieved
through a truly large-deviation approach, in which a biased
sampling of the disorder realizations that favors the forma-



tion of rare resonances is considered. Complementing our
approach with such bias of the sampling is certainly a very
promising direction for future investigations.
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Appendix A: The Derrida’s traveling-wave solution of
directed polymers on the Cayley tree

As explained in the main text, the problem of DPRM is
slightly more complicated than the REM since, although the
w; ’s are iid random variables, the energies E5 are corre-
lated due to the fact that different walks have in general
some nodes in common. Nonetheless, an exact solution of
the problem in the thermodynamic limit can still be found
following the mapping proposed in Ref. [[72]] onto the KPP
equation [[120]].

Thanks to the hierarchical structure of the lattice, the par-
tition function restricted to a branch of the tree originating
from a node of the m-th generation satisfies the following
exact relation in terms of the partition functions restricted
to the branches originating from the k neighboring nodes
of the next generation:

_ﬁ wm
Zi imim41 E Zl .
m m+1

lm+1 €di Un

The partition function of the DPRM is, by definition,
the one computed on the root, Z,. Since Z; are random
variables, the equations above must be in fact interpreted
as a set of complicated integral equations for the probability
distributions of the restricted partition functions on each
generation:

k
P.(2)= fdp(w) [ TdPnnz)s (z —e e Zzi) .

i=1

(A1)
In order to solve the problem Derrida and Spohn introduced
an appropriate generating function of Z; ~defined as:

Gn(x)= fde(Z)exp [e_ﬂXZ] ,

in terms of which, using Eq. (AT]), one immediately obtains
a simpler recursive integral equation:

G(x) = Jdp(a)) (G (x + )],
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which only depends on the temperature via the initial con-
dition on the leaves of the tree: G,(x) = exp[e P*]. As
shown in [[72]], in the large n limit the solution of the equa-
tion above admits a traveling wave solution of the form
Gn(x) = G(x — cm), where the “velocity” of the front ¢
depends on the initial condition, i.e. on the inverse tem-
perature f3, as ef<(®) = k<e_/3‘”>. This relation is valid for
temperatures larger than a critical value 3, given by the
condition that c(f8) is minimal, i.e. dc()/dB|g—p, = 0. At
lower temperatures, 3 > f3,, the front instead moves at the
minimal velocity c¢(f3,). It is possible to show that in fact the
velocity of the front yields the free-energy (per unit length)
of the DPRM [[118]], given in Eq. (5).

The front of the traveling wave G(x — cm) determines
also the shape of the full probability distribution of the
free-energy and thus of the partition function. In par-
ticular Derrida and Spohn have shown that the g-th mo-
ment (Z9) /(Z)? diverges at a g-dependent temperature
Bq = B./+/q [72]]. This implies that the probability distribu-
tion of the partition function has a peak at the typical value
Zyp = e "Pf (where f is the free-energy given in Eq. (5))
followed by power-law tails of the form :
e—BInf/B
z“(%)z .

Hence, in the low-temperature phase P(Z) decays with an
exponent smaller than 2 and (Z) is dominated by the ex-
treme values in the tails of the probability distribution. For
B < B,, instead, the tails of P(Z) decay fast enough and
(Z) is dominated by the typical value. As a consequence, in
the high-temperature replica-symmetric phase the annealed
free-energy, defined in Eq. (8)), converges to the quenched

one upon increasing the system size and displays a mini-
mum in the vicinity f3,.

P(Z) ~

Appendix B: Computation of the free-energy for the Anderson
model on the Cayley tree with population dynamics

In this appendix we describe the computation of the free-
energies for the Anderson model on the Cayley tree in
the large n limit, already described in Refs. [[75 [76]].

Due to the randomness of the on-site potential, the Cav-
ity Green’s functions are random variables, and the cavity
recursive equations should be in fact interpreted as an
integral recursive equations for their probability distribu-
tions on subsequent generations of the tree:

k k
P,(G)= fdp(e) [ [dPnn(G)8 (Gl tet+ . Gl-) .

i=1 i=1 (Bl)
This equation can be solved numerically with high precision
using the so-called “population dynamics” algorithm [[137]]
(also sometimes called the “pool method”): The proba-
bility distributions are approximated by the empirical dis-
tributions of large pools of Q elements Gg’"), P.(G) ~

ZZ=1 6(G — Gflm)); At each iteration step k instances of



G+ are extracted from the sample P,,,(G), and a value
of € is taken from the uniform distribution p(€); A new in-
stance of G™ is generated using Eq. and inserted in a
random position of the pool P,,(G) until the whole process
converges.

In the computation of the partition function of the associ-
ated directed polymer problem, Eq. (1)), the cavity Green’s
functions play the role of the effective random energy land-
scape seen by the polymer. Once the solutions of Egs.
are found, in order to compute 7 () we can thus proceed
in analogy with Derrida and Spohn, and write the following
exact recursion relations between the partition functions re-

J
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stricted to a branch of the tree originating from a node of
the m-th generation and the partition functions restricted
to the branches originating from the k neighboring nodes
of the next generation:

SN AN}

Iny1€01n

Z.(p)= |Gim—>i

m—1

Since 7; (B) and G; _,;  are correlated random variables,
for each value of the inverse temperature 3 the equation
above translates into the following recursive integral equa-
tion for their joint probability distributions on subsequent
generations of the tree:

k k k
Q®(G,7) = f dp()] [ (6,76 (Gl +e+ZGi) 5 (r— |G|ﬁZn) :
i=1 i=1

with the initial condition:
QP(G,t)= Jdp(e) (Gt +e)s(r—1).

The quenched and annealed free-energies can be finally
computed as averages over the probability distributions

Qéﬁ)(G, 7) on the root of the tree:

Parn(B) = ﬁln[ J dG ergm(c,f)f] ,

dq(B) = ﬁ JdG dr Qgﬁ)(G, 7)In7.

These equations can also be solved numerically from the
leaves to the root using the pool method described above.
Special care should be paid when analyzing the effect of
the finiteness of the size pool. In fact, as explained in the
main text, the glass transition occurring at 3, is driven by
the freezing of the Gibbs’ measure on the rare outliers of the
probability distributions, and a larger size of the pool allows
one to account for these outliers in a more accurate way.
We thus need to vary the number of elements of the pool
Q and carefully extrapolate the results to the Q2 — oo limit
(see Refs. [[75] [110Q]]). This approach can be used to study
very large trees, up to n ~ 128 [[75]]. The outcome of this
procedure is shown in Fig. [4 for W = 12, where the finite-
n free-energies are compared to the free-energy computed
using the population dynamics algorithm at large n.

i=1

(

Appendix C: Forward scattering approximation on the Cayley
tree

Within the FSA log IG(f)S"?Hl is a sum of iid random variables
with a finite variance, see Eq. (22)), and its probability distri-
bution can be computed exactly. To this aim it is convenient
to introduce the variable w; = log(|e;|/t) — log(W /2t).
Its probability distribution is then simply given by P(w) =
e"0(—w), with (w) =—1 and o2 = 1. One thus has:

log|G'a 1

0,i w
Y=—"=—= > w;—log|l —|.
n n nzi: ! g(Zt)

One immediately finds that (%,) = —log(W /2te) and thus:

n w
log|GB|) =———, with &' =21 (—)
(log|Gy: 1) . with & 2 v

Eyp diverges at W = 2et. However, it is not the localization
length, since the latter must be determined by the decay
rate of the maximal amplitude of |G(f)f?n| over the full set of
(k + 1)k™! sites at distance n from the origin. In order
to do this, we compute the probability distribution of the
sum ¥, = —(1/n) . w;, which can be easily obtained by
inverting its characteristic function:

Nagyn—1

P(W,)=——

—n¥,
—F(n) e o(#,).

From this analysis we immediately see that the effect of
the disorder W on the probability distribution of %, is triv-
ial and just results in a global shift by a factor log(W /2t).
Finally, by changing variable to #; = log(|G,y; [)/n +
log(W /2t), one obtains the probability distribution of the
propagators within the FSA approximation:



1 2tn\" (1og|Gy; |
P(|Gy ; = | — — 41
(1Goy, 1 I‘(n+1)( W) ( n Og(

Appendix D: Probability distributions of the propagators

The probability distributions of the propagators between
the root and the leaves for the Anderson model on the Cay-
ley tree are plotted in the left panel of Fig.|16|for three val-
ues of the disorder respectively in the weak disorder regime
(W = 1), in the “glassy” regime (W = 12), and in the lo-
calized regime (W = 24). These probability distributions
are characterized by power-law tails P(|Gy; |) o< |Gy; [
with an exponent u that decreases as the disorder is in-
creased. In addition, at weak disorder the typical value of
|Gy, | is independent of n, while at strong disorder it shifts
to smaller and smaller values as n is increased. In the figure
we also plot the distribution of the transmission amplitudes
obtained within the FSA for the largest value of the disor-
der (W = 24) and the largest available size (n = 28). The
FSA accounts reasonably well for the exact distribution, al-
though it overestimates the weight of large matrix elements
in the tails of the distribution.

Analogously, we have inspected the probability distribu-
tions of the transmission amplitudes |Gy | for the interact-
ing problem. The probability distributions are plotted in
the right panel of Fig. [16|for W = 1.75 (blue), W = 5.75
(green), and W = 14.75 (purple) and for n ranging from
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log |Gy ;
9( gl 0’”|+log(y)).
n 2t

W) g
2t |Gy |3/

(

12 to 16 spins (from light to dark). These probability dis-
tributions are qualitatively similar similar to the ones found
on the Cayley tree: They are characterized by power-law
tails P(|Gy,|) o< |G |7 with an exponent u that seems to
depend only very weakly on W and varies from y ~ 2 at
weak disorder to u ~ 1.9 deep into the MBL phase. How-
ever at weak disorder (W = 1.75) and for n large enough
the tails of the distributions exhibit a sharp cut-off at large
arguments above which P(|G,,|) decays fast to zero. The
existence of such cut-off is due to the real part of the self-
energies that regularize the poles in the perturbative ex-
pansion of the Green’s function in the metallic regime (see
Eq. (28)), and signal the onset of the ergodic regime. The
cut-off occurs at smaller values of |G, ,| when the system
size is increased. The other important difference between
weak and strong disorder is that in the former case the typ-
ical value of |G, ,| seems to be independent of n, while in
the latter case it shifts to smaller and smaller values as n is
increased. In the figure we also show the probability dis-
tributions obtained within the FSA for the largest value of
the disorder (W = 14.75) and for n = 18, n = 22, and
n = 26 (from light gray to dark gray). Similarly to the non-
interacting case, the FSA reproduces reasonably well the
exact distributions, although it overestimates the number
of large transmission amplitudes producing a heavier tail.
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