MIT BAG IN NON-SMOOTH CONVEX DOMAINS

KONSTANTIN PANKRASHKIN

Dedicated to the memory of my doctoral co-advisor Jochen Briining (1947-2025)

ABSTRACT. The Dirac operator with MIT bag boundary condition in a bounded convex domain
is shown to be always self-adjoint in the H'-setting. This allows one to show that such operators
appear as limit of Dirac operators with large positive mass outside the domain. Similar results
were previously known for smooth domains only.

INTRODUCTION

For n > 2 and N := 20" let ai,...,Qp, B be pairwise anticommuting Hermitian N x N
matrices with a7 = 3% = Iy, where Iy is the N x N identity matrix (see Appendix [A| for a
possible explicit choice). The Euclidean Dirac operator D,, with a mass m € R acts on vector
functions f : R® — CV by the differential expression

Dof = =i’ cwduf +mpy, 1)
k=1

and it is a central object in the relativistic quantum mechanics, see e.g. [37].

Now let @ C R™ be a bounded domain with sufficiently regular (e.g. Lipschitz) boundary
and outer unit normal v. By the MIT bag operator with mass m in {2 one means the operator
A% acting in L2(Q,CY) as f ~ D,,f on the functions f satisfying the MIT bag boundary
condition f = —ifa - v f on 0f), where we use the writing

T = Zxkak for any © = (21,...,2,) € R"
k=1
and denote a function on 2 and its trace on 02 by the same symbol for the sake of readability.
The precise regularity of the functions f in the operator domain guaranteeing “good” properties
of A? will be discussed below in greater detail.

The Dirac operator with the above boundary condition appeared initially in the physics
literature [13),17,24], in particular, as a model of quark confinement in hadrons. One of the in-
teresting features observed is that the MIT bag operator appears as the limit of Dirac operators
in the whole space with a large mass applied outside 2 [12], which explains the fact that the
MIT bag boundary condition is often referred to as the “infinite mass boundary condition” (and
it is usually considered as an analog of the Dirichlet boundary condition for the Laplacian).
While the study in the physics literature has a long story, it seems that the mathematically
rigorous analysis of the operator A% only became active in the last decade. For € with smooth
boundary and n € {2, 3} several authors [3,[7,9,131] have shown that the above operator A% is
self-adjoint if considered on the domain

{fGHl(Q,CN): f:—iﬂa-yfonaﬁ}. (2)
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As noted in [30], the result holds in any dimension as a corollary of more general results on
manifolds with boundaries [5,/6]. Moreover, if one denotes by E;(T") the j-th eigenvalue of a
lower semibounded operator 1" (assuming the usual numbering in the non-decreasing order with
multiplicities counted), for each j € N one has

E;((AR)?) = lim E;((B}} 1)), (3)

M —+oco

where Byl is the Dirac operator in L?(R", C") with mass m in Q and mass M in Qb

By oyt e Dof + (mlg+ Mlge)Bf = Duf + (M — m)1gsBf,

4
dom B;) ,; = H'(R",C"), @)

see |36 for n = 2, or [2] for n = 3, or [30] for arbitrary n. The relation ({3)) is usually viewed
as the mathematical expression of the infinite mass limit mentioned above. Note that there
are some extensions to unbounded domains [4] and spin manifolds [20], and some estimates for
the rate of convergence are available as well |2,/11]. It should be noted that the proofs of the
convergence are mainly based on the expression

H .
1481 Beomy = [ (947 +m? g2 ) dat [ (m 5 )IfPam, f e domall, (5

where H : x + trd|,v is the mean curvature of 9Q and H" ! is the (n — 1)-dimensional
Hausdorff measure, and on the use of tubular coordinates near 0f2. Remark that the same
expression also plays a central role in the spectral optimization [1].

While there is a vast literature on boundary value problems for Dirac-type operators on
domains/manifolds with smooth boundaries, see e.g. [5,6,/14,/15,22] and references therein,
the case of non-smooth boundaries is much less elaborated. The paper [28] studied the self-
adjointness of A% for the case n = 2 when  is a polygon, and it was shown that the domain
leads to a self-adjoint operator if and only if the polygon is convex (more generally, the
deficiency indices conicide with the number of concave corners). In [16] it was shown that A%
is self-adjoint on the domain if ) is a convex circular cone in three dimensions. As shown
in [8,/10,33], for bounded Lipschitz Q and n € {2,3} the operator AS! becomes self-adjoint if
considered on the larger domain

{f € HXQ,CY): Dyf € L*(Q,CY), f=—ifa-vf on 00},

and the paper [38] studied the local regularity of eigenfunctions. It should be noted that the
lost of regularity also destroys the proofs for , as the finiteness of the summands in the
crucially important identity implicitly means the inclusion dom A% < H(Q,CY). The
paper [11] contains an alternative proof of for n = 3 and smooth € with the help of the
resolvents, but its main constructions are based on the microlocal analysis, and no obvious
extension to non-smooth domains is expected. Overall, to our knowledge, there are no proofs
of the asymptotics for any non-smooth €.

The main goal of the present paper is to show that the above results for smooth {2 can be
extended to a large class of non-smooth but convexr (2. Remark that the convexity is one of the
standard assumptions guaranteeing maximal regularity for Laplacians with various boundary
conditions, see e.g. |21, Chap. 3] for most classical results or |25,26] for recent developments.
Before passing to rigorous formulations we recall that any bounded convex domain has Lipschitz
boundary [21, Corollary 1.2.2.3], hence, the usual machineries in Sobolev spaces (embeddings,
traces, extension operators) are available. Our central result is as follows:
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Theorem 1 (Self-adjointness). Let Q2 C R™ be a bounded convex domain with outer unit normal
v (which is defined a.e. on 0N)), and let m € R. Then the operator

AL fr Df, dom AL ={fe H'(Q,CV): f=—iBa vf ondQ}, (6)
is self-adjoint in L?(2,CN) with compact resolvent.
For the subsequent discussion we impose a better regularity of the boundary.

Definition 2. Let U C R" be a bounded domain with Lipschitz boundary. A point s € OU is
called regular if U coincides with a C'*°-smooth domain in an open neighborhood of s, otherwise
it is called singular. One denotes

0sU :={s € 90U : s isregular} (the reqular boundary of U),
OoU :={s € U : s is singular} (the singular boundary of U).

The domain U will be called piecewise smooth if its singular boundary is contained in the union
of finitely many compact (n — 2)-dimensional submanifolds of R™.

We show:

Theorem 3 (Quadratic form). Let @ C R™ be a bounded convexr domain with piecewise smooth
boundary and outer unit normal v (which is defined at least on the reqular boundary), then for
any f € dom ASL one has

H e
1481 ey = [ (1907 +m? gy do+ [ (mo+ 5 ) ppaneT,
where H : x — trd|,v > 0 is the mean curvature defined on the reqular boundary of Q.

By imposing an additional geometric condition we are finally able to extend to a large
class of non-smooth domains:

Theorem 4 (Infinite mass limit). Let Q@ C R" be a bounded conver domain with piecewise

smooth boundary, and assume that the mean curvature of the regular boundary is bounded.

Then for any m € R and j € N one has Ej<(A%)2) = Mhrﬁ Ej<(BT% M)Q), where the operator
——+00 ’

By} o acting in L*(R™,CN) is defined by ().

The assumptions of Theorem {4 are satisfied, in particular, if € is a bounded convex polyhe-
dron (i.e. a bounded domain obtained as an intersection of halfspaces), or a convex curvilinear
polyhedron (i.e. obtained as a diffeomorphic image of a bounded convex polyhedron), or is
a convex piecewise smooth domain obtained as the intersection of finitely many C°°-smooth
bounded domains. On the other hand, the assumption on the boundedness of the mean cur-
vature excludes e.g. the three-dimensional domains whose boundary has conical singularities
of the form x3 = /2% + 2. We believe that the assumption on the mean curvature is purely
technical, see Remark [20] at the end of the paper.

Our proof of Theorem [I] is presented in Section [T, and it is based on adaptations of some
constructions in Grisvard’s book [21, Sec. 3.2] for second-order operators. Remark |10|indicates
possible extensions. In Section [2] we derive some approximation results for Sobolev spaces. This
allows one to show the essential self-adjoitness of AS! on smooth functions vanishing near the
singular boundary (Lemma , which is an essential ingredient for the subsequent analysis.
In particular, it is used in Section [3| to prove Theorem (3| by transferring the results known for
the smooth case. Theorem [ is shown in Section [4] and is mainly in the spirit of the analysis
of [30], while a more involved choice of test functions is used, and the constructions with tubular



4

coordinates near 0f2 (which are now unavailable due to non-smoothness) are replaced by some
estimates for Robin Laplacians in exterior domains. The short Appendix[A] collects a necessary
information on the Dirac matrices.

1. PROOF OF THEOREM |[1| (SELF-ADJOINTNESS)

As a starting point let us summarize rigorously some results on smooth domains, see [30,
Lem. 2.1 and Prop. A.2].

Lemma 5. Let Q2 C R"™ be a bounded domain with C'*°-smooth boundary and outer unit normal
v, and let m € R. Then the operator A% defined by @ is self-adjoint in L*(Q,CY), and for
any f € dom ASY one has the identity .

As the parameter m only results in adding a bounded symmetric perturbation, it is sufficient

to show that the operator
A= A

is self-adjoint and has compact resolvent. The integration by parts show that A is symmetric,
and its self-adjointness is equivalent to the equalities ran(A + i) = L?(Q,CY). We will show
ran(A +1) = L*(Q,CV), as the other condition is proved completely analogously by adjusting
the signs.

Our constructions will be based on the following results of convex analysis, see e.g. [34,
Sec. 3.4] and [21, Lemma 3.2.3.2]:

Lemma 6. Let Q0 C R" be a bounded convex domain. There exist bounded convex C*°-smooth
domains 2, C R", p € N, such that Q C Q, for all p and dg(0€,, 052) P20, where dy stands
for the Hausdorff distance. In addition, one can find open subsets Vi, C R", k € {1,..., K},
with the following properties:

e for each k there exist Cartesian coordinates y’f, o ,yﬁ in which Vi is a hypercube,
Vi = {(y'f,,y,’i) : —a? <y§-€ <a§ for all 5 € {1,...,n}}, a§>0,

o for allp € N and each k € {1,...,K} there exist a Lipschitz function h* and a C°°-
smooth function h’; defined on

Vk’:{(y’f,...,y’;_l):—aé?<yf<a§C forallje{l,...,n—l}}

such that
Clk Clk
RF(2F) < BE(2R), (M| < 5 |h8(2h)] < 5 Jorall 2F €V},
QN Vi ={y" = (" 4f) € Vi: 2F € Vi, yh < W5(=M)],
QN Vi = {y* = (Fuh) € Vi: 28 € VL g < ()},
00N Ve = {y* = (5 0f) € Vie: 2F €V, ik = WF(2H)],
o0, NV, = {yk = () eV eV, of = h’;(zk)},

e 00 C U, Vi and 09, C Ur_, Vi for all p € N,

o for each k € {1,..., K} one has h’; 2220 hE wuniformly in VY,

o there is an L > 0 such that ’th(zk)‘ < L and ’Vh’;(zk)‘ < L for all a.e. 2* €V}, all
ke{l,...,K} and all p € N,

e for each k € {1,...,K} one has Vhy (") L2 VhE(ZR) for ae. 2F e V.
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Let us approximate by bounded convex C*-smooth domains 2, (with p € N) as in
Lemma [6] and consider the associated Dirac operators

A, = Agz’”,

P
which are self-adjoint in L*(Q,,C") by Lemma

Let g € L?(Q2,CY). For each p denote by g, Iy the continuation of g by zero to ), then due to
the self-adjointness of A there is a unique fp € domA with ( + i) fp = gp. Let H, be the
mean curvature of 0€2,, then H, > 0 due to convex1ty of €,, and by Lemma [5| we obtain

s on = 1Tl cn + 1o e, oy

= /Qp |pr|2 + |fp| dx + B /mp Hp|fp|2d7-[n—1 (7)
> [ (VP15 de = 15l o, 0.

Denote by f, the restriction of fp on (), then

l9l32@cn) = 13oll3ae, ey = (A + D

I foll ey < N follme,.evy < llgllz@cny, (8)

which shows that the sequence (f,)yen is bounded in H*(2, CV) and, hence, contains a weakly
convergent subsequence. To keep simple notation we assume (by replacing the initial sequence
of 2, by the corresponding subsequence) that f, P20 f weakly in H L(Q, CN) for some f €
H(Q,CY). We are going to show that f € dom A with (A +1)f = g, which will conclude the
proof of self-adjointness for A.

Due to the compactness of the embedding H'(2,CY) < L?(2,C") we have

1fp = Fllzz@ery == 0. (9)

Let ¢ € C(9,CN) and @, be its extension by zero on €,. Then @, € C>(Q,, CY) C dom A,
and

(9, 0) 2(0,cM) = (Gp> Pp) 12(0,,CN) = <(A + l)fp790p> 2@,

cN)
- <fp’ (4 — i)%>L2(Qp,CN <f”’ (Do — S01’>L2 (Q,CN)
- <fp’ (Do — i)90>L2 Q,cN) % <f (Do — 1)¢>L2 Q,CcN)’

Hence,
/Q (9(2). p(2)),, dz = /Q (f(2), (Do — Dp(x)) _da for all € C(9,CY),

which means (Dy +1)f = g in D'(2,CY). As f € H*(Q,CY) by construction, it remains to
check that f satisfies the required boundary condition.
Let Vi, V[, hE, h]]j and L be as in Lemma |§|7 and let v*(z*) be the outer unit normal for

at the point (zk, hk(zk)> € Ve N 9Q and v (2*) be the outer unit normal for Q, at the point
(zk, h’;(/“)) € Vp,NoQ,, ie.
— Vh* (%), 1 — VhE(ZF), 1
VR (") = ( = )2, v (2F) = ( S )2.
Lo VL [T
In order to show that the function f satisfies the boundary condition we need to check that for
any k € {1,..., K} one has




[ Jasisawyffamnt = | '(1+15a-y’f(zk))f( hE (e ’ \/1+ [Vrk(k) st = o,
Vi NO2 Vk/
and in view of the bound ‘th(zk)‘ < L this is equivalent to

b

By construction, the functions fp satisfy (1 +ifa - vp) fp = 0 on 012, with v, being the unit
normal for €2,,, which means that for any for any k € {1,..., K} it holds that

/ ‘(1—#160(”)‘]}“‘2(1%7171 :0’
Vkﬂan p77p

(1 +ifa - Vk(zk))f<zk, hk(zk)> '2dzk = 0. (10)

hence,

» (1 +ifa - V;f(zk))f;<zk, hk(zk)) Fdzk =0. (11)

Our goal is to pass to the limit p — oo in this last formula in order to obtain the required
identities . As a preparation let us derive some preliminary estimates.

Lemma 7. For any F € H'(R",C") any any k € {1,..., K} one has
2
/, ‘F(zk,h’;(zk)) — F(zk,hk(zk»‘ dzF 222 0.
k
Proof. Using the Cauchy-Schwarz inequality we have
2
// F(zk,h’;(zk)>—F(zk,hk(zk))’ dzF :/
k

S/l‘h];(z — h*(z ‘/hk(z ‘(9 L F(25, 1) ‘ dt dz*

hk (2F) 2
/h U9 F (R dt) a2

(Z’“)

!

< sup |hb(z ’/ |8ku] dy*
zkev] "
< sup hk< ) hk ’HFHHl (R™,CN) mo
zkeV/
due to the uniform convergence of h’;j to h* on V. O

Lemma 8. Let ' € H'(R",C") be a continuation of f on R", then for any k € {1,..., K}

one has
/ /
k

Proof. We need to show that

/Vk,np

First remark that due to one can find a ¢ > 0 such that

F(zk,h';(zk)) — ﬁ(zk,h’;(zk))rd 2720,

2
(zk, h’;(zk)>‘ dz* 2224 0 for the functions 7, := F — f, € H'(Q,).

||77p||H1(Qp,(CN) <cforallpe N. (12)

Furthermore, by assumption 7, — 0 weakly in H'(Q). Using the boundedness of the trace
operator H'(Q) — Hz(99) and the compactness of the embedding Hz(9Q) — L2(8Q) we
obtain

[ mppanet 2225,
[2/9]



and by combining with

/k’ Ty (zk, hk(zk)) ‘de

1
b [ (e ‘\/1 Vik(k)|
_,/1+L2//p

2
- aH «/7/
1+ 12 /Vkﬂaﬂ i 1+ L2 Joo np*d

/V / M
Now we estimate

// (20 (2 ))‘Zdzk :/w )
0

h’; z 2
< 2/ np ) v /hk(zk) Dyemp(2*,1) dt‘ dzF.

For p — oo the first summand on the right-hand side converges to zero by , and the second
summand is easily controlled using Cauchy-Schwarz inequality:

I8

we conclude that

(zk,hk(zk))rd LN (13)

dz"

k o1k k hy (&) k 2
7729(75 W (= )) +/hk(zk Oymp(2", ) dt‘
(

dzF +2

k(. k 2
hp(27) k k
/ 8, my(2*, £)dt| dz* <
h

— h*(z ‘/hk ‘8 k77 2F t)’ dt dz*

k(zk)
< sup |hb(z ’/ ]8 k1| 2dy”
ZheV) "
< sup |hE(F) — WMz “Wp“Hl(vkap)
zkev)
use (12): < ¢ sup |hh(z") — hk(zk))w—o%O
zkeV)]

due to the uniform convergence of i to h* on V}.. Il

Let k€ {1,...,K} and let F € H'(R",C") be an arbitrary continuation of f, then

| Ba- V*(2F)|| < 1 and || - u]’,f(zk)H <1forallp € Nandae. eV, (14)
Ba - vE(2F) 25 Ba- 1R (2F) for ae. 2F € V. (15)

Using the representation
(1 +ifa - Vk(zk)>f(zk, hk(zk)) = (1 +ifa - Vk(zk))F(zk, hk(zk))
= (iﬁa R () —ipa- V;f(zk))F<zk, hk(zk))
T (1+1Ba- () (F(zk, W) — P (2, h’;(zk)))
+ (1 +i8a- v (z9)) (F(
+ (1 +ifa - V;f(zk))f;,(zk, h’;(zk))>

we obtain

Js

k

f It ::/
or I, .

k

(1+iBa - vF (M) (5, hH(EH) Fdzk <AL+ P+ BT (16)

(iﬁa VR (2F) —iBa- u;f(zk)>F(zk, hk(zk)> ‘dek,



[5 = v (1 +ifa - V;f(zk)) (F(zk, hk(zk)) - F(zk, h’;(zk))> dzF,
I;’ = v (1 +ifa - V;f(zk)) (F(zk, hl;(zk)) - fp(zk, hl;(zk))) 2dzk,
I;l = v (1 +ifa - V;f(zk))f;(zk, hl;(zk)) Fdzk 0.

In virtue of and , the dominated convergence theorem implies II} 2200, Using
again we estimate

2
I2<4 v F(Zk, hk(zk)) - F(zk, h];(zk»’ dz* 22 0 by Lemmal[7],
~ 2 oo
I} <4 v F(Zk,h';(zk)) - fp(zk,h';(zk))‘ dz* 222 0 by Lemma 8]

This shows that the right-hand side of converges to 0 for p — oo, hence, the left-hand side
is zero. The proof of self-adjointness is completed.
For the sake of completeness we include the following standard assertion:

Lemma 9. The graph norm of A on dom A is equivalent to the H'-norm, and A has compact
resolvent.

Proof. The self-adjointness of A implies that dom A is complete with respect to the graph
norm. At the same time, dom A is also complete with respect to the H'-norm being the kernel
of the bounded linear operator H!(R™",C") 5 f — (1+iBa-v)flaq € L*(092). The embedding
operator (dom A with H'-norm) > f + f € (dom A with the graph norm) is obviously bijec-
tive and bounded, hence, its inverse is bounded due to the closed graph theorem, and this shows
that the both norms are equivalent. It follows that dom A with the graph norm is continuously

embedded into H'(Q, CY) and, therefore, compactly embedded in L?(Q, C"), which gives the
conclusion. 0

Remark 10. One easily sees that the convexity was actually used only to establish a uniform
upper bound for the H'-norms of the functions f;, in . In fact, the proof can be adapted to a
larger class of domains of §2 as follows. Let us drop the convexity assumption but require instead
that Q can be approximated (in the sense described in Lemma @ by C*°-smooth domains €2,
such that the mean curvatures H, of their boundaries are uniformly bounded from below,
H, > —2m for some m > 0. Then one can consider the operators A := A? and A, := A
If g € L*(Q,CN) and §, are its extensions by zero to Q,, then we can find f, € dom A, with

(/Tp +1)f, = gp, and @ can be replaced by
9 720,cn) = ngH%Q(QP,(CN) = [|(4p + i)fp”%?(szp,cfv) = HAppr%%Qp,(cN) + prH2L2(Qp,(CN)
N ~ HN ~ o
= [, (95 + G e DI ot [ (mot 52 ) Par
> [ (VAR +15E) de = 1l @, v,
P

and the rest of the proof remains literally the same, which provides the self-adjointness of A
for such (2. Simple geometric considerations show that for n = 2 these observations apply, for
example, to curvilinear polygons without concave corners.



2. APPROXIMATIONS

In this section we establish several approximation results for Sobolev spaces on piecewise
smooth domains. The constructions are inspired by |18]. We need first a simple result on the
approximation of non-smooth domains by smooth ones.

Lemma 11 (“Rounding the corners”). Let Q C R"™ be a bounded conver domain, then for
any open meighborhood Vo C R™ of its singular boundary 0o$2 one can find a bounded domain
Qo C R™ with C*°-smooth boundary such that ) and 2y coincide outside Vj.

Proof. Without loss of generality assume that 0 € €2, then due to convexity we can describe
(2 using polar coordinates,

Q={r0: 08", 0<r<R@O)}, 02={R0O)0:0es"},
with a Lipschitz function R : S"~! — (0, 00) which is C*°-smooth on the open set
Seoi={0 €81 R(0)0 € 0,0} CS" .
Remark 0,2 is compact and that the Lipschitz map

0 : R”\{O}B:m—)ﬁégnl
i

is the inverse of § — R(0)6, which means that Sy := S"™'\ S, = I1(9,1?) is a compact subset
of the open set Oy :=I1(V,) C ™!, and {R(Q)Q : 0 e So} =0y C Vj.

We now choose two open neighborhoods 01, O, of Sy in S"~! such that ©, C ©; and ©,; C 9.
Due to compactness of ©; there is an € > 0 such that

{7’9: 0 € O, ’T—R(Q)‘Sﬁ}CVOa

and we can choose a C*-function R; : ©; — (0, 00) such that ‘Rl(ﬁ) - R(@)‘ < e forall § € O;.
Now choose a cut-off function x € C*(S"!) with 0 < y < 1 such that suppy C ©; and y = 1
on Oy, then Ry := (1 — x)R+ xRy : S"' — (0,00) is smooth, and the graphs of 6§ — R(0)6
and 0 — Ry(0)0 coincide outside V. It follows that the domain

Qo= {r0: 0 €S, 0<r < R(0)}
satisfies all the requirements. O

The following assertion is [18, Lem. 2.4] with a reformulation adapted to the subsequent use:

Lemma 12. Let y € C*(R) with 0 < x <1 such that supp x € (—1,1) and x =1 in an open
neighborhood of 0. For o € (0,1) and n € N define functions

Pan: [0,00) Dt — min{t*, 1}(1 — X(nt)) € R.
Then one can choose «; 2% 0 and n; I2% o such that the functions
Vi RS2 poym, (|x|) €eR
satisfy:
(a) for any j one has 0 < 1; <1, the function 1; vanishes in an open neighborhood of 0 in
R, and v;(z) 251 for all x # 0,
(b) 1 f — fllanmey = 0 for any f € H'(R?),

(c) there is a constant C' > 0 such that ||¢; f|| w2y < C|| fll w2y for any f € H'(R?) and
any j € N.
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Remark that [18] only states (b) explicitly. The part (a) follows from the explicit structure
of 1, and (c) follows from (b) in virtue of Banach-Steinhaus theorem.

Lemma 13 (Cut-off near a submanifold). Let n > 2 and I" be a compact (n — 2)-dimensional
submanifold in R™. For x € R™ let d(z) be the distance from x to I'. Then the functions
@j = 1; od with v; from Lemma[13 satisfy

j*)OO

loif — fllm@n = 0 for any f € H'(R™). (17)

In addition, ¢; = 0 in an open neighborhood of T', with 0 < ¢; < 1, and ¢;(x) ERicNy for any
reR"\T.

Proof. For r > 0 denote By(0,7) := {x € R?: |z| < r}. It is a classical result of differential
geometry that for some sufficiently small € > 0 the e-neighborhood I'. of I' admits a tubular
neighborhood, see e.g. [27, Thm. 10.19]. In the coordinate form this means that one can cover
I'. by finitely many open sets Vi,...,V} such that for any s € I'; := V, N I" one can choose an
orthonormal basis (nl(s), ng(s)) in the normal space to I' at s depending smoothly on s and
the maps
Oy Ty x By(0,€) 2 (s,t1,t2) = s+ t1ni(s) + tana(s) € V4,

are diffeomorphisms, with d(@g(s,tl,tg)) = /t? +t3 = |t|, and the map f — f o ®, defines
an isomorphism between H'(V;) and H' (Fg X By(0, 5)) Without loss of generality we assume
that € € (0,1).

Let f € H'(R™). Note first that by construction one has ¢;f = f outside I';. Furthermore,
for x € I'; \ I'. and all sufficiently large j one has (p;f)(z) = d(z)* f(z), and using o; — 0
and the dominated convergence theorem we arrive at |¢; f — f| 20 \r.) —— 22%% 0. In addition,
for the same x one has

Vs f) (@) — V() = d@)V () — Vf(z) + ajm fa),
2 o ) ) vd 12 .,
/WE \Wwf)(x) - Vf) dz < 2/ﬂ\ﬂ |9V f — V f|*dz + 203 /ME oy | 1P

The first summand on the right-hand side of the last inequality converges to zero by the
dominated convergence theorem, while for the second summand we have

vd 2
204? /
Fl\FE
Jj—00

? 2 20‘]‘ 2 Jj—oo
| £z < [ e 220,
d = I\Tl.
The above considerations show that [|¢;f — f[l 1 gmrr = 0, and it remains to check

c2(1—ay)

loif = fllaraey —— I2% 0. In view of the preceding discussion it is sufficient to show that for
each £ € {1,... L} one has
Fi 25 Fin H' Ty x Ba(0,2)),  fi = (pif) o @i, fi=fody

One has f;(s,t) = 4;(t)f(s, 1), in particular, V,f; = V,f, and
£ £ 2 fr— . . —_— . 2
||f] - f”Hl(F@XBQ(O,S())) - /Fz <H’¢ij(8, ) f(37 )’ H1(B3(0,¢))
05Vt () = T (5, ) a0 ) IH2(5)

The subintegral expression admits integrable upper bound and converges to 0 for a.e. s € I'y

as j — oo by Lemma so the whole integral converges to 0 for j — oo by the dominated
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convergence theorem. This completes the proof of , and the remaining claims on ¢; follow
from the properties of ¢; in Lemma . O

Corollary 14. Let 2 C R"™ be a bounded domain with piecewise smooth boundary. Then one
can find functions p; € C*(R™) with j € N such that

0<p; <1, p;=01in an open neighborhood of 02, p;(x) EmaNy | for a.e. x € R"
and p; f EmiN fin HY(Q) for any f € H'(Q).

Proof. Let I'y, ..., 'k be compact (n—2)-dimensional submanifolds whose union contains do2
and denote by di(x) the distance from x € R" to T'y.

Let f € HY(Q) and j € N. Denote hy := f, then for each k € {1,..., K} successively use
Lemma (13| to choose j; > j such that the function hy, := (¢;, o dy)hy_1 satisfies

1
Dy — hy— < .
I = bl oy < =72
By construction one has
K
hi = p;f, H Vj, o dy),

1 1
105f = fllae) = lhx = hollm@.cvy < Z [ = b1l o,en) < K- —= = -,
k=1 JK

hence, p; f EmiN [ in H'(2). The function v;, o dy vanishes in an open neighborhood of T,
so p; vanishes in the union of these neighborhoods (which is also an open neighborhood of
0o§2). For j — oo one has ji, — oo for each k, hence, ¢, o dy(z) — 1 for x ¢ 'y, which

implies p;(z) 2% 1 for any = ¢ Ui, T'y. Finally, the required bound 0 < p; < 1 follows from
0 <; <1 (Lemma . O

Corollary 15. Let Q C R™ be a bounded convex domain with piecewise smooth boundary and
m € R, then the Dirac operator A% is essentially self-adjoint on

domy A {f € dom AQ . f =0 in an open neighborhood of OOQ}.

Proof. Let p; be as in Corollary and f € dom A?. As the boundary condition for A$!
is invariant under multiplication by smooth scalar functions, one has p;f € domgy A%, with

pif EmiaN fin HY(Q,CY), and the conclusion follows by Lemma O

Lemma 16 (Essential self-adjointness on smooth functions). Let Q@ C R™ be a bounded con-
vexr domain with piecewise smooth boundary, then for any m € R the Dirac operator A% is
essentially self-adjoint on

dom,, A? := {f € dom AS! : f € C®(Q,CY), f =0 in an open neighborhood of 809}.

Proof. Let f € dom A and ¢ > 0. By Corollaryone can find a function A € dom AS! which
vanishes an open neighborhood U of 9y and satisfies ||h — f||g1(ocvy < 5. Choose bounded
open neighborhoods Vi and V' of 0y€2 such that Vy, C V and V C U, then pick a function
X € CX(R™) with 0 < x < 1 such that suppy C V and xy = 1 in V4. The map

HZ(9Q,CY) 5 ¢ — (1+ifa - v)(1 — x)p € H2(0Q,C")



12

is a bounded linear operator (being a multiplication by a smooth matrix function compactly
supported on the regular boundary), and we denote its norm by Cy. Furthermore, it maps the
subspace

{ € H2(00,CV) : suppy C 0.0, ¢ € C(02,CY)}

in itself and, in addition, (1 +ifa-v)(1 — x)¢ = (1 +ifa - v)p for supp ¢ C N\ V.

Now let ©y be a bounded C*°-smooth domain which coincides with  outside Vj (see
Lemma [11). For any ¢ € H2(9€) there is a unique F € HY () with AF = 0 in
and F = ¢ on 0%, and the associated Poisson operator & : H2(99) 3 ¢ — F € HY () is
bounded with & (C”(@QO)) C C*(Qy), see [23, Theorem 11.14]. Remark that for any func-
tion ¢ defined on 02 we can consider (1 — x)¢ as a function defined on 9§y and vanishing on
Vo N 0. Similarly, for any function vy on €y one can consider (1 — x)vg as a function on 2
which vanishes in V) N Q2. With these identifications we conclude that

£: H9,CY) 3 o= (1-x)(& @ In) ((1 = x)¢) € H'(Q,CY)

is a bounded operator, and we denote by C; its norm. Moreover, it maps C*°(992) to C>(12)
by construction, and Ep = ¢ on 0N for any ¢ € C*°(0N2) with ¢ =0 on V N ON.

Let h € H'(R",CV) be an arbitrary continuation of the above k. Consider its convolutions
h. == h * p. with standard mollifiers p., and let h. be their restrictions to €2, then h. €
C>(Q2,C"). Having in mind that h = 0 in U and the support of h. is contained in the e-
neighborhood of the support of h we conclude that we can choose ¢ sufficiently small such that:
the function g := h. € C>(Q,CY) satisfies g = 0 on V N Q) with

. €
lg = bl @er) < 3’ lg - hHH%(ﬁQ) = 3CoCy

Consider the function v := g — £(1 4+ ifa - v)(glsq). Due to the above considerations we have
v € C®(Q,CY) with v = 0 in Vj, and (1 +iBa - v)(v]se) = 0, i.e. v € domy, A. In addition,
using (1 +ifa - v)(h|aq) = 0 we obtain

<C
HL(Q,CN)

(1 +iBa-v)(1—x)(glaa — hlaa)

v = gllmoer) = €0 +i6a-1)(glon) (1 +ifav)(glan)

1
HZ2(09,CN)

< C1Gollg — A

C <<
= 1 2
' HE(9Q,CN) HZ(0Q.CN) 3’

therefore,

19 19 19
lv = fll@ex) < v = gllmaey +llg = hllmqen + Ik = flmaen <5+ 5+ 5 =<

and the claims follows due to the arbitrariness of e. O
3. PROOF OF THEOREM (3| (QUADRATIC FORM)

As a simple application of the preceding approximations we show that the formulas for the
quadratic forms of A2, and B?, ,, previously obtained for smooth Q are also valid for convex
piecewise smooth 2. The following assertion completes the proof of Theorem

Lemma 17. Let Q C R"™ be a bounded conver domain with piecewise smooth boundary, then
for any f € dom A one has

H
Q 2 _ 2 2 2 2 n—1
148 1 B qem = [ (IVH2 +mlfP)do s [ (m+ 5 )1pPanet,

where H is the mean curvature on OsS).
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Proof. Let f € domg Af (see Lemma [16) vanish in an open neighborhood V; of 9,Q2. By
Lemma (11| one can find a bounded C'*°-smooth domain €2y coinciding with €2 outside V4. Define
fo:Q — CN by fo:=fin Q\Vo=Q\V; and f; :=0in Qo N Vg, then fy € dom A% with

Vfy=Vfand AN f = A% fin Qp\ Vo = Q\ Vg,
Vfy=0and A% fy =0in Qy NV, Vf=0and A2f=01in QNVj,
fOZfOHaQO\%EaQ\‘/O, fonon(?QoﬂV, f:OOIlanV
In addition, the mean curvature Hy on 0€) satisfies Hy = H on 0 \ Vo = 9Q \ V. Hence,
HA?nf”%%Q,(cN) = HAranH%Q(Q\VO,(CN) = ||A?n0f0||%2(90\vo,<clv) = HA%OJCOH%%QO,(CN)

H
(use Lemma [f]) :/ <|Vfo|2+m2|f0|2> dx—l—/ (m—i— 0>|fo|2d3’-[”_1
Qo GO 2

= [ (9P el ) o [ (ot Al e

Q0\Vo
= [ (Vs el o [ ()P ae
—/ <|Vf|2+m2|f| )dx+/ <m+ >|f|2d7-[" !

Hence the required formula holds for all functions in domg AS!. Remark that H can become
unbounded near 0y€2, so some attention is needed when extending to the whole domain.
Let f € dom A and p; be as in Corollary , then for f; := p;f € domg A%} we have

1481 3y = lim AL S Baqcn)

:jh_{go [/ (|Vf]’2+m2’fj|2) dx"‘/ <m+ >’f3|2 dH"™™ 1]
By Corollary [I5] we have
L (987 +m1fi) do 22 [ (1942 4 m?lf17) do,
|omlpiParet 22 [ g2 g
)
Furthermore, |f;| < |f| with fj( ) —— 1o, f(z) for a.e. x, and Fatou’s lemma yields

[P an 2 [ Sy
which concludes the proof. 0

As a preparation for the next section we use similar ideas to show an analogous result for
the Dirac operator Bi} ), on R" defined in ().

Lemma 18. Let 2 C R" be a bounded conver domain with piecewise smooth boundary and
m, M € R, then for all f € dom BY m. it holds that

1B s eqencvy = [ (1957 +m?lfP)da+ [ (1977 + 22 /) da
+ (0 =m) [ (1P-f12 = [P f12) ar, (18)

1 Fifa-v(s)

where Py(s) == 5

for s € 0,.52.
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Proof. Recall that the formula is already proved for smooth 2 in [30, Lemma 2.3]. Assume
first that f € H'(R",C") and vanishes in an open neighbhood V; of 9yQ2. By Lemma (11| one
can find a bounded C'*°-smooth domain €2y which coincides with €2 outside V{. Let 1y be the
outer unit normal on 9y and consider the respective pointwise projectors

1
P:I:( ) = $lﬁo2é (s ), s € 0f),

then PYf = Pyf on 9Q\ Vy. Due to Bf}l, ul = szl?M f one can use the already known formula
for the smooth €2y as follows:

HB MfHL2 R™,CN) HBQOMJCHL2 R~,CN)
= /Qo |Vf|2+m2|f|2)dx+/gg (Wf|2+M2!f|2>dx
+ (M =m) /{m (IP2fP = [PLFI?) A
= o (TIE 2 2)dat [o(1VIF + A1) o
+ (M — m)/

000\ Vo

N /Q\Vo (Wf|2 * m2|f\2)d:c + /Qc\vo (‘Vf|2 + M2’f|2)dx

s 0r=m) [ (1P PP

BONG

= [ (VAP + w2l )t [ (1911 + 0217 de
+ (M —m) /89 (IP_f2 =Py f2) dm .

(IP2f1P = |PLFP)am

Hence, the required formula holds for the functions vanishing near 9y). By Lemma [12] the
operator B,%j u Is essentially self-adjoint on the set of all such functions, which allows one to
extend the formula by density to the whole of dom By} . O

4. PROOF OF THEOREM (4| (INFINITE MASS LIMIT)

In this section the domain €2 and the mass parameter m in €) are fixed, and we abbreviate
A= A% By = B,%M.

Recall that dom, A is defined in Lemma [16] Le us briefly discuss some geometric ingredients
appearing in the constructions below. For s € 0,2 the shape operator W (s) : T50,8) — T5052
is defined by W (s) := d|sv. Its eigenvalues k1(s),...,kn,—1(s) are the principal curvatures of
the boundary at s. One often uses the Jacobian (with I being the identity operator and ¢ > 0)

J(s,t) = det (I +1W(s) )Ef[( 1+ tr;(s )El+§Hk(s)tk, (19)
with Hy(s) := > Ki(s) ... Kk (s), ke{l,....n—1}

1<j1 < <gr<n—1

In particular, Hy = k1 + -+ k1 = H.
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4.1. Upper bound. Let j € N and denote E := F;(A?). Let ¢ > 0, then by Lemma and
min-max principle one can find a j-dimensional subspace F' C domg, A such that

1AL 0.0

max <E+e K
fer\{o} Hf||2L2(Q7<CN) -

Due to convexity the map S : Q¢ — 9Q given by the rule |z — S(z)| < |z — y| for any y € 9Q
is a well-defined Lipschitz function. For any f € F denote by f its extension to R" by

f(z) = f(S(:L‘))e*Md(’”), d(z) = dist(z,09), =z e Qb

and consider the j-dimensional subspace F := { ]F . f e F} c HY(R™, CY). Our goal is to show
that for some ¢ > 0 and all sufficiently large M > 0 one has

B n
| Mf||L2(R ,CN) <E+5+i

< : (21)
feF\{O} “fHL2 R%,CN) M

then the min-max principle implies first limsup E;(B3;) < E + ¢, and due to the arbitrariness
M—+o0

of € one obtains the upper bound

lim sup E;(B3;) < E = E;(A?). (22)

M ——+o00

Now let us show (21). For any f € F one has P.f = f and P_f = 0, hence, with
f:= fla € F C domy, A one can rewrite the expression of Lemma [18|in the form

1By T e ey = [ (912 + 215 P)de+ [ (mo+ 21 g Pame
+ [ (VIR 2o - [ (M+)|f| ap!
= HAfH%?(Q,(CN) + Ru(f),

Ru(F) = [ (VTP +0P7R)ae = [ (322 FRare.

(23)

Let us derive an upper bound for Ry, (f) using local coordinates. Remark first that one
can find a compact subset K C 0,2 with supp _ﬂag C K for all f € F, and then f(x) =0
for all z € QO with S(z) ¢ K. We further choose open subsets Vi,...,Vp C 90 such that
K C V4 U...UVp and each V, is covered by a local chart ¢, : R"™! D U, — V), and we pick
Xp € COO(V) such that y;+---+xp=1o0n K. Then y;0S+---+xpoS =1 on supp f NQL
for all f € F. Furthermore, the maps

P, U, x (0,00) 3 (s,t) = p(s) + tv(gop el

are diffeomorphisms satisfying the identities d ( (S, ) =tand S ( ) ©p(S).
Let f € F and denote f, := f o ®,, then f,(s,t) = f(gop( ))e Mt for all (s,t), and the

partition of unity x, oS and a standard change of variables yield:
4 2 2 Hyi\ 2o n—1
=3 0w o (VTR + M) dw = [ (M + ) 7R
=1 o0 2
P
=3 [ xulel®)

p:l P

L7 (19400506l )79 fy 5,00+ M2 (s, ) )y s,
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_ (M + Hl((’g"(s))> ‘fp(s,o)f] det g, (s) ds,

with matrices

n—1

Gp(s,t) == <<(1 +1W,(s))050(s), (1+ th(s))6k¢(s)>> 0

7,k=1 )
0 1
n—1

gp(8) = (<8jg0(s), ak¢(8)>)j,k=1 . W, =Wogy,.

and Jacobians J,(s,t) = J(gpp(s),t>, see (19). As W,(s) is self-adjoint and its eigenvalues
(the principal curvatures) are non-negative due to convexity, the min-max principle implies
Gp(s,t) > G,(s,0) = g,(s) & 1 resulting in

Gyls.0) < G50t = ()7 1),

Hence,

<Z/ Xp ©p(s [/Om(<vsfp(8,t),gp (s)Vs fp8t> ‘atfpst‘

+M2‘fp(s,t)‘2) Jp(s,t)dt — <M—i— W)‘fp (s,0) ‘ ] det g,(s)ds

- i{‘/l]p Xp(@p(s)) [/OOO (<st(90p(8)>,gp_l(s)vsf(@p(s))>e—2Mt

2 H,y p\S 2
+ 207 f(ipy(5) ) | eQMt> (s, t)dt — (M + W) £ (u(s))] ]

det g,(s) ds.

A simple direct computation shows that

o 00 n—1 Ll
0 oM Jo TP oM (2M)k+T

and there is a C,, > 0 such that for all s with ¢,(s) € supp x, and sufficiently large M one has

oo 1 Hl (9017(5)) C
—2Mt < P
/0 Tols,t)e " dE < o (M T ) NS VEs

k=1

which results in

D =X [ 3o60t0) 557 (T (290" (9.1 60

2C 2 C =0
+ 2| (ao)[*| Vet o) as < 4 nc

for some constant C' > 0 independent of f and M. In addition, one can find another constant
Cy > 0 with || f]|% @a.cy) < C’IHfHLQ(Rn cny for all f € F, as I is finite-dimensional. Hence,

Ru(F) < €41

Hmew oy forall f € F.
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By inserting this estimate and into the representation (23 we obtain for all f eF \ {0}:

CcCy
1B f11% o (B +e)llf Iz em +

IIfIILz Rn CN) cC
< i ( <E+4et Ml,
||f||L2 R™,CN) HfHL?(R",(CN)

which shows the sought estimate (21 with ¢ := CC}.
We make a side remark that the upper bound did not require the boundedness of H.

4.2. Lower bound. We start with a preliminary estimate:

Lemma 19. Let the mean curvature H of 0582 be bounded, then for some ¢ > 0 one has
H
- 2 2| £12 _ H 2 -1~ 2
Ro(F) = [ (98P + 1P de = [ (74 5 )IgPawe = —c [ [fPda
for all f € HY(QL) and v > 0.

Proof. We adapt some constructions from [32, Thm. 2]. Denote I := 0, x (0, c0) and remark
that the map ® : IT 3 (s,t) — s + tv(s) is a diffcomorphism between II and ®(IT) ¢ QF. For
any f € C°(R™) one has, using the standard change of variables,

Rz [ (021 R)do— [ (v )iffane

o0

- (\(Vf)(@(s,t))f+v2\f(<1>(s,t>)!2> J (s, 1) dt dH" 7 (s)

H1<S) 2 n—1
7). <7+ 5 )(f(ﬂb(s,o))] dH"(s)
with J given by ((19). Furthermore,

(v (asn)| >

, (24)

2 ‘

(v(s), (VF)((s,1)))

hence,

Ry(f) > R(f) = /WQ [/Om (]atg(& O ++7g, t)12> J(s,t)dt
(25)

H 2
— (7 + ;)’9(8,0)’ ]d’H"‘l(s) with ¢g:= fo®.
We further consider the function h := v/Jg, then

h Oth  hoyJ
dugl? = o u| = |2 _ hod
|tg| t\/j

2

oJ
8t th

=175 =~

1 opJ O J
= J<|E9th|2 — t—8t|h|2 + ( é > |h|2>
therefore,

R(f) = /amﬂ{ [ (100 = 2T an + (2T hp 4 2
— (v + H12(5)>|h(s,0)]2] dH"(s).
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Remark that

0] (s, 1) I~ A5(s)
1 — 1 ==Yy ——
2(](5’ ) 281} OgJ S, t atz Og( +tﬁ7] )) 2 ; 1 +tl€j($)’ (26)
atJ(S7t) . 1
27(s,0)|,_, ~ 27
and the integration by parts yields
o0 (9t i GtJ(s, ) 2
J ( 2J(s at’h ‘)dt_[_z](,)‘ %! t0+/ ( )‘h o]
Hy(
= 1 +/ at( ) t)‘ dt,
and the substitution into the preceding expression for R, (f) gives
, 00 2 2 2 n—
R= [ 7 (Jounts. 00 + 22,0 ) dt =5 (s, 0] ]d’H (s)
- (27)

L () () e

[h(s, 0)]2 = —/OOO 8t’h(s,t)‘2dt =— /OOO 2%(@M,S,t)h(s,t)> dt

Using

g/OOOQ‘ath(s,t)\ st t</ (]at st +fy\hst‘>dt,

we show that the first integral in is always non-negative. To estimate the second integral

in (27)) we use :

OJ(s,t)\ 1 ky(s)? n—1 )
<2J(8,t)) B _§j=1 (1—1—?5@(8))2 Z = 2 Hs)",

(9tJ @J 3tJ n
— > — =
at(2j>+<2j) 6t(2J) “
The substitution into (27)) gives
—c/ / |2 dt dH Y ——c/ / ‘
:—c/ |f]2da:2—c/ |f|? da,
®(I1) ol

and using (25)) we arrive at
R,(f) > —c/n f[2 da for all f € C2(RY),
Q

J(s, t)dtdH" ' (s)

which extends by density to all f € H'(QF). O

With the lower bound of Lemma at hand, the remaining analysis is very close to the
constructions in [30, Sec. 5.3]. We use the formula for ||BMf||%2(Rn cwy to obtain

|Butf g vy = |, (19 +m?lf12)da
1

[ (m—m >|fy AH" ' 4+ 2(M — m>/my7>,f|2d7{”*1
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+ UQC (\Vf!Q+J\42|f!2)dgc_/aQ (M_ \/1M+ I;f)’f‘QdHM]

1 H
> 2 2 £|2 < _ ) 2 19/n—1
_/Q(|Vf| +m?|f] )dx+/m m— et )|
1
_ 2 n—1 2 94/ _ _

where the term is the square brackets was estimated from below by Lemma [19] Using the
Neumann decoupling of  and QF along 99 and the min-max principle we conclude that for
any fixed 7 € N and all M > 0 one has

E;(Biy) > Bj(Ky & Cy %), (28)

where K/ is the self-adjoint operator with compact resolvent in L?(2, CV) whose sesquilinear

form kjy is defined on dom ky, := H'(Q,CY) by
ku(f. ) = [ (1941 +m?| ) da

+f (m-—

m—

e vM

and I° is the identity operator in LZ(QE,CN ). Due to the upper bound the eigenvalue
E;(B3,) remains bounded for M — +oo, while C) Moty 400, and yields

lminf E,(BY,) > lminf £ (). (20)

E 2 n—1 _ 2 n—1
+2)|f| a4 2(M = m) [P faH

For each f € H*(Q, CY) the function M — ky(f, f) is monotonically increasing, with

{fE () domky, : SupkM(f,f)<oo}—{f€H1(Q,CN): P,f:00n8Q}:domA,
M>0

M>0
and for any f € dom A one has Mhrﬂ kv(f, f) = ||Af||%2(Q cvy- Hence, the monotone con-
—+00 )
vergence principle implies Mlirgrl E;j(Ky) = E;(A?), see [35,39] for the general theory or [30),
— 400

Prop. 7] for the most adapted formulation. The substitution into gives the required lower
bound liminf F;(B3,) > E;(A?).
M—+o0

Remark 20. While the boundedness of H is explicitly used in Lemma [19] we believe that
this assumption is technical and can probably be avoided by applying more advanced proof
methods. It is implicitly supported by the fact that the boundary integral containing H in the
expression for ||A% f||? in Theorem [3| turns out to be always finite, while H can be unbounded.
The proof of Lemma does not exploit the tangential derivatives, as they are dropped in
the step . One may expect that these tangential derivatives can actually compensate the
unbounded curvature terms (using the idea that a Schrodinger operator with an unbounded
negative potential may still remains lower semibounded). Nevertheless such an improvement
would require a very advanced analysis (like a control of unbounded curvatures near the singular
boundary), which goes significantly beyond the scope of the present work.

APPENDIX A. DIRAC MATRICES

The most frequently used choices for the Dirac matrices o and [ entering are based on

the Pauli matrices
(01 {0 —i (1 0
g1 = 1 0/ 09 (= o) O3 ‘= 0 —1)°
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For n = 2 one has N = 2, and the standard choice is ay, := oy for k € {1,2} and  := o3. For
n = 3 one has N = 4, and one often uses

L 0 Ot L Ig 0
Qg = (Uk 0)7 k6{17273}7 B_ <O _]2>7

where Iy is the 2 x 2 identity matrix. For higher dimensions one can use various iterative
procedures: see e.g. |19, Chapter 15] or |40, Appendix E] for a general theory, or |29 Sec. 2.1]
for a more specific description. We remark that the choice of o, and 3 is unique up to similarity
transforms and sign changes, as described in the aforementioned references, and all associated
Dirac operators are unitarily equivalent to each other.
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