J. Appl. Prob. 19, 664-667 (1982)
Printed in Israel
0021-9002/82/030664-04 $00.65
© Applied Probability Trust 1982

THE STRUCTURE OF ELEMENTARY PURE BIRTH PROCESSES

DIETMAR PFEIFER.* Technical University, Aachen

Abstract

A complete characterization of elementary pure birth processes is given by
means of record counting processes from independent (non-identically) distri-
buted random variables.

PURE BIRTH PROCESS; RECORD VALUES; COUNTING PROCESS

1. Introduction
Call a pure birth process {N(t); ¢t = 0} with standard transition probabilities
p,.m(s,t):P(N(t)=m|N(s)=n), nm=0, 0=s=t¢
and N(0) =0 elementary if
1) {N(t);t =0} possesses right-continuous paths;
) all birth rates

1
/\,,(t)=L11}(1’Ep,._,.+.(t,t+h), nt=0

are positive and finite;

3) for the sequence {X,;n =0} of jump-times given by X, =
sup{t Z0; N(¢) = n} all finite-dimensional marginals are abso-
lutely continuous with respect to Lebesgue measure.

It is the aim of this paper to show that {X, ; n =0} is identically distributed
with the record sequence {R, ; n = 0} from independent r.v.’s with after-record
changing distributions whose c.d.f.’s are

) Fu(t)=1—e
where A, (1)= [oA.(s)ds, t =0, n =0.
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In the light of [3] we thus have obtained a complete characterization of
elementary pure birth processes (EPBPs) which says that every such process
essentially is a record-counting process. (This is a canonical representation of
EPBPs extending the one given in [1] for ordinary Poisson processes; cf. also [4].)
With respect to Monte Carlo studies this gives rise to a simple method of
generating Epp sample paths from records of independent r.v.’s with underlying
c.d.f.’s of the form (4), especially in the non-homogeneous case. For example, for
the Pélya-Lundberg process with birth rates

1+an

A"(t)=)\l+a/\t

(a, A >0),
take
F.(1)=1—(1+aAt) ">

which are of Pareto type.

2. Main results

Theorem 1. {X,;n =0} is a non-decreasing Markov chain; a proper version
of the transition probabilities is

) P(X,>t|X.i=5)=pu(st), O=s=t.

Proof. Let 0=s5,<s5,<---<s§,.1<s,=t and let ¢ >0 be smaller than
min{s, — si_1; 1=k = n}. We then have

n—1

N {Xc € (si, 50+ e} ={N(s0)=0,N(s,-1 t €)= n}

k=0

(6) net
N N {N(sk-1+&)=N(sx)=k}

(X, >t} N H {X. E(si, s T el}

k=0

(7) n
={N(s))=0} N N {N(sii+&)=N(si) =k}

(see Figure 1). Hence

P(X,,>t

n {Xi € (56,8 + e]})
_P(N(W)=n|N(si+£)=n)P(N(seate)=n|N(s.)=n—1)
P(N(saoi+t€)Zn|N(s,)=n—1)

- )\,._148,._1!4- 01!1!
Prn (S,.q +e t) /\n—l(sn—l) + 02(1) = P (snﬂl’ t) for & l 0
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Figure 1.

by (1) and (2) since for 0 = s < t, p.. (s, t) is right continuous with respect to s by
(1). Now (3) implies that

P(X, > t| Xo=s0," ", Xu1 = Su_1)
©)

n-1

N { Xk € (sc, s + 8]}) = Dnn (Sn-1,t) a.s.

k=0

—hm P<X >t

(cf. [2], Theorem (6.3)). Since by our assumptions 1— pu.(s.-,.) has all
properties of a c.d.f. the theorem is proved.

Theorem 2. {X,;n =0} is identically distributed with the record sequence
{R,;n 20} from a family {Xo, X ; 1, k =1} of independent r.v.’s with F, =
1 —e " being the c.d.f. of the X.., n = 0. Equivalently, {N(t);t =0} is identi-
cally distributed with the corresponding record-counting process #{n;R. =t},
t=0.

Proof. By (3) we have conditional Lebesgue densities f, (¢ ls) of X, given
X, = s, and applying Theorem 1, we obtain a forward differential equation

(10) fut]s)= - Mﬂ) Ao ()P (s, 1) ae., 0=s=t

Let F,(t|s)=1-pa(s,t). Then by (10),

(11) B AGD —UEJ—S—)— A() ae.

F(tls)

or equivalently,
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(12)  1-Fo(t]s)=exp(—{A, (1) = Au(s)}) = —F(é% 0=s=t

Since F, ( .,s) is a c.d.f., fo A, (t)dt ==, and since A, (t)>0 by (2), F, is strictly
increasing on (0, <) which implies that & = < where &, is the right end of F,,
n =1. But in this case, {R,;n =0} also is a Markov chain with transition
probabilities

- :l___E"_iQ <¢<
(13) PR, >1t|R..i=5) =F () 0=s=t
([3], Corollary 2.3). Similarly, F,=1—e " is the c.d.f. of X, and R,, respec-
tively.

As can be seen from Theorem 2, the interarrival times of an EPBP are
independent iff all F,,n =1 are exponential c.d.f.’s (cf. [3], Corollary 3.2} or,
equivalently, iff A, ()= A,, independent of ¢, i.e. in the homogeneous case for
n=1.
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