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THE FIRST EIGENVALUE OF THE LAPLACIAN,

ISOPERIMETRIC CONSTANTS, AND THE MAX FLOW MIN

CUT THEOREM

DANIEL GRIESER

Abstract. We show how ’test’ vector fields may be used to give lower bounds
for the Cheeger constant of a Euclidean domain (or Riemannian manifold with
boundary), and hence for the lowest eigenvalue of the Dirichlet Laplacian on
the domain. Also, we show that a continuous version of the classical Max
Flow Min Cut Theorem for networks implies that Cheeger’s constant may be
obtained precisely from such vector fields. Finally, we apply these ideas to
reprove a known lower bound for Cheeger’s constant in terms of the inradius
of a plane domain.

1. Introduction

For a domain Ω ⊂ R
n the fundamental frequency is defined by

(1) λΩ = inf
u∈C∞

0 (Ω)
R(u), R(u) =

∫

Ω
|∇u|2

∫

Ω
u2

.

If Ω is bounded and has a Lipschitz boundary then this is the smallest eigenvalue of
the Laplacian−

∑

i ∂2/∂x2
i on Ω with Dirichlet boundary conditions. The minimum

is attained by the corresponding eigenfunction, which lies in H1
0 (Ω) ∩ C∞(Ω).

For most domains it is impossible to determine λΩ precisely, so it is a fundamental
problem to give estimates in terms of the geometry of Ω. Upper estimates can be
obtained by choice of any ’test function’ u in (1).

It is less clear how to obtain lower estimates for λΩ. One such estimate was given
by Cheeger in [10]: Define the Cheeger constant by

(2) hΩ = inf
S⊂Ω

|∂S|

|S|
.

The infimum is taken over open subsets S. The absolute value signs denote (n−1)-
dimensional Hausdorff measure in the numerator and n-dimensional Hausdorff (=
Lebesgue) measure in the denominator. Then Cheeger’s inequality says that

(3) λΩ ≥ h2
Ω/4.

The Cheeger constant is sometimes called an isoperimetric constant since it

resembles the classical isoperimetric constant hclass = infS⊂Ω
|∂S|n/(n−1)

|S| . hclass

is scale invariant and in fact independent of Ω, and the solution of the classical
isoperimetric problem is that the mimimizers are precisely the balls.
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In contrast, hΩ depends strongly on Ω and clearly scales as hrΩ = r−1hΩ. In
general it is difficult to determine hΩ precisely. It is known that minimizers S exist
if ∂Ω is Lipschitz, and that ∂S ∩ Ω is smooth (if n ≤ 7) and has constant mean
curvature (see [23], Theorem 8 and Remark 9). This may be used to determine hΩ

explicitly in some cases, for example for polygons (see [24]), and to give conditions
when Ω is itself a minimizer (see [2], [18]; such sets are called calibrable in the image
processing literature). In general, one may hope for estimates on hΩ in terms of
geometric data.

Again, upper estimates for hΩ are obtained by using a suitable ’test domain’ S,
while it is less obvious how to obtain lower estimates.

One purpose of the present note is to point out a very simple idea how to obtain
a lower estimate for hΩ:

Proposition 1. Let V : Ω → R
n be a smooth vector field on Ω, h ∈ R, and assume

|V | ≤ 1(4)

div V ≥ h,(5)

both pointwise in Ω.

Then hΩ ≥ h.

Proof. Clearly, one may restrict to sets S with smooth boundary in (2). For such
S we have, by Green’s formula and (4), (5),

(6) |∂S| ≥

∫

∂S

V · dn =

∫

S

div V ≥ h|S|.

Proposition 1 seems to be little known in the geometric analysis community,
although it is implicit in McKean’s proof of lower bounds for λΩ in case Ω is a
complete, simply connected Riemannian manifold of strictly negative curvature
[27] (here, V is taken as gradient of the distance to a fixed point). See [11] and [30]
for other applications of the same idea, and also [6] for another lower bound on λΩ

in terms of vector fields.

Example 2. Let Ω = {x ∈ R
n : |x| < 1}. Since |∂Ω|/|Ω| = n, we have hΩ ≤ n.

The vector field V (x) = x has |V | ≤ 1 and div V ≡ n, so that, in fact, hΩ = n.

It is important for the sequel to allow non-smooth vector fields. Consider the
following classes:

Xdiv(Ω) = {V ∈ L∞(Ω, Rn) : div V ∈ L2(Ω)}

XBV(Ω) = {V ∈ L∞(Ω, Rn) : V has bounded variation}.

div V is understood in the sense of distributions. Recall that, by definition,
V ∈ L∞(Ω, Rn) has bounded variation if all of its first derivatives ∂Vi/∂xj (in the
sense of distributions) are (signed) measures. For a vector field V ∈ L∞(Ω, Rn),
(4) is meant to hold almost everywhere and (5) in the sense of distributions. If
V ∈ Xdiv ∪ XBV then div V is a measure, so (5) then holds also in the sense of
measures.

Below, the class Xdiv will occur in the context of the Max Flow Min Cut Theorem,
and the class XBV will arise for vector fields defined via the distance function.

Addendum to Proposition 1. Proposition 1 holds for vector fields V ∈ Xdiv ∪
XBV.
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Proof. The proof (6) still works, since for such V one may define a ’restriction
to the boundary’ V|∂S (for open S ⊂ Ω with Lipschitz boundary), which satisfies
‖V|∂S‖L∞(∂S) ≤ ‖V ‖L∞(S) and Green’s formula. For V ∈ Xdiv this is shown in
[3]. For V ∈ XBV this follows from results in [14], Section 5.3. Theorem 1 there
states that a function f ∈ L1(S) of bounded variation on a Lipschitz domain
S ⊂ R

n has a well-defined restriction to the boundary f|∂S ∈ L1(∂S) satisfying,

for any W ∈ C1(Rn, Rn),
∫

∂S
f|∂SW · dn =

∫

S
f div W +

∫

S
W · ∇f. Applying this

to f = Vi and W ≡ ei (the ith standard unit vector) for each i = 1, . . . , n and
summing over i yields Green’s formula for V . Also, by Theorem 2 loc.cit. one has
‖V|∂S‖L∞(∂S) ≤ ‖V ‖L∞(S).

It is a remarkable fact that the estimate in Proposition 1 is sharp. That is, hΩ

may be characterized using vector fields:

Theorem 3. We have

hΩ = sup{h : ∃V satisfying (4), (5)},

where the supremum is taken over smooth vector fields V on Ω.

If ∂Ω is Lipschitz then there is a maximizing V ∈ Xdiv.

Theorem 3 may be regarded as a continuous version of the classical Max Flow
Min Cut Theorem for networks. It was first proved by Strang [32] in two dimensions
and by Nozawa [28] in general (see Theorem 4.4 there; Nozawa actually establishes
a maximizing V with div V ∈ Ln(Ω)). We explain the relation to the Max Flow
Min Cut Theorem and sketch the proof of Theorem 3 in Section 2.

Given the Theorem, one can prove Cheeger’s inequality easily:

Proof. (of Cheeger’s inequality (3) using Theorem 3.) If u ∈ C∞
0 (Ω) and V is a

smooth vector field satisfying (4), (5) then, using Green’s formula, (with all integrals
over Ω)

h

∫

u2 ≤

∫

(div V )u2 = −

∫

V · ∇(u2)

≤ 2

∫

|u| |∇u| ≤ 2

√

∫

u2

√

∫

|∇u|2,

so R(u) ≥ h2/4. Taking a sequence Vk with hk = inf div Vk approaching hΩ one
obtains R(u) ≥ h2

Ω/4 for all u ∈ C∞
0 (Ω) and therefore (3).

This is not a substantially new proof of Cheeger’s inequality: Cheeger’s original
proof is essentially a similar estimate, plus a clever use of the coarea formula applied
to u2. But the proof of Theorem 3 also relies on the coarea formula (see Section 2)!

We remark that Proposition 1 and Theorem 3 extend directly to Riemannian
manifolds with boundary, although (for Theorem 3) this is not stated explicitly in
[28]. The relationship of Cheeger’s inequality and Max Flow Min Cut Theorems
was first noted by Alon [1] in the context of graphs (see also [12]).

In this paper we consider Cheeger’s inequality for the Dirichlet problem only
since the case of closed manifolds or the Neumann problem is reduced to this by
consideration of nodal domains.

In Section 2 we explain the Max Flow Min Cut Theorem, and in Section 3 we
show how a classical inequality bounding the Cheeger constant of a plane domain
in terms of its inradius may be understood in terms of vector fields.
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2. Max Flow Min Cut Theorems

The classical Max Flow Min Cut Theorem deals with a discrete network, consist-
ing of a finite set V and a function c : V ×V → [0,∞). c(v, w) may be considered as
the capacity of a pipe connecting the ’nodes’ v, w ∈ V . Two nodes are distinguished,
the source s and the sink t.

We want to transport some liquid from s to t. A (stationary, i.e. time indepen-
dent) ’transport plan’ is modelled by a flow, i.e. a function f : V × V → [0,∞)
satisfying the capacity constraint f(v, w) ≤ c(v, w)∀v, w ∈ V and the ’Kirchhoff
law’

(7) Nf(v) :=
∑

w

[f(v, w) − f(w, v)] = 0 ∀v ∈ V \ {s, t},

that is, the total flow out of v equals the total flow into v, except at the source and
the sink. We let

value(f) := Nf (s),

the net flow out of the source. (7) implies that this equals −Nf (t).
The question is how big the value of a flow can be, given the capacity constraint.

A simple upper bound can be given by any cut, i.e. subset S ⊂ V containing s but
not t. Clearly, if we define

cap(S) :=
∑

v∈S,w∈V \S

c(v, w),

the total capacity of pipes leaving S, then

(8) value(f) ≤ cap(S)

for any flow f and any cut S: Any net flow out ouf the source must reach the sink,
so it must leave S at some point.

Theorem 4 (Max Flow Min Cut Theorem, [13], [15]). In any network there is a

flow fmax and a cut Smin satisfying value(fmax) = cap(Smin).

Various generalizations of Theorem 4 have been proposed. First, one may allow
several sources and several sinks of prescribed relative ’strengths’. As an example
analogous to our continuous setup below, all but one nodes could be sources, of
equal strength, the remaining node being the sink t. Then condition (7) is empty.
If we let value(f) be the minimum net flow out of any source node then (8) becomes
value(f) ≤ cap(S)/|S| for any set S not containing t, and the corresponding Max
Flow Min Cut theorem holds again.

More challenging are generalizations to infinite sets V , modelling continuously
distributed sources or sinks, for example. Measure theoretic versions were proved
in [9] and [17]. Here we are more interested in a geometric model. Several, slightly
different, models were proposed in [21], [32], [34] and later unified and generalized
by Nozawa [28]. (I recommend [32] for enjoyable reading.)

We explain the relation of network flows to Theorem 3, which is a special case of
Nozawa’s general Max Flow Min Cut Theorem: The domain Ω ⊂ R

n is the network.
A (stationary) flow is modelled by a vector field V , as is common in continuum fluid
dynamics. The capacity constraint is (4). Sources are distributed uniformly over
Ω, and (5) states that they produce liquid at a rate h, at least. The complement (or
boundary) of Ω should be considered as the sink (one should think of a single sink,
i.e. collapse the boundary to a point; in this way one does not need to prescribe
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the relative strengths of the sinks along the boundary). A cut is a subset S ⊂ Ω,
and (6) states the obvious fact that anything that is produced within S must leave
S through its boundary, which yields the bound in Proposition 1.

The discrete Max Flow Min Cut Theorem is proved, in most texts on discrete op-
timization (see [25], for example), by inductively constructing fmax. However, as is
already remarked in [16], the theorem is also an instance of the very general duality
principle in convex optimization, and this approach also yields the generalizations
mentioned above.

The duality principle associates to our optimization problem (maximize h =
infx∈Ω div V (x), subject to the constraint (4)) a dual problem, which turns out to
be:

(9) Minimize Q(φ) :=
‖φ‖BV

‖φ‖L1

, subject to φ ≥ 0.

Here, φ is a function of bounded variation on R
n which vanishes outside Ω, ‖φ‖BV

is its total variation (in R
n), which equals

∫

Ω |∇φ| in case φ is smooth, and ‖φ‖L1 =
∫

Ω
φ. The general duality theorem says that supV infx(div V (x)) = infφ Q(φ). To

see the relation to Cheeger’s constant, first recall (see [14], Chapter 5) that the
perimeter of S ⊂ R

n is |∂S| = ‖χS‖BV , if this is finite, where χS is the characteristic
function of S. Therefore, Q(χS) = |∂S|/|S| if S ⊂ Ω. Next, the coarea formula
(loc. cit.) states that for φ ≥ 0 of bounded variation, the sets {φ > t} have finite
perimeter for almost all t, and

(10) ‖φ‖BV =

∫ ∞

0

‖χ{φ>t}‖BV dt.

Since φ =
∫ ∞

0 χ{φ>t} dt, one also has ‖φ‖L1 =
∫ ∞

0 ‖χ{φ>t}‖L1 dt, and therefore
Q(φ) ≥ inft Q(χ{φ>t}). This shows that in (9) one may restrict φ to characteristic
functions, so the infimum is precisely Cheeger’s constant.

3. Cheeger’s constant and inradius

In this section let Ω be a simply connected plane domain, and let ρΩ denote its
inradius. Also, define the ’reduced inradius’

(11) ρ̃Ω :=
ρΩ

1 + πρ2
Ω/|Ω|

.

Clearly, ρΩ/2 < ρ̃Ω < ρΩ. A well-known lower bound for λΩ is

(12) λΩ ≥
1

4ρ̃2
Ω

.

The weaker estimate λΩ > 1/4ρ2
Ω is sometimes called Hayman’s inequality or Os-

serman’s inequality, since it was proved by Hayman (with 4 replaced by 900) [20]
and Osserman [29], but in fact it was first proved by E. Makai [26].1 There are
similar estimates in the multiply connected case (to which the considerations below
apply as well), but there is no direct higher dimensional generalization. See [7] for
a generalization to a certain pseudo-Laplacian.

1The constant 1/4 in λΩ > 1/4ρ2

Ω
has since been improved using ideas from probability and

conformal mapping, the currently best value is 0.6197, see [4].
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(12) follows from

(13) hΩ ≥
1

ρ̃Ω

and Cheeger’s inequality. Note that (13) is sharp for the disk. (13) is implicit in
[26] and [29], but does not seem to be stated explicitly in the literature. Let us give
the proof along the lines of [26], [29]: Let

(14) S = {S ⊂ Ω : S open and simply connected, ∂S smooth}.

Clearly,

(15) hΩ = inf
S∈S

|∂S|

|S|

since filling in all ’holes’ in an arbitrary S ⊂ Ω, making it simply connected, in-
creases |S|, decreases |∂S|, and results in a subset of Ω (since Ω is simply connected).
Also,

(16) S ⊂ Ω ⇒ ρ̃S ≤ ρ̃Ω.

To see this, first note that, for A, ρ > 0, the function fA(ρ) = ρ 7→ ρ/(1 + πρ2/A)
is increasing in ρ for πρ2 ≤ A. Now |S| ≤ |Ω| yields ρ̃S = f|S|(ρS) ≤ f|Ω|(ρS); also

πρ2
S ≤ πρΩ ≤ |Ω|, so the monotonicity of f|Ω| gives (16). Now the main step is

’Bonnesen’s inequality’: For simply connected S ⊂ R
2

(17) ρS |∂S| ≥ |S| + πρ2
S .

This, together with (15) and (16) proves (13).2

The question arises naturally whether one may prove (13) by constructing a
vector field V on Ω satisfying (4), (5) with h = 1/ρ̃Ω. It is not clear how to do this.
It seems more interesting to infer from Theorem 3 and (13):

Corollary 5. Let Ω be a simply connected plane domain with Lipschitz boundary

and reduced inradius ρ̃Ω defined by (11). Then there is a vector field V on Ω
satisfying (4), (5) with h = 1/ρ̃Ω.

Although there seems to be no natural, geometrically defined candidate for this
vector field, we now proceed to show how certain geometric vector fields for subdo-

mains of Ω yield (13).
First, we need the following variant of Proposition 1:

Proposition 6. Let Ω ⊂ R
n be open, and let S be a class of Lipschitz subdomains

of Ω satisfying (15). Let h ∈ R. Suppose that for each S ∈ S there is a vector field

VS ∈ XBV(S) on S satisfying

|VS | ≤ 1, pointwise on |S|,(18)
∫

S

div VS ≥ h|S|.(19)

Then hΩ ≥ h.

Proof. This follows from (6) applied to VS .

2Note that (17) is equivalent to |∂S|2−4π|S| ≥ (|∂S|−2πρS)2 and therefore a sharper version
of the classical isoperimetric inequality |∂S|2 ≥ 4π|S|. (17) was proved by Bonnesen for convex Ω
[8] and by Besicovitch [5] for general simply connected domains, see also Sz.-Nagy [33].
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Note that condition (19) is weaker than the pointwise condition (5) (if this is
applied to VS on S). So in order to get effective lower bounds on hΩ, one has
more flexibility in choosing ’test’ vector fields, but one needs to do it for all S ∈ S
simultaneously.

As before, we define S by (14). Using (16), we then see that (13) follows from
Proposition 6 and the following:

Proposition 7. Let S ⊂ R
2 be a smooth, simply connected domain, of inradius ρS

and reduced inradius ρ̃S. Then there is a vector field V ∈ XBV(S) on S satisfying

|V | ≤ 1,(20)
∫

S

div V ≥
|S|

ρ̃S

=
|S|

ρS

+ πρS .(21)

Proof. By scale invariance we may assume ρS = 1. Let φ(x) denote the distance of
x ∈ S to ∂S, and define

(22) V =
1

2
∇(1 − φ)2 = −(1 − φ)∇φ.

This is motivated by the case of the disk, Example 2.
We will use the following facts about the distance function:

(a) ∇φ ∈ L∞(S, Rn), and |∇φ| = 1 almost everywhere.
(b) ∇φ has bounded variation.
(c) For almost all t ∈ [0, 1] the level set φ−1(t) consists of a finite union of

piecewise smooth, simple closed curves, with non-zero angles, and ∂{φ <
t} = ∂S ∪ φ−1(t).

(a) and (c) are proved, for example, in [19], by a detailed analysis of the function
F : [0, L] × [0, 1] → R

2, with L the length of ∂S, defined by requiring that s 7→
F (s, 0) is an arclength parametrization of ∂S and t 7→ F (s, t) is the unit speed
normal to ∂S starting inward at F (s, 0). For higher dimensional generalizations of
(c), stating that φ−1(t) is Lipschitz for a.e. t and using the notion of Clarke gradient
of φ, see [22], [31]. (b) is folklore3.

Therefore, to prove Proposition 7 it remains to verify
∫

div V ≥ |S| + π. Now
div V = |∇φ|2 − (1 − φ)∆φ, with ∆ the Laplace operator. Since |∇φ| = 1 we need
to show

(23)

∫

S

(1 − φ)∆φ ≤ −π.

Now we have
∫

S
(1 − φ)∆φ =

∫

S
(
∫ 1

φ(x) dt)∆φ =
∫ 1

0 (
∫

{φ<t} ∆φ) dt, by applying Fu-

bini’s theorem for measures (see [14], for example) to
∫

U
∆φdt, where U = {(t, x) :

φ(x) < t} ⊂ [0, 1] × S. If t is as in (c) above then, by the divergence theorem,
∫

φ<t
∆φ =

∫

∂{φ<t}(∇φ) · dn = Lt − L0, where Lt denotes the length of φ−1(t).

Finally,
∫ 1

0 Lt dt = |S| (by the coarea formula (10), for example, using (a)), and

3Proof: Let x0 ∈ S and a = φ(x0) > 0. By an easy calculation, x 7→ φy(x) := |x−y|− 2

a
|x−x0|2

has negative definite Hessian at x0 (if y ∈ ∂S) and so is concave near x0. Therefore, φ̃(x) =

infy∈∂S φy(x) is concave near x0, so ∇φ̃ has bounded variation near x0 (see [14], Section 6.3,

Theorem 3). Finally, φ(x) = φ̃(x) + 2

a
|x − x0|2 shows that ∇φ has locally bounded variation in

S, and since φ is smooth near ∂S it has bounded variation.
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therefore
∫ 1

0

(

∫

{φ<t}

∆φ) dt =

∫ 1

0

(Lt − L0) dt = |S| − |∂S| ≤ −π

by (17), and this proves (23).

Note that the vector field (22) cannot be used directly in Proposition 1, since
∆φ > 0 near concave parts of ∂Ω, so that the pointwise estimate div V ≥ 1 is false.

Remark: If φ was smooth everywhere, one could prove (23) without appealing
to Bonnesen’s inequality (and, in effect, reprove this inequality), as follows: The
general coarea formula gives

∫

S

(1 − φ)∆φ =

∫ 1

0

(

∫

φ−1(t)

1 − φ

|∇φ|
∆φ) dt =

∫ 1

0

(1 − t)(

∫

φ−1(t)

∆φ) dt,

where the line integrals are with respect to arclength measure. It is elementary to
see that ∆φ equals minus the curvature of φ−1(t) (whereever φ is smooth). Also,
the integral of the curvature along a smooth simple closed curve equals 2π. So if
almost all level sets were smooth (instead of piecewise smooth) we would obtain
(23).

The problem with this ’proof’ is that, typically, ∆φ is not a function but a
measure (so that the coarea formula is not applicable), and a positive measure of
level sets may be non-smooth. Consider, for example, a rectangle: ∇φ has a jump
at its ’center line’, leading to a δ type singularity of ∆φ there.

It should be possible and would be interesting to find generalizations of the coarea
formula (using suitable transversality hypotheses) and of the curvature argument
that make this proof work.
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[8] T. Bonnesen, Über eine Verschärfung der isoperimetrischen Ungleichheit des Kreises in der
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