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1 General Introduction

1.1 Transportation in a globalised world

Life is, in a large part, formed by active and passive movement of organisms. Nearly all animals
locomote from place to place for foraging, to look for mates and shelter and to avoid predators
(Begon et al., 2006). Such motion is mostly small-scale, many animals reside in a certain
local territory or habitat wherein they move about. However, there are some species that
conduct movement over much longer ranges, often during certain times of their life. Such
movement is for example seasonal migration or the dismigration of juveniles. The former are
return migrations between more or less distant areas and are conducted to exploit exceptionally
good food and weather conditions of some strongly seasonal governed regions for e.g. breeding,
but avoid their harsh winter conditions. The latter, dismigration, is a once in a lifetime long-
distance displacement of young animals to find an appropriate breeding territory (Berthold,
2001a). These two processes determine the species’ dispersion. Also plants, that are usually
immobile, can be dispersed over long distances by seeds being transported by the wind, water
currents or animals (Nathan, 2006). While moving, many animals transport smaller organisms,
pathogens, seeds and else, purposefully or accidentally.

Migratory animals, especially birds, regularly perform long-range movement and are thus
very likely to spread organisms attached to their plumage. Migratory birds have travelled
their migration routes for a long time and ecosystems have over the years adapted to the
influences of the birds passing through, feeding and interacting with other species. Humans,
however, extremely increased their movement over the last centuries. We have dispersed to
almost all regions of the earth and move around at ever increasing rates for the exchange
of goods and knowledge, finding jobs, tourism and other reasons. Often small organisms or
seeds are taken along deliberately or as stowaways. In former times the transport of goods and
information has been conducted comparably slow by foot, on horseback or with small boats.
Today transportation has by orders of magnitude increased in velocity and quantity, due to
the usage of huge ships, trains, trucks and airplanes. Most such means of transportation are
organised in networks spanning large parts of the world. Geographical barriers that in the past
complicated transportation and the spread of organisms do not apply any more in today’s times
of globalisation.

On the one hand, due to the transport process itself the environment is polluted by vehicles’
exhaust fumes and natural habitat destroyed for building roads and ports. On the other hand,
global transport leads to uncontrolled global dispersal of alien species, i.e. bioinvasion. These
processes lead to several ecological complications, not the least important being the modifi-
cation of ecosystems’ structures and functioning (Crowl et al., 2008). Regarding bioinvasion
this means that the introduction of large numbers of alien species at high rates may lead to
increased competition for resources with native species. Such can entail the extinction of some
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1 General Introduction

native species, the modification of species interaction structures and therefore change provided
ecosystem services. One important motivation for the here presented work is the accelerated
global spread of bioinvasive organisms and epidemics. It is, surpassed only by habitat destruc-
tion, the second most important threat to global biodiversity and human health and livelihood
(Mack et al., 2000).

1.2 Bioinvasion and epidemics spread

Biological invasions are geographical expansions of a species into an area that was not previ-
ously occupied by it. This quite natural process has become problematic for biodiversity and
ecosystem functioning worldwide recently, as it has been greatly intensified due to deliberate
and accidental human transportation (Elton, 1958). Bioinvasion is a process of three stages
(Vermeij, 1996). After an invasive species that has arrived (stage 1) to a novel region has
also become established (stage 2) it may proliferate (stage 3) and cause devastating changes
in ecosystems. The adverse effects of successful biological invasions vary tremendously (Mack
et al., 2000). Invasive species may have very little impact, but in the extreme, they can drive
native species to extinction as well as extremely impact the economy, e.g. agriculture and fish-
ing. Such cases are mostly not predictable, therefore bioinvasion research is of great general
relevance.

One example of a detrimental invasion is the introduction of the comb jelly Mnemiopsis
leidyi, possibly by trading ships, into the Black Sea in the early 1980’s (Vinogradov et al.,
1989). There it caused an extreme decrease in fish populations, especially the commercially
important European anchovy (Engraulis encrasicolus), by predation and competition for food.
Since 2006 the comb jelly is also recorded in the Baltic Sea (Javidpour et al., 2006) which is
recently of great concern.

Mnemiopsis leidyi is only one of extremely many invasive species that negatively impact the
global biodiversity, ecosystem functions and human life. Several data bases that list invasive
species and their histories have lately become available on the web. The most prominent one
is the Global Invasive Species Database (http://www.issg.org/database/) that was devel-
oped by the Global Invasive Species Programme (GISP) and is managed by the Invasive Species
Specialist Group (ISSG) of the Species Survival Commission of the IUCN-World Conservation
Union. It lists invasive species of all taxa. A highly invasive plant is gorse (Ulex europaeus),
a shrub that is very competitive and alters the soil conditions and fire regime in wide ranges
of the Americas, Australia and several Pacific islands. As an example of the large number of
invasive insects we want to name the brown house-ant (Pheidole megacephala). It is a pest to
agriculture, destroys electrical wiring and has displaced several native invertebrates throughout
all temperate and tropical regions of the world. Examples of aquatic invasive species are the
marine algae Caulerpa taxifolia that by its dense growth exludes almost all marine life in some
regions of the Mediterranean, and the Nile perch (Lates niloticus). The introduction of this
large freshwater fish into Lake Victoria led to the mass extinction of more than 200 endemic
fish. One of the oldest invasive species is the ship rat (Rattus rattus) that has spread through-
out the world by ships. It has caused the extinction of a large number of often endemic species
on islands and transmits the plague (Yersinia pestis) in certain parts of the world.
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1.2 Bioinvasion and epidemics spread

A large number of studies on biological invasions have examined species and habitat charac-
teristics favourable for the establishment and proliferation of aliens (Mack et al., 2000; Kolar
& Lodge, 2001). In particular, often high impact invasion events were analysed and control
measures suggested. It is surprising that comparably few studies focus on the first stage of
bioinvasion, the transport and introduction. At this stage it is most likely that an invasion
event can be prevented and detrimental impacts be avoided. Therefore, in this work we fo-
cus on characterising patterns of movement and transportation, identifying routes of possible
introductions and spread of bioinvasive organisms.

Also diseases are today spreading further and more quickly than ever before, thus forming
epidemics that quickly disperse on earth, transported by human travel. One disease of recent
concern has been the severe acute respiratory syndrome, SARS, which has almost become a
pandemic in 2003 when it rapidly spread from China to more than 30 countries around the
world (Smith, 2006). How important the global aviation network of passenger airplanes was for
the extremely fast spread of SARS is apparent from the study of Hufnagel et al. (2004). They
developed and analysed the aviation network and simulated an epidemics spread, mimicking
SARS, on it. Results coincide surprisingly well with the patterns of the real expansion of SARS
throughout the world in 2003. A very recent example of the propagation of human infectious
diseases is the rapid spread of influenza A, H1N1, in the year 2009. Despite all undertaken
measures spread over the globe could not be prevented and the WHO declared it a pandemic
(www.who.int).

The dynamics of epidemics spread are in line with bioinvasion and can be considered a
special case of it. The major effects of epidemics, however, are directed on human and ani-
mal/plant health rather than ecosystem functioning. This difference influences establishment
probabilities, because e.g. human diseases find suitable conditions in hosts almost anywhere on
earth, whereas bioinvasive organisms have to adapt to novel habitats. Lately also the spread
of avian diseases by migratory birds, e.g. avian influenza H5N1 (Olsen et al., 2006) and the
West Nile virus (Blitvich, 2008), has become of great concern (see below).

Most studies of bioinvasion and disease spread assume the movement of the transport vectors
or individuals as random and independent of time and space (Turchin, 1998). It has been shown
in several studies that this is usually not the case (Turchin, 1998; Viswanathan et al., 2008).
The motion of many organisms is reminiscent of a Lévy flight, i.e. its displacement distances
follow a power law P (d) = d−β (see also below). These facts should be accounted for in any
study of dispersal and spread, especially because long-range displacements strongly dominate
proliferation patterns and accelerate the spread of infectious diseases and bioinvasion extremely.
Consequently, bioinvasion risk and epidemics spread can be of variable prominence depending
on the frequency of long-distance displacement events.

Furthermore, bioinvasion success and the outbreak of infectious diseases often depend on the
environmental conditions during the transport and in the recipient areas. Not only survival, but
also the patterns of movement and spread of many species are impacted by the environment
(Begon et al., 2006). Environmental characteristics prominently change with season and can in
this sense drive spread dynamics. One example is the global spread of cholera and its sometimes
seasonal outbreaks. Cholera is one of the most feared infectious diseases worldwide. It is usually
spread by contaminated food or water, but lately even transported in ships’ ballast tanks (Lee,
2001). High prevalence of cholera has been associated with El Niño events, high temperatures
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1 General Introduction

and humidity. Recently, it was discovered that toxigenic cholera bacteria can survive for long
times in association with zooplankton (Colwell & Huq, 1994) the population dynamics of
which follow seasonal algal blooms. Other transportation vectors may as well be seasonally
driven, e.g. tourist transportation in temperate regions, trade with seasonal fruits and seasonal
migrations of mammals and birds. In this respect, it is often important to consider issues of
seasonality and environmental conditions when studying long-range movement and spread.

1.3 Random walk theory and movement analysis

Human and animals’ movements are, as other processes in nature, very complex phenomena.
For unravelling its properties and dynamics they are often compared with random movement.
Random processes have been studied in physics for more than a century. A starting point was
the description of complex, somewhat erratic processes like Brownian motion with the simple
model of a random walk (Hughes, 1995). It is defined as stepwise movement of equidistant
increments which develop into an independent, identically distributed random direction. This
basic random walk concept can be modified in different ways. Important ones are to introduce
variability of the step lengths, a preference of the movement direction, i.e. drift, and correlations
of successive directions. Recently, the importance of studying the complex movement of
animals and explicitly including it in population dynamics models has been pointed out (see
above; Turchin, 1998). Usually, movement has been assumed random in such models, a fact
which can have a strong effect on the model outcome. Several studies have shown that
animals’ movement cannot be described as purely random, but rather resembles correlated
random walks (Taylor, 1922; Kareiva & Shigesada, 1983), Lévy flights (Shlesinger et al., 1982;
Viswanathan et al., 1996) or other complex patterns.

For analysing movement trajectories there are two tools commonly applied. First, one is
interested in how far the object under consideration moves per time. Calculating the mean
squared displacement (MSD) and relating it to time provides a measure of the distribution of
displacement distances and of the directionality of the movement. In case the MSD increases
proportional to the square root of time MSD ∼ √

t the movement is diffusive. A direct pro-
portionality of MSD to time MSD ∼ t indicates ballistic, directed movement (Ben-Avraham
& Havlin, 2000). A second tool for the analysis of movement is the turning angle distribu-
tion of directional changes during short time intervals. Its shape allows for indications if the
movement is homogeneous or composed of different modes, and how they are characterised.

A recently widely applied model of movement is the Lévy flight that has first been mentioned
by Taylor (1922). It is a special type of superdiffusive movement. The stepwise motion is
comprised of randomly directed displacements of lengths d that are drawn from a power law
distribution P (d) = d−β. Its exponent 1 < β < 3 determines the character of the Lévy flight,
how strongly superdiffusive it is. The extreme cases mark for β = 3 Brownian movement, i.e.
random movement with identical step lengths, and for β = 1 indefinite ballistic movement.
Special properties are that the standard deviation of the distribution is not defined for β < 3
and that for β < 2 even the mean is infinite. A generalisation of the Lévy flight is the so called
Lévy walk. Its displacement lengths are also drawn from a power law distribution and turning
angles are independent, identically distributed. Time is, however, not considered in discrete

8



1.4 Complex networks

steps, but as continuously flowing proportional to the distance covered while moving.

The movement of several animal species as well as humans has been shown to resemble
Lévy flights (e.g. Viswanathan et al., 1996; Marell et al., 2002; Ramos-Fernandez et al., 2004;
Brockmann et al., 2006; Sims et al., 2008; Viswanathan et al., 2008; González et al., 2008).
Different methods for studying these patterns have been proposed and controversially dis-
cussed. The simplest is to examine the fit of a line to the doubly logarithmic distribution plot.
However, this may be strongly biased, influenced by binning intervals and allows for spurious
results (Newman, 2005; Clauset et al., 2009). Therefore, it was proposed to analyse the cu-
mulative distributions and use model selection with Akaike weights (Burnham & Anderson,
1998; Edwards et al., 2007).

The issue of biological Lévy flights has lately been raised to question. Edwards et al. (2007)
proposed that previous studies used inadequate methods and Lévy flights do not exist in nature.
However, recently Sims et al. (2008) studied the vertical displacement of several fish species
using rigorous statistics like model selection. They clearly reveal Lévy-like motion patterns.
We would like to note the importance of not only examining the existence of Lévy flights from
data, but to determine the mechanisms that bring about such movement patterns and if they
are optimal in any respect. However, to discern such mechanisms is very complicated and
would have to include extensive empirical and theoretical studies. One mechanism that has
been proposed is optimal foraging (Viswanathan et al., 1999), others may be heterogeneities
in the environment, food distribution and more complex behavioural aspects.

Another concept for analysing movement and flow through some kind of environment is
percolation theory (Stauffer, 1994). It is concerned with the properties of the environment
and how different transition probabilities between spatially distinct regions influence the flow
of an agent through it (Ben-Avraham & Havlin, 2000; Bollobás & Riordan, 2006). Of special
concern is the transition probability that allows for global spread of the agent, called the critical
threshold. Such can be quantified and readily be used for a preliminary study of bioinvasive
and epidemics spread on discretised environments like e.g. complex networks (see below).

1.4 Complex networks

A network consists of a number of nodes that represent certain well defined entities, e.g.
people, places or substances that are pairwise connected by links whenever a specified relation
exists between them (Newman, 2003b). These relations can be symmetric, leading to the
development of an undirected network, or asymmetric in a directed network. Furthermore,
network links can be weighted by a measure of distance or interaction strength or unweighted.
As many complex systems of our world are comprised of specific discrete items that interact,
the concept of networks can be applied in a wide range of fields. So, networks and network
theory have been developed not only in mathematics and theoretical computer science, but in
sociology, physics and biology. A large number of measures characterising the structure and
dynamics of networks have become available, readily being used for examining practical issues
of the studied systems (Costa et al., 2007).

One example of complex networks are metabolic networks, the nodes of which represent
metabolic substrates and products and directed links are drawn if a substrate can be converted
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1 General Introduction

into a given product by a metabolic reaction. Jeong et al. (2000), for example, have charac-
terised the metabolic networks of several species and found notions of robustness and so called
scale-free behaviour. This means that the longest path between any pair of nodes does not
change much when deleting single nodes, and that the distribution of the number of links a
node has, i.e. the degree k, is distributed as a power law P (k) = k−γ . Thus, a small number
of substrates/products are exceptionally important for the metabolism while a large number of
others are involved in only very few reactions. The striking property is that this relation holds
on any scale of degrees. Other network measures characterise small-scale as well as large-scale
topological structures and spread properties. They are local and global efficiencies and network
cost (Latora & Marchiori, 2001), the kind and strength of assortativity, symmetry and the mo-
tif distribution (Milo et al., 2002). Furthermore, network nodes can be specified by centrality
and other functional roles and grouped into exceptionally well connected subgraphs (Newman,
2003b). Several measures of the robustness of networks and spread through networks, using
e.g. percolation theory (Ben-Avraham & Havlin, 2000), have been proposed.

Much research has been concerned with examining the topology of networks and processes
on networks (Gross & Blasius, 2008). Mechanistic models have been developed to explain the
topologies of different kinds of networks. Some examples are the random graph of Erdös &
Rényi (1959), the small-world model of Watts & Strogatz (1998) and the scale-free networks
of Barabási & Albert (1999). These models describe mechanisms of possible network genera-
tion, trying to mimic and explain natural processes of network construction. One example is
preferential attachment (Barabási & Albert, 1999), the main idea of which is that new nodes
prefer to link to existing nodes that already possess a large neighbourhood, i.e. many nodes
linked directly to them.

A statistical model to describe processes on a network is the Markov chain model that is
used to describe simple transition processes between discrete nodes. It is characterised by
a matrix of transition probabilities that are usually constant in time, i.e. homogeneous, and
do not depend on process states in the past. This model is thus memoryless and transition
events independent of the time and from each other (Norris, 1997). Markov processes are
characterised by time interval lengths needed for returning to a certain node (recurrence and
transience times) and eventually converge to a stable state of density distribution on the nodes.
One application of a Markov model in biology is the SIS model of epidemics (Bailey, 1975).
In this model susceptible individuals get infected from infected individuals with a constant
infection rate and infected ones recover with a constant recovery rate. In the SIS model, after
a transient time the proportions of infected and susceptible individuals reach an equilibrium.

An extension to these simple, homogeneous Markov models are non-homogeneous ones.
Then transition probabilities are not constant but dependent on time or other parameters
that change during the process. Non-homogeneous Markov models have first been devel-
oped for modelling manpower systems (Young & Almond, 1961), but were not much studied
theoretically (Vassiliou, 1998). They have recently been applied in ecology for modelling for-
est succession (Usher, 1979) and seasonal population dynamics of a zoobenthos community
(Patoucheas & Stamou, 1993). In those studies transition probabilities between different suc-
cessional community stages depend on the season.

The special group of networks that we are concerned with in this study are transportation
networks. They describe structures that convey certain entities from one point to the other.
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1.5 The importance of global cargo ship traffic

Examples are roads, railways, powerlines and conveyor belts, but also river networks, mam-
malian circulatory systems and plant leaves. A main objective of transportation networks is
that they should somehow be able to optimise the flow of goods or other entities that they
facilitate. The recent availability of a large amount of data of transportation networks made it
possible to analyse their network characteristics. One optimal structure that has been observed
in several transportation networks is scale-free behaviour (see above), e.g. in the worldwide
aviation network (Guimera et al., 2005). Thus, such transportation networks have a large
number of nodes with small degree, but also a few rather well connected nodes, the hubs.
These structures enable a quick flow, i.e. a small shortest path, between most pairs of nodes.
Further characteristics typical for transportation networks are high efficiencies and low cost,
also called small world behaviour, and robustness to random node deletions.

1.5 The importance of global cargo ship traffic

As noted above, levels of intensity and the rate of global travel and transportation of goods are
at a height never seen before, and there are immense networks of transportation that provide
this. Of the many different modes of goods transport, conveyance by large, oceangoing cargo
ships emerges as the most energy efficient one for large quantities of goods (Rodrigue et al.,
2006). It has been estimated that a striking proportion of about 90% of the world trade
(in terms of tonnes and distance) is hauled by ships, and it is increasing still, at a rate even
faster than global economy (IMO, 2006). Therefore, global cargo ship traffic is already very
interesting itself, projecting the patterns of world trade.

Already in the 13th and 14th century ships have travelled long distances and spread foreign
species, in the wooden ships it were often wood-boring shipworms (Carlton, 1996a). However,
since Columbus discovered America in 1492, ships have become larger and larger and increas-
ingly safe for travelling the open oceans. So, as they went along they travelled all parts of
the world. Then, marine bioinvasive organisms spread at a highly increased rate more or less
accidentally into pristine habitats and native ecosystems were altered.

Today, the spread of bioinvasive organisms by cargo ships is of great importance. The major
vectors for marine bioinvasion are discharged water from ships’ ballast tanks (Carlton, 1996a;
Ruiz et al., 2000) and hull fouling (Drake & Lodge, 2007), but also terrestrial species are
inadvertently transported in shipping containers (Lounibos, 2002). Depending on the number
of invasive organisms that survive the transport and environmental conditions in the recipient
port, they may establish into new habitats, proliferate and impact ecosystem functioning.

Cargo ship traffic has been quantified before using gravity models (Drake & Lodge, 2004;
Haynes & Fotheringham, 1984). This means that, given only incoming and outgoing amounts
of commodity for most ports worldwide, fluxes between the ports have to be estimated. Usually,
the transition rate between pairs of ports is described as a function of distance. Thus, a
randomisation of global trade is assumed. As trade is, however, strongly structured because
of political, cultural and other reasons, this assumption introduces faults in the proposed ship
traffic network.

A newly established source of data of actual ship movement trajectories has become available
recently. To avoid collisions and improve port security in 2001 ships and ports have begun
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1 General Introduction

installing Automatic Identification System (AIS) equipment. Whenever a ship arrives to or
departs from a port its AIS transmitter automatically reports it to the port authorities. Such
data of port arrival and departure are made commercially available by Lloyd’s Register Fairplay
in its sea-web database (www.sea-web.com). They provide lists of ports that are consecutively
called at by single ships. As these “ship trajectories” are available for the majority of all ships
worldwide they map the global ship traffic as it is. Interesting questions are now what general
properties of global cargo traffic are, if and in what respect ocean trade structures are optimised
and how biological invasions can be propagated by it.

1.6 Issues of bird migration

Bird migration, defined as seasonal return migrations of various lengths and patterns, has fas-
cinated man for a very long time (Berthold, 2001a). It has been examined by numerous studies
and in various aspects, e.g. its physiological mechanisms, the performance of navigation and
the different manners of flight (Hedenström & Alerstam, 1997; Alerstam & Hedenström, 1998;
Bairlein, 2003; Wiltschko & Wiltschko, 2003). The timing and routes of bird migration have
evolved over hundreds and thousands of years. Due to climate change and habitat modification
arrival times and migration routes are recently changing more or less rapidly, depending on the
adaptability of each migratory species (Jenni & Kéry, 2003). Furthermore, with the danger
of a H5N1 influenza pandemic the possibility of disease transmission by migratory birds came
into public and scientific focus (Olsen et al., 2006). In the light of these issues it is clear how
strongly intertwined bird migration is with human life. Therefore, it is especially important to
not only understand single mechanisms of bird migration flight, but also examine its general
spatiotemporal patterns and variability under changing environmental conditions.

For over 100 years birds have been ringed and recaptures collected in several ringing centres
in Europe and worldwide (Bairlein, 2003). Using this vast amount of data, so called migration
atlases presenting recapture positions were compiled for many different species. Thus, one
can deduce the whereabouts of migratory species. However, the time aspect is very crude,
especially because of the greatly differing recapture rates in different regions of the world
(Fiedler et al., 2004). Ring-recapture data are, therefore, well suited for studies when the time
aspect does not need to be accounted for explicitly, like e.g. survival and life history studies.

For a few years satellite telemetry and GPS data have become available (Berthold et al.,
1997). They are much more homogeneous in time and space and provide many localisations per
bird, thus allowing for usage in quantitative analyses. To obtain and apply satellite telemetry
transmitters on wild birds is a very demanding and expensive matter. Therefore, usually only a
few individuals are tagged. This is in contrast to ring-recapture data that contain information
of few positions for a very large number of individuals. This accounts for individual variability
in the population rather then providing a sufficient homogeneity of localisations in space and
time, as is the case for satellite telemetry and GPS data. The finely resolved satellite telemetry
data allow very nicely for mapping migratory routes of a subset of a population’s individuals
and specifying it in terms of time progression. It is, however, important to account for the
sometimes large inaccuracies of satellite telemetry localisations (Kaatz, 1999).

It has been discovered that several migratory bird species perform some kind of stepping

12



1.7 Outline of the included papers

stone migration (Berthold et al., 1992; Kjellén et al., 1997; Beekman et al., 2002; Eichhorn
et al., 2006). They journey from staging area to staging area, replenishing their food resources
on the way to reach their wintering or breeding regions, respectively. This is in line with the fact
that suitable habitat often appears in patches (e.g. Bos et al., 2005). The general dispersion
of such species during migration is therefore a discretised one, each stepping stone region
being important for the species’ viability. Furthermore, at particularly favourable stepping
stones or wintering regions high densities of different avian species accumulate. Thus, in these
sites probabilities of infection and disease transmission are increased (Olsen et al., 2006), and
consideration of them is therefore especially important for the epidemiology of avian diseases.

It is more or less controversially debated if wild migratory birds are able to and spread
diseases that are potentially dangerous for humans, like the avian influenza H5N1 (Olsen
et al., 2006). Up to now it is only doubtlessly confirmed that H5N1 is globally transmitted
and distributed by poultry trade. However, there are other avian diseases of concern, like the
West Nile virus (WNV). Possibly transported by a cargo ship WNV has been introduced to
Northern America in 1999 where it caused a dramatic outbreak of human encephalitis (Blitvich,
2008). This dreadful incident has been promoted by the fact that the mosquito transmitted
WNV has been a novelty to Northern America, thus truly bioinvasive, and native species were
not adapted to cope with it. Furthermore, the mosquito species that transmit WNV feed on
birds as well as horses and humans. Because it is a hazard to human health the disease is
especially problematic. Birds are the major reservoir hosts of WNV, i.e. the virus propagates
basically in birds, and viremic migratory birds are widely regarded to be the main vectors of
long-distance dispersal (Peterson et al., 2003). The West Nile virus has by now spread through
almost all Northern America, and the migratory American crow (Corvus brachyrhynchos) is
considered one important vector (Komar, 2003). There are more diseases that are spread by
long-distance migrating birds (Hubálek, 2004), and it has even been proposed that birds play
a role in distributing small organisms, like snails, in their plumage (Gittenberger et al., 2006).

1.7 Outline of the included papers

In this work, two different kinds of transportation systems have been examined and quantified.
On the one hand, we were concerned with the global cargo ship traffic, its structure and
how it takes part in promoting marine bioinvasion. On the other hand, we looked at avian
migration as a more naturally shaped movement structure. From trajectories of birds’ motion
we wanted to deduce general statements about their quantitative movement patterns. We,
thus, aimed to develop a basis for the examination of the dynamical properties of bird migration
and eventually evaluate its importance for disease spread. In the different parts of this work,
we have quantified both processes and developed network representations of them. Finally,
we determined network properties that give first indications of the networks’ topologies and
dynamics in the light of transportation.

1.7.1 Cargo ship traffic quantified

The first part of this work is intended to quantify and characterise global cargo ship traffic and
gain implications for marine bioinvasion. In paper I we aimed at developing the global cargo
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ship network (GCSN) from real ship movement trajectories. This has not been attempted
before (but see Hu & Zhu, 2009). We used detailed data on the whereabouts of a large
amount of ships globally that we obtained from Lloyd’s Register Fairplay. They are a company
that collects and provides a wide range of information for the shipping industry including online
freight tracking and ship movement. Using the subset of movements of cargo ships of sizes
larger than 10, 000 GT (gross tonnage) in 2007 the GCSN was generated. We were interested
in analysing the large-scale global movement patterns of cargo ships, its statistical properties
and community structure. Additionally, the similarities and differences of the movements of
distinct ship types were examined. In relation to a previous study on the quantification of global
ship traffic (Drake & Lodge, 2004) we wanted to compare our network with predictions that
can be made using the previously developed one. Results were expected to differ considerably,
because global trade is not as randomisable as had been assumed.

Using the results from paper I, in the following paper II the analysis of the global cargo ship
network was extended. In that part of this study, we wanted to focus on possible implications
of the transportation network characteristics for bioinvasion. A main objective was to apply
the concept of networks and state of the art network characteristics, like e.g. the different
centrality measures, for bioinvasion research. Such may provide a sufficient first approximation
of invasion risk for species with yet poorly understood ecology, especially in the light of the ease
of calculating network properties. So, we aimed at explaining possible meanings of network
measures for bioinvasion, e.g. that the closeness centrality, i.e. the average shortest path of
one node to all others, is an indicator for the invasiveness of the species of a certain region
and characterises the GCSN accordingly. Furthermore, we examined the network’s robustness
to node deletions and estimated a critical per ship transmission probability of global spread.
Results were compared to previous estimates of actual bioinvasion transmission.

1.7.2 Bird migration theoretically examined

The second part of this work, papers III, IV and V, deals with a theoretical analysis and
modelling of bird migration. We were mainly motivated by presently observed effects of climate
change on migration routes and timing and the issue of epidemics spread by migratory birds.
As a first theoretical, quantitative analysis of bird migration patterns, in paper III we analyse
different kinds of data with methods of random walk theory. The different available data
sources and new devices under development for observing bird movement and displacement
are described in detail. The most prominent ones are ring-recapture and satellite telemetry, of
which we examined reasonable data sets for the white stork (Ciconia ciconia).

When quantifying patterns and rates of spread the statistical properties of the movement of
the dispersal vectors are of great importance. Epidemics spread, for example, is much acceler-
ated if movement is not random, but superdiffusive. Therefore, in paper IV we examine short
time displacement distributions in more detail. We analyse large amounts of ring-recapture
data of several migratory and non-migratory bird species, and assess if their movement may be
reminiscent of a Lévy flight, as has been proposed for other species. Furthermore, mechanisms
and possible sources of bias are discussed, as well as the results’ implications for the spread of
avian diseases.

As we found two modes of movement in the data of the migratory white stork (paper III),
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long-range migration and short-range foraging, we consider it reasonable to develop a network
model of the process of such migration, disregarding short-range movement. Apart from that,
it is very important to incorporate seasonality into the model, as it is the main driver of bird
migration. Therefore, network links were weighted by seasonally changing transition rates, the
network topology thus changing with time of the year. At the end of paper III the idea of
such a seasonally driven network model of bird migration is shortly described, the details of
which are then presented in paper V. Furthermore, we derive how one can parameterise this
network model with real data, and perform such a parameterisation (paper V) using satellite
telemetry data for the white stork and GPS localisations of the greater white-fronted goose
(Anser albifrons). These two species conduct stepping stone like migration. Therefore, it is
suitable to describe their migration as a network process. Once more using network measures
we analysed the cumulative and seasonal migration networks of the two considered bird species
in the light of transportation. This is sensible, because migratory birds are regarded as vectors
for the spread of infectious diseases and other small organisms.
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2 Paper I.
Regularity and randomness in the global
network of cargo ship movements

Pablo Kaluza, Andrea Kölzsch, Michael T. Gastner and Bernd Blasius;
submitted to Proceedings of the National Academy of Sciences of the United States of America

Abstract

Transportation networks play a crucial role in human mobility, the exchange of goods, and
the spread of invasive species. With 90% of world trade carried by sea, the global network
of merchant ships provides one of the most important modes of transportation. Here we use
information about the itineraries of 16,363 cargo ships during the year 2007 to construct a
network of links between ports. We show that the network has several features which set
it apart from other transportation networks. In particular, most ships can be classified in
three categories: bulk dry carriers, container ships, and oil tankers. These three categories
do not only differ in the ships’ physical characteristics, but also in their mobility patterns
and networks. Container ships follow regularly repeating paths whereas bulk dry carriers and
oil tankers move apparently randomly between ports. The network of all ship movements
possesses a heavy-tailed distribution for the connectivity of ports and for the loads transported
on the links with systematic differences between ship types. The data analyzed in this paper
improve current assumptions based on gravity models of ship movements, an important step
towards understanding patterns of global trade and bioinvasion.

2.1 Introduction

The ability to travel, trade commodities, and share information around the world with un-
precedented efficiency is a defining feature of the modern globalized economy. Among the
different means of transport, ocean shipping stands out as the most energy efficient mode of
long-distance transport for large quantities of goods (Rodrigue et al., 2006). According to
estimates, as much as 90% of world trade is hauled by ships (IMO, 2006). In 2006, 7.4 billion
tons of goods were loaded at the world’s ports. The trade volume currently exceeds 30 trillion
ton-miles and is growing at a rate faster than the global economy (UN, 2007).

The worldwide maritime network also plays a crucial role in today’s spread of invasive species.
Two major pathways for marine bioinvasion are discharged water from ships’ ballast tanks (Ruiz
et al., 2000) and hull fouling (Drake & Lodge, 2007). Even terrestrial species such as insects are
sometimes inadvertently transported in shipping containers (Lounibos, 2002). In several parts

17



2 Paper I. Regularity and randomness in the global network of cargo ship movements

of the world, invasive species have caused dramatic levels of species extinction and landscape
alteration, thus damaging ecosystems and creating hazards for human livelihoods, health, and
local economies (Mack et al., 2000). The financial loss due to bioinvasion is estimated to be
$120 billion per year in the United States alone (Pimentel et al., 2005).

Despite affecting everybody’s daily lives, the shipping industry is far less in the public eye
than other sectors of the global transport infrastructure. Accordingly, it has also received little
attention in the recent literature on complex networks (Wei et al., 2007; Hu & Zhu, 2009).
This neglect is surprising considering the current interest in networks (Albert & Barabási, 2002;
Newman, 2003b; Gross & Blasius, 2008), especially airport (Barrat et al., 2004; Hufnagel et al.,
2004; Guimera et al., 2005), road (Buhl et al., 2006; Barthelemy & Flammini, 2008) and train
networks (Latora & Marchiori, 2002; Sen et al., 2003). In the spirit of current network research,
we take here a “holistic” perspective on the global cargo ship network (GCSN) as a complex
system defined as the network of ports that are connected by links if ship traffic passes between
them.

Similar research in the past had to make strong assumptions about flows on hypothetical
networks with connections between all pairs of ports in order to approximate ship move-
ments (Drake & Lodge, 2004; Tatem et al., 2006). By contrast, our analysis is based on
comprehensive data of real ship journeys allowing us to construct the actual network. We
show that it has a small-world topology where the combined cargo capacity of ships calling
at a given port follows a heavy-tailed distribution. This capacity scales superlinearly with the
number of directly connected ports. We identify the most central ports in the network and find
several groups of highly interconnected ports showing the importance of regional geopolitical
and trading blocks.

A high-level description of the complete network, however, does not yet fully capture the
network’s complexity. Unlike previously studied transportation networks, the GCSN has a multi-
layered structure. There are, broadly speaking, three classes of cargo ships – container ships,
bulk dry carriers, and oil tankers – that span distinct subnetworks. Ships in different categories
tend to call at different ports and travel in distinct patterns. We analyze the trajectories of
individual ships in the GCSN and develop techniques to extract quantitative information about
characteristic movement types. With these methods we can quantify that container ships
sail along more predictable, frequently repeating routes than oil tankers or bulk dry carriers.
Understanding the movement patterns in the network can guide future international policy
decisions concerning the stability of worldwide trade and reducing the risks of bioinvasion.

2.2 Data

An analysis of global ship movements requires detailed knowledge of ships’ arrival and departure
times at their ports of call. Such data has become available in recent years. Starting in 2001,
ships and ports have begun installing Automatic Identification System (AIS) equipment. AIS
transmitters on board of the ships automatically report the arrival and departure times to
the port authorities. This technology is primarily used to avoid collisions and increase port
security, but arrival and departure records are also made available by Lloyd’s Register Fairplay
for commercial purposes as part of its Sea-web data base (www.sea-web.com). AIS devices
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2.2 Data

Figure 2.1: Routes, ports, and betweenness centralities in the global cargo ship network
(GCSN). (a) The trajectories of all cargo ships bigger than 10, 000 GT during 2007. The color scale
indicates the number of journeys along each route. Ships are assumed to travel along the shortest (geodesic)
paths on water. (b) A map of the 50 ports of highest betweenness centrality and a ranked list of the 20
most central ports.

have not been installed in all ships and ports yet, and therefore there are some gaps in the
data. Still, all major ports and the largest ships are included, thus the data base represents
the majority of cargo transported on ships.

Our study is based on Sea-web’s arrival and departure records in the calendar year 2007
as well as Sea-Web’s comprehensive data on the ships’ physical characteristics. We restrict
our study to cargo ships bigger than 10, 000 GT (gross tonnage) which make up 93% of the
world’s total capacity for ship cargo transport. From these we select all 16, 363 ships for which
AIS data are available, taken as representative of the global traffic and long-distance trade
between the 951 ports equipped with AIS receivers. For each ship we obtain a trajectory from
the data base, i.e., a list of ports visited by the ship sorted by date. In 2007, there were
490, 517 nonstop journeys linking 36, 351 distinct pairs of arrival and departure ports. The
complete set of trajectories, each path representing the shortest route at sea and colored by
the number of journeys passing through it, is shown in Fig. 2.1 a.

Each trajectory can be interpreted as a small directed network where the nodes are ports
linked together if the ship traveled directly between the ports. Larger networks can be defined
by merging trajectories of different ships. In this article we aggregate trajectories in four
different ways: the combined network of all available trajectories, and the subnetworks of
container ships (3, 100 ships), bulk dry carriers (5, 498) and oil tankers (2, 628). These three
subnetworks combined cover 74% of the GCSN’s total gross tonnage. In all four networks, we
assign a weight wij to the link from port i to j equal to the sum of the available space on all
ships that have traveled on the link during 2007 measured in GT. If a ship made the journey
from i to j more than once, its capacity contributes multiple times to wij .
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2.3 The global network of cargo ships

The directed network of the entire cargo fleet is noticeably asymmetric, with 59% of all linked
pairs of ports being connected only in one direction. Still, the vast majority of ports (935 out
of 951) belongs to one single strongly connected component, i.e., for any two ports in this
component, there are routes in both directions, though possibly visiting different intermediate
ports. The routes are intriguingly short: only few steps in the network are needed to get from
one port to another. The shortest path length l between two ports is the minimum number of
nonstop connections one must take to travel between origin and destination. In the GCSN, the
average over all pairs of ports is extremely small, 〈l〉 = 2.5. Even the maximum shortest path
between any two ports (e.g., from Skagway, Alaska, to the small Italian island of Lampedusa),
is only of length lmax = 8. In fact, the majority of all possible origin-destination pairs (52%)
can already be connected by two steps or less.

Comparing these findings to those reported for the worldwide airport network (WAN) shows
interesting differences and similarities. In the WAN, the average and maximum shortest path
lengths are 〈l〉 = 4.4 and lmax = 15 respectively (Guimera et al., 2005), i.e., about twice as
long as in the GCSN. Similar to the WAN, the GCSN is highly clustered: if a port X is linked
to ports Y and Z, there is a high probability that there is also a connection from Y to Z.
We calculated a clustering coefficient C (Watts & Strogatz, 1998) for directed networks and
find C = 0.49 whereas random networks with the same number of nodes and links only yield
C = 0.04 on average. Therefore, the GCSN – like the WAN – can be regarded as a small-
world network possessing short path lengths despite substantial clustering (Watts & Strogatz,
1998). However, the average degree of the GCSN, i.e., the average number of links arriving
at and departing from a given port, 〈k〉 = 76.5, is notably higher than in the WAN where
〈k〉 = 19.4 (Barrat et al., 2004).

The degree distribution P (k) shows that most ports have few connections, but there are some
ports linked to hundreds of other ports (Fig. 2.2 a). Similar right-skewed degree distributions
have been observed in many real-world networks (Barabási & Albert, 1999). While the GCSN’s
degree distribution is not exactly scale-free, the distribution of link weights, P (w), follows
approximately a power law P (w) ∝ w−µ with µ = 1.71 ± 0.14 (R2 = 0.986, Fig. 2.2 b). By
averaging the sums of the link weights arriving at and departing from port i, we obtain the
node strength si (Barrat et al., 2004). The strength distribution is also approximated by a
power law P (s) ∝ s−η with η = 1.02 ± 0.17 (R2 = 0.945), meaning that a small number of
ports handle huge amounts of cargo (Fig. 2.2 c). Model selection by Akaike weights (Burnham
& Anderson, 1998) confirm that power law is a better fit than exponential for P (w) and P (s),
but not P (k) (see Supplementary Information). Strengths and degrees of the ports are related
according to the scaling relation 〈s(k)〉 ∝ k1.46±0.1 (95% CI for SMA regression; Warton et al.,
2006). Hence, the strength of a port grows generally faster than its degree (Fig. 2.2 d). In
other words, highly connected ports not only have many links, but their links also have a higher
than average weight. This observation agrees with the fact that busy ports are better equipped
to handle large ships with large amounts of cargo. A similar result, 〈s(k)〉 ∝ k1.5±0.1, was
found for airports (Barrat et al., 2004), which may hint at a general pattern in transportation
networks.

A further indication of the importance of a node is its betweenness centrality (Freeman,
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Figure 2.2: Degrees and weights in the global cargo ship network ∗ (insets: subnetworks
for container ships ¤, bulk dry carriers ◦, and oil tankers 4). (a) The degree distributions P (k)
are right-skewed, but not power laws, neither for the GCSN nor its subnetworks. The degree k is defined
here as the sum of in- and out-degree, thus k = 1 is rather rare. (b) The link weight distributions
P (w) reveal clear power law relationships for the GCSN and the three subnetworks, with exponents µ
characteristic for the movement patterns of the different ship types. (c) The node strength distributions
P (s) are also heavy-tailed, showing power law relationships. The stated exponents are calculated by linear
regression with 95% confidence intervals (similar results are obtained with maximum likelihood estimates,
see Supplementary Information). (d) The average strength of a node 〈s(k)〉 scales superlinearly with its
degree, 〈s(k)〉 ∝ k1.46±0.1, indicating that highly connected ports have, on average, links of higher weight.

1979; Newman, 2004). The betweenness of a port is the number of topologically shortest
directed paths in the network that pass through this port. In Fig. 2.1 b we plot and list the
most central ports. There are different reasons why these nodes play a special role in the
network. The Panama and Suez Canal are shortcuts to avoid long passages around South
America and Africa. Other ports have a high centrality because they are visited by a large
number of ships (e.g., Shanghai) whereas others gain their status primarily by being connected
to many different ports (e.g., Antwerp).
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2.4 The network layers of different ship types

To compare the movements of cargo ships of different types, separate networks were generated
for each of the three main ship types: container ships, bulk dry carriers, and oil tankers.
Applying the network parameters introduced in the previous section to these three subnetworks
reveals some broad-scale differences (see Table 2.1). The network of container ships is densely
clustered, C = 0.52, has a rather low mean degree, 〈k〉 = 32.44, and a large mean number of
journeys (i.e., number of times any ship passes) per link, 〈J〉 = 24.26. The bulk dry carrier
network, on the other hand, is less clustered, has a higher mean degree, and fewer journeys
per link (C = 0.43, 〈k〉 = 44.61, 〈J〉 = 4.65). For the oil tankers, we find intermediate values
(C = 0.44, 〈k〉 = 33.32, 〈J〉 = 5.07). Note that the mean degrees 〈k〉 of the subnetworks
are substantially smaller than that of the full GCSN, indicating that different ship types use
essentially the same ports but different connections.

A similar tendency appears in the scaling of the link weight distributions (Fig. 2.2 b).
P (w) can be approximated as power laws for each network, but with different exponents
µ. The container ships have the smallest exponent (µ = 1.42) and bulk dry carriers the
largest (µ = 1.93) with oil tankers in between (µ = 1.73). In contrast the exponents for
the distribution of node strength P (s) are nearly identical in all three subnetworks, η = 1.05,
η = 1.13 and η = 1.01, respectively.

These numbers give a first indication that different ship types move in distinctive patterns.
Container ships typically follow set schedules visiting several ports in a fixed sequence along
their way, thus providing regular services. Bulk dry carriers, by contrast, appear rather random
as they frequently change their routes on short notice depending on the current supply and
demand of the goods they carry. The larger variety of origins and destinations in the bulk dry
carrier network (n = 616 ports, compared to n = 378 for container ships) explains the higher
average degree and the smaller number of journeys for a given link. Oil tankers also follow
short-term market trends, but, because they can only load oil and oil products, the number of
possible destinations (n = 505) is more limited than for bulk dry carriers.

The betweenness centralities for the three network layers also underline their differences (see
Supplementary Information). While some ports rank highly in all categories (e.g. Suez Canal,
Shanghai), others are specialized on certain ship types. For example, the German port of
Wilhelmshaven ranks tenth in terms of its world-wide betweenness for oil tankers, but is only
241st for bulk dry carriers and 324th for container ships.

We can gain further insight into the roles of the ports by examining their community struc-
ture. Communities are groups of ports with many links within the groups but few links between
different groups. We calculated these communities for the three subnetworks with a modu-
larity optimization method for directed networks (Leicht & Newman, 2008). The network of
container trade shows 12 communities (Fig. 2.3 a). The largest ones are located (1) on the
Arabian, Asian, and South African coasts, (2) on the North American east coast and in the
Caribbean, (3) in the Mediterranean, the Black Sea, and on the European west coast, (4) in
Northern Europe, and (5) in the Far East and on the American west coast. The transport of
bulk dry goods reveals 7 groups (Fig. 2.3 b). Some can be interpreted as geographic entities
(e.g., North American east coast, trans-Pacific trade) while others are dispersed on multiple
continents. Especially interesting is the community structure of the oil transportation network
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Ship class ships MGT n 〈k〉 C 〈l〉 〈J〉
Whole fleet 16363 664.7 951 76.4 0.49 2.5 13.57
Container ships 3100 116.8 378 32.4 0.52 2.76 24.25
Bulk dry carriers 5498 196.8 616 44.6 0.43 2.57 4.65
Oil tankers 2628 178.4 505 33.3 0.44 2.74 5.07

Ship class µ η 〈N〉 〈L〉 〈S〉 〈p〉
Whole fleet 1.71 1.02 10.4 15.6 31.8 0.63
Container ships 1.42 1.05 11.2 21.2 48.9 1.84
Bulk dry carriers 1.93 1.13 8.9 10.4 12.2 0.03
Oil tankers 1.73 1.01 9.2 12.9 17.7 0.19

Number of ships, total gross tonnage [106 GT] and number of ports n in each
subnetwork; together with network characteristics: mean degree 〈k〉, clustering
coefficient C, mean shortest path length 〈l〉, mean journeys per link 〈J〉, power-
law exponents µ and η; and trajectory properties: average number of distinct ports
〈N〉, links 〈L〉, port calls 〈S〉 per ship and regularity index 〈p〉.

Table 2.1: Characterization of different subnetworks.

which shows 6 groups (Fig. 2.3 c): (1) the European, north and west African market (2) a
large community comprising Asia, South Africa and Australia, (3) three groups for the At-
lantic market with trade between Venezuela, the Gulf of Mexico, the American east coast and
Northern Europe, and (4) the American Pacific Coast. It should be noted that the network
includes the transport of crude oil as well as commerce with already refined oil products so
that oil producing regions do not appear as separate communities.

Despite the differences between the three main cargo fleets, there is one unifying feature:
their motif distribution (Milo et al., 2002). Like most previous studies, we focus here on
the occurence of three-node motifs and present their normalized Z score, a measure for their
abundance in a network (Fig. 2.4). Strikingly, the three fleets have practically the same motif
distribution. In fact, the Z scores closely resemble those found in the World Wide Web and
different social networks which were conjectured to form a superfamily of networks (Milo
et al., 2004). This superfamily displays many transitive triplet interactions (i.e., if X → Y
and Y → Z, then X → Z); for example, the overrepresented motif 13 in Fig. 2.4, has six
such interactions. Intransitive motifs, like motif 6, are comparably infrequent. The abundance
of transitive interactions in the ship networks indicates that cargo can be transported both
directly between ports as well as via several intermediate ports. It remains to be seen whether
the transitivity in the cargo ship network is caused by mechanisms similar to those at work in
other networks in this superfamily.
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a

Container ships
c  = 12

Q  = 0.605

b

Bulk dry carriers
c  = 7

Q  = 0.592

c

Oil tankers
c  = 6

Q  = 0.716

Figure 2.3: Communities of ports in three cargo ship subnetworks. The communities are groups
of ports that maximize the number of links within the groups, as opposed to between the groups, in terms
of the modularity Q (Leicht & Newman, 2008). In each map, the colors represent the c distinct trading
communities for the goods transported by (a) container ships, (b) bulk dry carriers, and (c) oil tankers.
The optimal values for c and Q are stated in the lower right corners.

2.5 Network trajectories

Going beyond the network perspective, the data base also provides information about the
movement characteristics per individual ship (Table 2.1). The average number of distinct
ports per ship 〈N〉 do not differ much between different ship classes, but container ships
call much more frequently at ports than bulk dry carriers and oil tankers. This difference is

24



2.5 Network trajectories

Figure 2.4: Motif distributions of the three main cargo fleets. A positive (negative) normalized
Z score indicates that a motif is more (less) frequent in the real network than in random networks with
the same degree sequence. For comparison, we overlay the Z scores of the World Wide Web and social
networks. The agreement suggests that the ship networks fall in the same superfamily of networks (Milo
et al., 2004). The motif distributions of the fleets are maintained even when 25%, 50% and 75% of the
weakest connections are removed.

explained by the characteristics and operational mode of these ships. Normally, container ships
are fast (between 20 and 25 knots) and spend less time (1.9 days on average in our data) in
the port for cargo operations. By contrast, bulk dry carriers and oil tankers move more slowly
(between 13 and 17 knots) and stay longer in the ports (on average 5.6 days for bulk dry
carriers, 4.6 days for oil tankers).

The speed at sea and of cargo handling, however, is not the only operational difference.
The topology of the trajectories also differs substantially. Characteristic sample trajectories for
each ship type are presented in Fig. 2.5 a-c. The container ship (Fig. 2.5 a) travels on some of
the links several times during the study period whereas the bulk dry carrier (Fig. 2.5 b) passes
almost every link exactly once. The oil tanker (Fig. 2.5 c) commutes a few times between
some ports, but by and large also serves most links only once.

We can express these trends in terms of a “regularity index” p that quantifies how much
the frequency with which each link is used deviates from a random network. Consider the
trajectory of a ship calling S times at N distinct ports and travelling on L distinct links. We
compare the mean number of journeys per link freal = S/L to the average link usage fran

in an ensemble of randomized trajectories with the same number of nodes N and port calls
S. To quantify the difference between real and random trajectories we calculate the Z score
p = (freal−fran)/σ (where σ is the standard deviation of f in the random ensemble). If p = 0,
the real trajectory is indistinguishable from a random walk. The larger p, the more regular is
the movement of the ship. Figs. 2.5 d-f present the distributions of the regularity index p for
the different fleets. For container ships it is distributed broadly over strongly positive values
of p, thus supporting our earlier observation that most container ships provide regular services
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Figure 2.5: Sample trajectories of (a) a container ship with a regularity index p = 2.09, (b) a bulk
dry carrier, p = 0.098, (c) an oil tanker, p = 1.027. In the three trajectories, numbers and thickness of
drawn links indicate the frequency of journeys on each link. (d)-(f) Distribution of p for the three main
fleets.

between ports along their way. Trajectories of bulk dry carriers and oil tankers, on the other
hand, appear essentially random with the vast majority of ships near p = 0.

2.6 Discussion

In this article, we view global ship movements as a network based on detailed arrival and
departure records. Until recently, surveys of seaborne trade had to rely on far less data:
only the total number of arrivals at some major ports were publicly accessible, but not the
ships’ actual paths (Zachcial & Heideloff, 2001). Missing information about the frequency
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Figure 2.6: (a) Histogram of port-to-port distances travelled in the GCSN (navigable distances around
continents as indicated in Fig. 2.1). We overlay the predictions of two different models. The gravity model
(red), based on information about distances between ports and total port calls, gives a much better fit
than a simpler model (blue) which only fixes the total number of journeys. (b) Count of port pairs with
Nij observed and Fij predicted journeys. The flows Fij were calculated with the gravity model (rounded
to the nearest integer). Some of the worst outliers are highlighted in blue. ◦: Antwerp to Calais (Nij = 0
vs. Fij = 200). 4: Hook of Holland to Europoort (16 vs. 1895). ¦: Calais to Dover (4392 vs. 443). ¤:
Harwich to Hook of Holland (644 vs. 0).

of journeys, thus, had to be replaced by plausible assumptions, the gravity model being the
most popular choice. It posits that trips are, in general, more likely between nearby ports than
between ports far apart. If dij is the distance between ports i and j, the decline in mutual
interaction is expressed in terms of a distance deterrence function f(dij). The number of
journeys from i to j then takes the form Fij = aibjOiIjf(dij), where Oi is the total number
of departures from port i and Ij the number of arrivals at j (Haynes & Fotheringham, 1984).
The coefficients ai and bj are needed to ensure

∑
j Fij = Oi and

∑
i Fij = Ij .

How well can the gravity model approximate real ship traffic? We choose a truncated
power law for the deterrence function, f(dij) = dij

−β exp(−dij/κ). The strongest correlation
between model and data is obtained for β = 0.59 and κ = 4900 km (see Supplementary
Information). At first sight, the agreement between data and model appears indeed impressive.
The predicted distribution of travelled distances (Fig. 2.6 a) fits the data far better than a
simpler non-spatial model that preserves the total number of journeys, but assumes completely
random origins and destinations.

A closer look at the gravity model, however, reveals its limitations. In Fig. 2.6 b we count
how often links with an observed number of journeys Nij are predicted to be passed Fij times.
Ideally all data points would align along the diagonal Fij = Nij , but we find that the data
are substantially scattered. Although the parameters β and κ were chosen to minimize the
scatter, the correlation between data and model is only moderate (Kendall’s τ = 0.433). In
some cases, the prediction is off by several thousand journeys per year.

In summary, the gravity model captures some broad trends of global cargo trade, but for

27



2 Paper I. Regularity and randomness in the global network of cargo ship movements

many applications its results are too crude. Recent studies have used the gravity model
to pinpoint the ports and routes central to the spread of invasive species (Drake & Lodge,
2004; Tatem et al., 2006). However, the actual movements of ships are more complex than
anticipated. Future strategies to curb biological invasions will have to take these details into
account. The network structure presented in this article can be used as a first step in this
direction.
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2.7 Supplementary Information

2.7.1 Network analysis

Network construction

Construction of the GCSN is based on the Sea-web data base (www.sea-web.com), containing
ship arrival and departure records, as well as data on ships’ physical characteristics, in the
calendar year 2007. From the 58,056 ships in the data base we select the 24,375 ships bigger
than 10,000 GT, which comprises 42% of all ships in the data base and more than 90% of the
total cargo capacity (measure in dead weight tonnage DWT). From these we further select all
16,363 ships for which AIS are available in 2007 (comprising 28% of all ships in the data base
and about 58% of the world’s total cargo capacity).

Each ship trajectory consists of a list of visited locations, which can be ports, port terminals
or anchorage areas. Thus, a specific port will usually be listed with different references, since
a ship can visit several of the ports’ terminals. As we are interested in the interaction between
ports, different terminals of the same port are uniquely referred to by the port name (ports
have been adjusted using the portguide database www.portguide.com) so that each port
is represented by a single node in the network (technically speaking, we performed vertex
contractions among the terminals until we obtain only one node). Anchorage points are
removed from the list of visited places as they do not provide new information about the
interaction of ships between ports.

After this preprocessing of the data base, each trajectory of a ship consists of a list of S
port calls during the calendar year 2007 sorted by date. For each such trajectory we generate
an associated small network with N nodes and L links, where each visited port is represented
by a node and a directed link connects two visited ports according to the ship movement. As
a ship, in general, can travel the same link many times during the considered period of time,
the number of distinct links can be smaller than the number of port calls, L ≤ S. The links in
a trajectory are directed and can be weighted either by the number J of times the ship sailed
between the same ports during the study period, or by the cumulative gross tonnage (GT) that
crossed the link in the considered time window, i.e. J multiplied by the ship’s gross tonnage.

Networks, corresponding to larger ensembles of vessels, are generated by merging all single
ship networks for a particular class of fleet. To merge an ensemble of subnetworks we generate
a new network, comprising all ports and links in the subnetworks. If a link is present in more
than one of the subnetworks, its weight in the merged network is the sum of all weights of this
link in the subnetworks.

Clustering coefficient

To determine a clustering coefficient in a directed network we calculate the clustering coefficient
ci of a node i as

ci =
Ei

ki(ki − 1)
, (2.1)

where ki is the number of neighbors of the node i, and Ei is the number of directed connections
that exist between the ki neighbors. Two nodes are considered to be neighbors if there exists
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at least one directed connection between them (Kaluza, 2007). The clustering coefficient C
for the whole network is obtained by averaging ci over all nodes of the network

C =
1
n

∑

i

ci. (2.2)

Motif structure

To determine motif distributions of networks, the software package MFINDER has been used
(www.weizmann.ac.il/mcb/UriAlon).

Regularity index

We define a “regularity index” p to characterize the regularity or mode of operation of a
ship’s trajectory, i.e. to measure to which extend the ship is operating periodically on some
predescribed service route rather than moving randomly between the ports. Consider a ship
calling S times at N distinct ports and traveling on L distinct links. The regularity index is
based on the average frequency freal with which the ship crosses the links during the considered
period of time

freal =
S

L
=

1
L

L∑

i=1

fi, (2.3)

where fi is the number of journeys across link i. Given a fixed number of port calls S, high
values of freal arise if a ship is crossing the same links many times, hinting at a regular service
route. In contrast, a small value means that the ship crosses many links only a few times - an
indication of a rather random mode of operation.

The measure freal is still ambiguous as it is affected by the number of steps that the ship
has taken. Therefore we compare the mean number of journeys of the real trajectory, freal, to
the link usage fran of an ensemble of randomized trajectories with the same number of nodes
N and port calls S. We construct a random trajectory by starting at an arbitrary port and
choosing randomly between the other possible ports in order to make a step. This process is
repeated S times, creating a contiguous trajectory (each new link starts where the previous
one ended). In this way we create an ensemble with M randomized trajectories and define
fran as the ensemble average

fran =
1
M

M∑

j=1

1
Lj

Lj∑

i=1

fji, (2.4)

where Lj is the number of distinct links used by the randomized trajectory j (note that in
general Lj will be different from L) and fji describes the number of journeys across link i in
trajectory j. For normalization one can use the standard variation σran which indicates the
variation of the frequencies fji.

To quantify the difference between real and random trajectories, we calculate the Z score,
i.e., the difference between the two mean frequencies, taking their distance in units of standard

30



2.7 Supplementary Information

Port Mbc ships port calls k s (mill. GT)
1 Panama Canal 74.55 3224 12719 733 422.4
2 Suez Canal 45.27 3516 7632 686 406.1
3 Shanghai 39.46 4156 12882 564 404.8
4 Singapore 31.06 3190 11875 524 489.5
5 Antwerp 30.71 2268 7447 603 245.6
6 Piraeus 25.59 916 2535 358 83.7
7 Terneuzen 23.14 1877 5218 534 161.3
8 Plaquemines 22.81 2166 8449 496 269.7
9 Houston 21.87 1629 3504 487 103.7
10 Ijmuiden 20.48 1057 3879 487 129.7
11 Santos 19.90 1490 3826 513 119.2
12 Tianjin 16.73 2450 5152 415 169.4
13 New York & New Jersey 16.68 1510 4495 462 189.7
14 Europoort 16.44 1148 4080 464 147.3
15 Hamburg 15.79 1287 4015 430 176.6
16 Le Havre 15.07 1102 3865 422 163.1
17 St Petersburg 14.88 472 1506 343 30.0
18 Bremerhaven 14.02 1025 4004 353 156.4
19 Las Palmas 13.42 764 2008 408 54.2
20 Barcelona 12.71 1015 5043 376 177.5

Table 2.2: The 20 most central ports in the GCSN, their betweenness centrality in units of 1000 (Mbc),
the number of different ships that pass this port per year, number of times this port is called by all ships,
degree (k), and strength (s).

deviations

p =
freal − fran

σran
. (2.5)

The index p is a measure for the regularity of the trajectory. If p is close to zero the trajectory
cannot be distinguished from a random walk among the ports, whereas with larger values of p
the movement of the ship is increasingly regular.

2.7.2 Betweenness centralities in comparison

Characterization of the full GCSN

In the main text we have listed the most important ports of the GCSN according to their
betweenness centralities. In Table 2.2 we additionally list their betweenness values and related
measures of port size and importance. The table shows that ports that handle many ships
or have high degree, in general also have a high betweenness centrality. On the other hand,
a port may have a rather small node strength s and still be very central (e.g. Piraeus). One
possible explanation is that such a port has many weak links that function as local hubs.

31



2 Paper I. Regularity and randomness in the global network of cargo ship movements

rank Container ships Bulk dry carriers Oil tankers
Port Mbc Port Mbc Port Mbc

1 Shanghai 11.76 Panama Canal 40.00 Singapore 30.09
2 Vlaardingen 11.76 Shanghai 29.71 Panama Canal 20.33
3 Panama Canal 10.95 Suez Canal 23.83 Europoort 18.41
4 Singapore 9.94 Plaquemines 23.51 New York/New Jersey 13.98
5 Jebel Ali 8.72 Santos 18.30 Suez Canal 13.85
6 Algeciras 6.97 Tianjin 12.82 Houston 11.31
7 Le Havre 6.63 Durban 11.51 Shanghai 11.18
8 Barcelona 6.13 Terneuzen 11.38 Ijmuiden 10.18
9 Bremerhaven 5.83 St Petersburg 11.19 New Orleans 8.80

10 Hamburg 5.72 Lianyungang 9.47 Wilhelmshaven 8.63
11 Tacoma 5.44 Qingdao 9.36 Fos 8.22
12 Malaga 5.29 Houston 9.25 Ventspils 7.00
13 Antwerp 4.83 Las Palmas 9.21 Maasvlakte 6.81
14 Suez Canal 4.73 Antwerp 8.77 Corpus Christi 6.11
15 Santos 4.16 Guangzhou 8.37 Jebel Ali 5.91
16 Rotterdam 3.99 Riga 7.03 Chiba 5.67
17 Piraeus 3.99 Yuzhny 6.90 Benicia 5.65
18 Busan 3.64 Novorossiysk 6.88 Jebel Dhanna/Ruwais 5.41
19 Felixstowe 3.59 Kaohsiung 6.63 Antwerp 5.38
20 Colombo 3.22 Ijmuiden 6.61 Long Beach 4.50

Table 2.3: The 20 most central ports in the different network layers of different ship types and
their betweenness centrality in units of 1000 (Mbc).

Different ship types

Other interesting aspects regarding the betweenness centralities become evident by comparing
these values for the three ship type specific networks (see Table 2.3). This allows for example
to deduce which of the ports are more important for oil trade, which for bulk dry and which
for container goods. Interestingly the importance of the two main canals, the Suez Canal and
Panama Canal, shows much variation between the ship types. This is plausible because, for
example for container ships, there are, in comparison, less direct links between the Suez Canal
and other ports, as they stop at several, usually coinciding, ports on their route.

2.7.3 Distances traveled in the global network of cargo ships

Calculating ship distances

Calculating distances between two ports is not a trivial matter. The spherical shape of the
earth complicates some of the equations: the shortest path between two points on a sphere is
not a line, but a “geodesic”, a segment of a great-circle arc. To make matters worse, ships
cannot always travel along the geodesic if it is blocked by land (i.e., a continent or an island)
or ice. To calculate effective distances, one has to consider all obstacles and find the shortest
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Figure 2.7: Examples of distances between ports (Bremerhaven ↔ Yokohama ↔ Houston). Ships
are assumed to move around the continents, with the Suez and Panama canals as the only exceptions.

way around them.
As a first step in this calculation, we rasterized the world’s coast lines. The coordinates

along the coasts were treated as vertices of a so-called visibility graph: pairs of vertices were
connected by edges if and only if the geodesic between the vertices is entirely on water.
(We assume for simplicity’s sake that the northernmost latitude free of sea ice is 69◦ N and
the southernmost latitude 62◦ S.) To determine the edges, we parametrized the geodesic,
stepped along the curve in small discrete steps, and determined at each step if the corre-
sponding point on the geodesic is on water. Each edge was assigned the great-circle distance,
R arccos(cosφ1 cosφ2 cos(λ1−λ2)+ sinφ1 sinφ2), where R is the earth’s radius (6, 371 km),
and λ1(2) and φ1(2) are the longitude and latitude of the vertices at the end points. Then the
shortest paths between ports were determined with Dijkstra’s algorithm. Undoubtedly, more
elegant algorithms exist (Mitchell, 1991), but this technique was sufficiently reliable for our
purpose.

Examples of calculated ship routes are shown in Fig. 2.7. Note that we permit transit
through the Panama and Suez canals, a reasonable assumption for all but the very largest
ships. A list of pairwise port distances is available upon request from the authors.

Characterization by gravity models

An important question in transportation forecasting is how distances influence the number
of trips between ports. Several classic studies in economics have proposed “gravity models”
where the frequency of trips (Zipf, 1946) or the volume of trade (Reilly, 1931; Isard, 1954)
decays as a function of distance. Following along these lines, we use the doubly constrained
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gravity model (Haynes & Fotheringham, 1984) to fit the observed distribution of ship traffic.
The number of ships per year from port i to j is treated as a flow Fij on the network of all
possible port connections and is assumed to have the form

Fij = aibjOiIjf(dij) (2.6)

where Oi is the total flow out of port i and Ij the total flow into port j. The distance
deterrence function f(dij) describes the level of interaction if the distance between the ports
is dij . The coefficients ai and bj have to be chosen such that the calculated flows Fij are
consistent with the actually observed total in- and out-flows, thus

ai =


∑

j

bjIjf(dij)



−1

, (2.7)

bj =

(∑

i

aiOif(dij)

)−1

. (2.8)

This system of non-linear equations can be solved by iteratively putting an approximate solution
for all ai into Eq. 2.8 and the new solution for all bj back into Eq. 2.7 until all coefficients
converge.

The deterrence function is assumed to follow a truncated power law

f(dij) = dij
−β exp(−dij/κ). (2.9)

The quality of the model for a given exponent β and cutoff distance κ is assessed in terms
of Kendall’s rank correlation between the calculated flow Fij and the actual number of ships
between i and j in 2007. Fij was rounded to the nearest integer; all pairs of calculated and
observed flows were cross-tabulated in exponentially increasing bins (cf. Fig. 6b in the main
text). The strongest correlation is obtained for β = 0.59 and κ = 4900 km (Fig. 2.8).

A histogram of the number of journeys binned by distance in 500 km intervals shows indeed
striking similarities between real data and the gravity model for these parameters (Fig. 2.6 a
in the main text). In particular, the gravity model performs considerably better than a null
model that preserves the total number of journeys, but with completely random movements
between ports. However, if journeys over similar distances are not aggregated, even the gravity
model possesses only limited predictive power. In Fig. 2.6 b in the main text, we compare the
observed and predicted flow on each link. While ideally all data points would align along
the diagonal, there is substantial scatter on both sides of it. For example, on the link from
Antwerp (Belgium) to Calais (France) the gravity law predicts 200 journeys whereas none are
observed. Conversely, zero journeys are predicted between Harwich (UK) and Hook of Holland
(Netherlands), but 644 were actually recorded. The rank correlation is, accordingly, even at
its optimum value only moderate (τ = 0.433). Therefore, gravity-model based proposals to
limit bioinvasion mediated by ships should be interpreted with caution (Drake & Lodge, 2004;
Tatem et al., 2006).
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Figure 2.8: Kendall’s τ as a function of the exponent β and cutoff distance κ in the distance
deterrence function. The dashed lines indicate the parameters at maximum τ .

2.7.4 Model selection for degree and weight distributions

One central aim for the characterization of broad scale distributions of e.g., networks degrees
is to quantify whether such distributions are consistent with a power law or whether different
distributions (such as exponential or log-normal) are more appropriate. The classic approach
to identify which distribution best fits a given set of data is to simply assess the quality of a
linear regression in a log-log plot of the logarithmically binned data. If it is a sufficiently close
fit, it is often concluded that the distribution coincides with a power law P (x) = x−γ , and that
the slope of the regression curve is an appropriate estimate of the exponent γ. This approach
has, however, recently been shown to often wrongly favour power laws and an alternative
methodology has been developed and introduced to power law fitting (Burnham & Anderson,
1998; Edwards et al., 2007): model selection by Akaike weights and nonparametric estimation
of the model parameters by maximum likelihood.

To strengthen our results concerning the forms of the distributions of the degree P (k), link
weight P (w) and node strength P (s) (see Fig. 2.2 in the main text) we calculated the Akaike
weights wi for these distributions in the GCSN and each of the three ship type specific networks.
We investigated the strength of evidence for the power law distribution and two alternatives:

the exponential P (x) = λ exp(−λx) and log-normal distribution P (x) = exp(−(log x−µ)2/(2σ2))

xσ
√

2π
.

Akaike weights were always very distinctive, one of the distribution types revealing 0.98 ≤
wi ≤ 1. In Table 2.4 we specify the preferred distribution for each network and measure. If it
is a power law, we additionally provide the maximum likelihood estimate of the exponent µ̂ or
η̂, respectively, with its standard deviation.

Agreeing with our previous results, the Akaike weights for the degree distributions favor the
exponential. Thus, in contrast to other real-world networks, the degree distribution of the
cargo ship network does not conform with strict scale-free behavior. The results for the link
weight and node strength distributions as well strengthen our previous results. The weight
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network degree k link weigth w node strength s
P (k) γ̂(SD) P (w) µ̂(SD) P (s) η̂(SD)

GCSN exponential - power law 1.49 (0.00) power law 1.17 (0.01)
container
ships

exponential - power law 1.36 (0.00) power law 1.18 (0.01)

bulk dry
carrier

exponential - power law 1.64 (0.01) log-normal -

oil tanker exponential - log-normal - power law 1.21 (0.01)

Table 2.4: Best fit functions for the degree, link weight and node strength distributions
selected by Akaike weights. For power law distributions also the maximum likelihood estimates of the
exponent are given with standard deviation (SD).

distributions for the GCSN, the container ship and bulk dry carrier networks show clear power
law behaviour with exponents µ̂ a little smaller, but of similar order as the regression estimates
µ. For the oil tanker network, P (w) is, however, best described by a log-normal distribution.
This may be related to the large confidence interval of the according regression slope. A similar
picture becomes apparent for the strength distributions. All but the network of bulk dry carriers
reveal power law distributions of their node strengths, the exception again coinciding with a
large confidence interval of its regression estimate. The maximum likelihood exponents η̂ are
slightly larger than the regression estimates, still they are very small, indicating a rather big
number of very strong nodes or very busy ports, respectively.
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Abstract

The transport of huge amounts of small aquatic organisms in the ballast tanks and at the
hull of large cargo ships leads to ever increasing rates of marine bioninvasion. In this study,
we theoretically examined this first stage of bioinvasion, the introduction, because then one
can still intervene with regulating measures. We applied a selection of network properties and
analysed the structure and spread characteristics of the directed and weighted global cargo
ship network (GCSN). The GCSN is highly efficient, shows small world characteristics and is
positive assortative. This indicates a strong community structure and that quick spread of
invasive organisms between the ports is likely. We reavealed that the GCSN contains two large
communities, the Atlantic and Pacific trading groups, and several small, local ones. Ports that
appear as connector hubs between the communities are also most important regarding spread
specific measures of centrality. They are the Suez and Panama Canal, Singapore and Shanghai.
Furtermore, from our calculations of the robustness of the cargo ship network and determining
its percolation behaviour, differences of onboard and in port ballast water treatment were
evaluated and set into context with previous studies. For effective bioinvasion management
one would have to outfit around 80% of the largest ports with in port treatment or apply
onboard treatment of an efficiency above 80% to each ship. Because of the presently unclear
efficiency of different ballast treatment devices, we propose that it is most sensible to combine
the two.

3.1 Introduction

Biological invasions are geographical expansions of species into areas not previously occupied by
it. This is a natural process. However, lately bioinvasion events occur at extremely accelerated
rates due to human actions, sometimes by deliberate introductions, but often accidentally
(Elton, 1958; Vermeij, 1996; Mack et al., 2000; Kolar & Lodge, 2001). Such increased rates of
bioinvasion greatly threaten biodiversity and ecosystem functioning worldwide (Lodge, 1993;
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Sala et al., 2000). Additionally, they cause damages of human facilities, impact the economy,
and pose unpredictable hazards to our health and livelihood (Pimentel et al., 2005; Ruiz et al.,
2000; Tatem et al., 2006). Bioinvasion is a three stage process consisting of the introduction,
establishment and proliferation of the invasive organisms (Elton, 1958; Williamson, 1996).
Introduction is the stage where man can still intervene and the prevention of bioinvasion is
possible. However, this phase of bioinvasion is least studied up to now (Puth & Post, 2005).
Thus, we want to concentrate on it here.

Bioinvasion of marine organisms is leading to an ever increasing level of homogenisation of
the world oceans’ ecosystems (Carlton, 1996b; Ruiz et al., 1997). In some cases it has caused
habitat destruction and ecosystem degeneration (e.g. Caulerpa taxifolia in the Mediterranean;
Meinesz et al., 1993) and pronounced fishing declines (e.g. Mnemiopsis leydii in the Black Sea;
GESAMP, 1997). There are different vectors by which marine bioinvasive organisms can be
spread. By cargo ships a large number of small organisms are transported between the ports of
the world. Plankton, larval molluscs and small fishes travel within the huge amounts of ships’
ballast water (Carlton, 1985). Plankton samples from several cargo ships from Japanese ports
e.g. contained at least 367 different taxa (Carlton & Geller, 1993; see also Gollasch et al.,
2000). A large number of invasive organisms can also be attached to the ships’ hulls (Drake &
Lodge, 2007). For bioinvasion success one has to consider that most species are very sensitive
to oxygen depletion in the tanks and high salinity of open seas water (Williamson & Fitter,
1996; Gollasch et al., 2000; Mack et al., 2000). Approximately 90% of the present world
trade is being transported by ships and trade volumes increase greatly every year (IMO, 2006;
UN, 2007). Therefore, a great number of large cargo ships travel the world’s oceans at ever
increasing rates, thereby advancing levels of marine bioinvasion. For containtment thereof
the applicability of several ballast water management and anti-fouling options are presently
discussed more or less controversially (Gollasch et al., 2007; Hopkins & Forrest, 2008). A
third, important way of marine bioinvasion is introduction by aquaculture. However, here
we want to focus on and examine ocean shipping as the main vector of transport of marine
bioinvasive organisms.

For the quantification of bioinvasive spread by ships and the identification of important donor
and recipient regions it appears straightforward to apply network theory to a global network of
ports. Network theory has become a widely applied and rather diverse field of study in physics,
social sciences, transportation, ecology and epidemics spread (Newman, 2003b, 2006; Urban
et al., 2009). In several studies habitat patches were modelled as nodes that are linked by
dispersal events. The spread of SARS during 2002/2003, for example, has been reasonably
well reproduced simulating propagation dynamics on the worldwide airport network (Hufnagel
et al., 2004). Many different measures have been developed to characterise real world networks
and applied to a variety of systems (Costa et al., 2007). Often unexpected properties were
revealed and similarities and differences to other networks became obvious. So, for example,
in various large and very complex networks (i) pairs of nodes are connected by paths of only
few consecutive links and (ii) nodes are locally densely clustered. These two properties have
been summarised as “small world behaviour” (Watts & Strogatz, 1998), indicating that any
pair of nodes is surprisingly well connected.

Drake & Lodge (2004) had developed a global network of ship traffic from information on the
inflow and outflow of goods in a number of ports worldwide, assuming spatially homogeneous
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trade flows (i.e. gravity modelling; Haynes & Fotheringham, 1984). We regard this network
rather inaccurate, since world trade and ship traffic are very heterogeneous, much influenced
by cultural and political issues. However, it has been used in combination with the worldwide
airport network (Guimera et al., 2005) and climate information for studying disease dispersal
by global traffic (Tatem et al., 2006). For improvement, lately we and others (Kaluza et al.,
2009) developed the global cargo ship network (GCSN) from real cargo ship trajectories.
When comparing our network with the one of Drake & Lodge (2004), we find that already the
number and list of ports differs greatly. There are many important ports that have not been
included previously, since the list of ship trade (Zachcial & Heideloff, 2001) that was used is
not complete. On the other hand there are a number of ports that are not present in the
GCSN, mainly African ports. However, when considering the small amount of trade that is
transacted through these ports, they may not be very important for large scale consideration of
bioinvasion by ships. Thus, we propose that the GCSN is more appropriate for quantification
and analysis of marine bioinvasion by ballast water transport and hull fouling.

In the here presented study we examine structural and spread characteristics of the GCSN by
applying a selection of network measures. They are characteristics like small world properties,
network efficiency and assortativety, but mainly measures that indicate community structure,
centralities of single ports and network robustness. We explain how they allow assertions about
invasion spread and extract preliminary indications of the importance of different ports and
trade structures for bioinvasion. Furthermore, we quantify how node deletions, i.e. application
of ballast water treatment in ports, can affect bioinvasion spread on the GCSN and which
transmission rates are of concern. Applying network measures for bioinvasion predictions and
evaluation has the advantage that no complicated models have to be developed and no costly
and time consuming field studies be conducted. Already by simply examining transportation
vector networks preliminary indications of spread characteristics can be derived for decision
making authorities.

3.2 Methods

Because of the strong sensitivity of invasion success to travel conditions and propagule pressure
it is very important to consider travel frequency and the duration of transport. Therefore, we
consider it crucial to analyse the weighted cargo ship network for indications of the structural
importance and dynamical properties of marine bioinvasive spread. In some cases we addition-
ally analysed the unweighted and even the geographically embedded network for comparison.
Many links in the GCSN are unidirectional, i.e. the network is highly asymmetric (Kaluza et al.,
2009). As this may be important for the patterns of spread, we retain the directionality of the
GCSN. Not many network measures have been developed for such directed, weighted networks
(but see e.g. Miguéns & Mendes, 2008). Thus, we provide a summary of several characteristics
(see Tab. 1) that are useful for spread analyses.

3.2.1 Small world characteristics

One of the most important network properties for transportation is its connectivity. A quan-
titative concept of such characterisation was introduced by Latora & Marchiori (2001). It is
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Network
measure

Definition

Topological network Geographically embedded network

Global
efficiency

Eglob = E(G) =
1

n(n− 1)
∑

i 6=j∈G

1
|σij | Egeo

glob = Egeo(G) =
1

n(n− 1)
∑

i 6=j∈G

1
|σgeo

ij |

Local
efficiency

Eloc =
1
n

∑
i∈G

E(Gi) Egeo
loc =

1
n

∑
i∈G

Egeo(Gi)

Network
cost

c =

∑
i6=j∈G

aij

n(n− 1)
cgeo =

∑
i 6=j∈G

aijdij

∑
i6=j∈G

dij

Table 3.1: Global and local efficiencies and network cost for the topological and geographically
embedded GCSN. In each formula n is the number of nodes in the network G. Gi is the subnetwork of
neighbours of i and σij are the shortest paths between nodes i and j. Different measures of pair distance
are the length of the shortest topological path |σij |, the length of the shortest geographically embedded
path |σgeo

ij | and the waterway shortest distance dij . aij are the elements of the adjacency matrix, aij = 1
if there exists a link from i to j, aij = 0 else.

based on directed topological or geographical distances between nodes and includes calcula-
tions of the local and global efficiencies, Eloc and Eglob, and the network cost c (Tab. 3.1).
High local and global efficiencies in combination with low cost indicate small world behaviour.
This definition differs from the classical concept of small worlds (see above; Watts & Strogatz,
1998). For the topological as well as the geographically embedded GCSN, i.e. each node is
characterised by its geographical position, efficiencies and cost were calculated, indicating how
well connected ports are and how long travels take. Geographical distances between ports were
estimated as shortest sea travel routes (for details see Kaluza et al., 2009).

3.2.2 Assortativity

Another characteristic of network structure and possible spread is the assortativety knn,i of node
linkages. It determines the correlation between a node’s number of ingoing links (indegree) and
the average of its neighbours’ mean number of outgoing links (outdegrees) (Pastor-Satorras
et al., 2001). We calculated this relationship for the unweighted as well as weighted GCSN.
For the weighted assortativity, kw

nn,i , links’ weights were integrated (de Montis et al., 2007,
see Tab. 3.2 a). A positive relationship, i.e. positive assortativety, indicates that nodes are
mostly connected to neighbours with a similar number of links. For the large scale structure of
the network this implies clustering into several strongly intertwined groups of nodes (Newman,
2002, 2003a). On the contrary, negative assortativety, also called disassortativity, indicates that
strongly connected ports are connected to a very large number of less well-connected nodes, and
the network has a relatively homogeneous, star-like structure (Redner, 2008). Furthermore, the
comparison between the unweighted and weighted nearest neighbours’ degrees shows if nodes
of high or low strength are clustered together and how degrees and strengths of neighbours
correlate (Miguéns & Mendes, 2008). This indicates if bioinvasive spread concentrates on
groups of strongly connected ports only or if organisms can quickly spread through the whole
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network.

3.2.3 Network community structure

A detailed analysis of the community structure (Newman, 2006) of the GCSN provides further
insight into its transportation characteristics. The optimal network communities are obtained
by minimising the network’s modularity. This is defined as the proportion of links that fall within
compartments of the considered network compared to that expected in an equivalent random
network (see Table 3.2 c). Leicht & Newman (2008) developed an algorithm that incorporates
the directionality of links of directed networks in the partitioning method. This is appropriate
and applied here for calculating the communities of the weighted GCSN. Additionally, we
characterised the members of each community according to its role based on its intra- and
intercommunity connections. On that account we calculated the within-community degree’s
z-score of each node and its participation coefficient (Tab 3.2 b; Guimera & Amaral, 2005b;
Guimera et al., 2005). The participation coefficient describes how many of a node’s links are
connected only within its community or also to nodes of other communities. The phase plot of
the within-community degrees and the participation coefficients reveals how nodes can easily be
distinguished into provincial hubs, connector hubs or non-hub connectors (Guimera & Amaral,
2005a). In the light of bioinvasion one can conclude from these measures between which ports
there is regular, strong exchange of organisms, which ports function as hubs globally or within
their community and which ports are the most important for spread of invasives outside of
their community.

3.2.4 Network node centralities

Small world networks usually contain a giant component that is a strongly connected (i.e. there
is a directed path between any pair of nodes; Newman, 2007) subnetwork of the majority of
all ports. This is the case for the GCSN. It has 951 nodes, 935 of which comprise the giant
component (Kaluza et al., 2009). In the following section we consider properties of the nodes
of the giant component only.

Centrality of a network addresses the issue of which nodes are most important for the
structure and dynamical characteristics of the network (Newman, 2007). According to the
question of what is considered important there are a number of different centrality measures;
the three most widely used ones are presented here (see Tab. 3.2 c). Additionally, we develop
a new measure of centrality that is especially suited to characterise the general possibilities
of spread on a network. For each of the four centralities we provide a distribution of the
by centrality weighted proportion of ports situated in each of the six continents. Finally, we
examined the correlations of the four centrality measures, using rank correlation by Kendall.

One centrality that has been widely used for characterising spread is the eigenvector centrality
x (Bonacich, 1972; Canright & Engo-Monsen, 2006). It is based on the very simple measures
of node degree and strength (Newman, 2003b) that count the number of links of each node
or sum its weights, respectively. The eigenvector centrality additionally considers that not all
links of a node are equally important for spread. It incorporates the recursive dependency of a
node’s centrality on the average centrality of its neighbours (see Tab. 3.2 c). In that respect,
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Network measure Definition
a

Nearest neighbours’ degree
(unweighted)

knn,i =
1

kin
i

∑
j∈Ni

kout
j

Nearest neighbours’ degree
(weighted)

kw
nn,i =

1
sin
i

∑
j∈Ni

wijs
out
j

b

Modularity Q =
1∑

i∈G

sin
i

∑
i,j∈G


wij −

sout
i sin

j∑
i∈G

sin
i


 δci,cj

Within-community degree
z-score

zi =
ςi − ς̄ci

SD (ςci)

Participation coefficient Pi = 1−
Nc∑
s=1

(
ςic
si

)2

c

Eigenvector centrality xi =
1
λ

∑
j∈G

wijxj

Closeness centrality cci =
∑
j∈G

|σw
ij |

Betweenness centrality bci =
∑

j,k∈G

#{σw
jik}

#{σw
jk}

R0 centrality rci = αsin
i sout

i + (1− α) sin
i

(
sout
i − w̄i·

)
d

Cluster size growth R0 = r

α
∑
i∈G

sin
i sout

i + (1− α)
∑
i∈G

sin
i

(
sout
i − w̄i·

)

∑
i∈G

sin
i

Table 3.2: Network measures for the characterisation of the directed, weighted GCSN. (a)
Formulae for the calculation of the nearest neighbours’ degrees for the examination of assortativety in the
unweighted and weighted network. wij is the weight of the link from i to j, kin

i and kout
i are the number

of in- and outgoing links (in/outdegrees) of node i, and sin
i and sout

i the cumulative weights of in- and
outgoing links (in/outstrength). (b) For modularity calculations m is the number of links in the network
G, δij the Kronecker delta and ci the label of the community to which node i belongs. ςi is the sum
of the weights of all links that connect node i to nodes in its community ci. ς̄ci is the mean ς over all
nodes belonging to community ci and SD (ςci) is the corresponding standard deviation. ςic represents the
summed weights of the links of node i to nodes in any community c. (c) Formulae for centrality measures
further contain the largest eigenvalue λ of the weight matrix and shortest weighted paths σw

jk between j
and k (link distance is set to 1/wij). The shortest path length is |σw

jk| and {σw
jk} is the number of paths

of shortest length between j and k in general and {σw
jik} the number of paths passing node i on their way

from j to k. α is the proportion of unidirectional connections between pairs of ports and w̄i· the mean
weight of outgoing links from i. (d) Variables for calculating cluster size growth R0 are the transition
rates r per year and link or unit weigth (here per 16,232 GT, the mean value of all included ships), α, in-
and outdegrees and –strengths, and the mean outweight from i, w̄i·. For the critical transition to global
spread, R0 = 1, r is the percolation threshold.
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ports with many well connected neighbouring ports are more strongly involved in bioinvasion.

Two other measures of centrality that are widely used in social studies are closeness centrality
and betweenness centrality. Both are based on the set of shortest directed paths between all
pairs of ports. For the weighted network we use shortest paths in regard to the link distances
of 1/wij , with wij being the cumulated cargo capacity of ships travelling through. Shortest
paths then minimise the sum of these distances. Thus, links that are heavily frequented are
related to a “shorter” distance, and bioinvasion along those routes is more likely. Closeness
centrality cc (Wassermann & Faust, 1994) for each port i is the reciprocal of the average of
shortest path lengths from i to all ports j 6= i. It points out from and to which ports invasive
organisms can spread quickly. Betweenness centrality bc (Freeman, 1979) is the number of
shortest paths between all pairs of nodes that pass through node i (Tab. 3.2 c). Ports that are
most “between” are especially important for guaranteeing short paths and high connectedness.
If they are deleted, shortest path lengths will increase much and bioinvasion spread will slow
down.

We developed a new centrality measure of spread from percolation theory (Ben-Avraham &
Havlin, 2000) that we want to call R0 centrality rc. It is derived from the cluster size growth
R0 (Tab. 3.2 c, d), being proportional to each nodes’ contribution to it. The R0 centrality is
negatively related to the percolation threshold r∗ (see below; Callaway et al., 2000) that is the
transmission rate above which spread through the whole network is likely within a certain time
interval. In contrast to the other centralities the R0 centrality is a very local one, depending
on a node’s instrength and outstrength only. It is a general measure of how much each node
and its neighbours contribute to the possibility of global spread of e.g. bioinvasive organisms
through the network.

3.2.5 Network robustness and percolation

In the following, we examine how different ballast water management and anti-fouling options
affect bioinvasion using network theory. First, we analyse error and attack tolerances (Albert
et al., 2000) of the GCSN. This means that we delete nodes and all their links one by one
and examine the size of the giant component of the remaining network. In analogy to error
tolerance we select the nodes to be deleted in random order, for attack tolerance analyses we
consecutively delete nodes of maximum degree or strength. If the networks are more sensitive
to selective deletions than to random ones, bioinvasion could be slowed down by equipping a
certain proportion of the largest ports with ballast water management devices.

Inspired by results of Drake & Lodge (2004) we examined how invasive spread is determined
by per ship transmission intensity and how this is affected by node deletions. For sensible
quantitative predictions and comparability, in this analysis we adjusted link strengths of the
GCSN multiplying them with a factor of 1.72, because only ships comprising 58% of the global
cargo capacity were available for network development (Kaluza et al., 2009). Average ship
numbers for each link were calculated by dividing the link’s weight in GT by the mean of
all ships’ GTs. For the full GCSN and a set of different per year transmission probabilities r
we calculated the average fraction of ports infected from one random, initially infected port
(1000 simulations each). Furthermore, we determined the critical transmission probability,
the percolation threshold r∗, for which the cluster size growth R0 = 1. For transmission
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probabilities above this value, r > r∗, the number of invaded ports grows exponentially as
ships travel the oceans, and soon all will be invaded. However, if R0 < 1 and thus transition
rates r < r∗, bioinvasion spread will decrease and diminish during the considered year. R0 is
also called the basic reproductive number in epidemics spread theory (Anderson & May, 1991;
Newman, 2007).

To put the issues of transmission intensity decrease and node deletion into perspective
we calculated r∗ for the GCSN under random and selective node deletion. This provides
indications of the magnitudes of the per year transition probability decrease and the number of
ports with ballast water treatment required for controlling bioinvasion. Results were compared
to a specific per ship transmission probability that has been estimated from empirical data
(Drake & Lodge, 2004).

3.3 Results

3.3.1 Small world properties

Global and local efficiencies and network cost for the plainly topological, but directed GCSN
are Eglob = 0.43, Eloc = 0.75 and c = 0.04. This reveals that network topology very cost
efficiently connects the ports of the world (Latora & Marchiori, 2001). The high value of Eloc

points out that the ship network is very fault tolerant, i.e. failure of one node will not much
affect the efficiency of its neighbouring nodes. Eglob indicates that the topological GCSN is
approximately half as efficient as a fully connected network of the same size at a cost of only
4%.

Efficiencies and cost for the geographically embedded GCSN are somewhat different, Eglob =
0.99, Eloc = 0.70 and c = 0.22. It becomes obvious that, when considering the geographical
locations of each port, the GCSN is only 1% less efficient than an ideal ship traffic network
with a direct connection between each pair of ports. This is very remarkable. The local
efficiency Eloc does not change a lot in comparison to the topological network, error tolerance
is still given. The cost, in accordance with the increased Eglob, increased somewhat, but is
still far from the 100% for the fully connected network. The geographically embedded GCSN
is practically as efficient as the fully connected one at a cost of only 22%. Concluding, one
might state that the GCSN is a small world network.

3.3.2 Assortativity

The relationship between the indegree kin
i of each port i and the average degree of it’s neigh-

bours knn,i and kw
nn,i (see Fig. 3.1) reveals that the global cargo ship network is positively

assorative. Especially up to port sizes of kin = 70 there is a strong increase of knn,i and
kw

nn,i. Above that average neighbours’ degrees of the unweighted GCSN seem to asymp-
totically approach a limit at around knn = 70. This means that at this point larger ports
cannot obtain more links to other ports. Then, as can be observed from the further growth
of the weighted kw

nn with kin, ports with extremely many connections are preferredly linked
with larger ports. The positive assortativety, and this special kind of it in particular, indicates
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Figure 3.1: Degree correlations as signs of network assortativety. Average nearest neighbours’
degrees of each node of the unweighted (red dots) and weighted (blue dots) GCSN (Tab. 3.2 a) averaged
over bins of size 10 for kin. Radii of the dots indicate the sample size, i.e. number of different ports within
the respective bin.

that the global cargo ship network contains several communities, i.e. groups of strongly con-
nected ports. The fact that kw

nn is always above knn underlines that links with large weights
are directed towards neighbours with large degrees. This is emphasised by their averages ,
〈knn,i〉 = 52.21 < 〈kw

nn,i〉 = 81.68. If kw
nn approaches a limit is not clear, because sample sizes

for ports with large indegrees are rather small. In the dynamics of both measures (Fig. 3.1)
one can observe slight periodic behaviour, knn and kw

nn showing a number of equidistant, local
minima. This may be another indication of the network structure and sizes of its compartments.

3.3.3 Network community structure

The community structure of the weighted GCSN is presented in Fig 3.2 a. There are nine
smaller groups and two large trading communities, the Atlantic group including European
and American countries and the Pacific group of Asia and Australia. Small communities are
specialised, often local trade routes (e.g. West Africa – Argentina/Brazil) and ferry connections
(e.g. Dover – Calais). The phase plot of participation coefficients indicates which ports are
especially important for global and local network connectivity (Fig. 3.2 b). Oil ports at the
coast of Louisiana as well as some ferry ports in Europe fall into the group of provincial hubs.
Many large, well known and globally significant ports are connector hubs, e.g. the Panama and
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Suez Canal, Shanghai, New York & New Jersey, Singapore and Antwerp. It may be notable
that the Panama Canal has a very high within-module degree whereas the Suez Canal has an
extremely high participation coefficient, thus being very important for network connectedness.
Some ports, like Santos and Le Havre are nonhub connectors. They are not of a very high
within module degree, but important to keep the GCSN globally connected. Note that there
are no kinless hubs or nonhubs, i.e. ports the links of which are homogeneously distributed
among all communities.

3.3.4 Network node centralities

The rankings of the ports of the weighted GCSN according to each of the different centrality
measures are presented in Fig. 3.3. We highlighted the top 100 of the by each of the four
measures most central ports and provide pie charts of the weighted proportions of central
ports in each continent. The Panama and Suez Canal frequently appear in the top 10 central
ports (see Tab. 3). This underlines their high importance in topologically holding together the
network. Furthermore, Shanghai and Singapore are always among the first ranks for whichever
type of centrality. Singapore is even first for three of the four kinds of centrality. One can
observe that there are always very few ports of Africa, Australia or South America among the
most central.

There are several differences between the most important ports in respect to the four kinds
of centrality. Ports of highest eigenvector centrality that are important for spread in the long
term, are mostly situated at the Gulf of Mexico. Closeness centrality, a more short term
indicator for invasive spread, reveals a more homogeneous distribution of most central ports.
Among them are many European, North American and Asian ports, with a slight preference
of ports in the Suez region. The high closeness of this region to any other port underlines
its importance for keeping the two major components of the weighted GCSN connected (see
previous section). In terms of betweenness centrality again Singapore, Shanghai and the two
big canals are most important besides a large number of ports in northern Europe. The R0

centrality provides somewhat intermediate results. Ports of highest R0 centrality are Shanghai,
Singapore, the Suez and Panama Canal, some ports at the Gulf of Mexico and several ones in
northern Europe (Tab. 3).

Rank correlations between all pairs of the four centralities are positive 0.43 ≤ τ ≤ 0.82 (all
p < 0.001). The two largest ones are (i) between cc and rc and (ii) x and rc, emphasising that
the R0 centrality is a measure that incorporates several different notions of spread. Correlations
that involved bc are lowest, the mainly global character of this measure demarcating it from
the others.

46



3.3 Results

Figure 3.2: Community structure and representation of the roles of each port. (a) Colour coded,
the 11 communities of the weighted GCSN. It becomes apparent that trading preferences and geographical
distances basically determine these communities. (b) Each port in the phase-space of the z-score of the
within-module degree vs. the participation coefficient. The positions of the ports indicate their different
roles for network structure and connectivity. Hubs always have a high within-module degree and the larger
the participation coefficient of a port the greater its influence on connecting the different communities of the
networks. Regions in this phase space are coloured according to Guimera et al. (2005) into provincial hubs
(yellow), connector hubs (brown), kinless hubs (grey), ultraperipheral (black), peripheral (red), nonhub
connectors (green) and kinless nonhumbs (blue). The names of the largest hubs and some connecting ports
are given.
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rank Eigenvector centrality Closeness centr. Betweenness centr. R0 centrality
1 St Bernhard Port Singpore Singapore Singapore
2 New Orleans Suez Canal Suez Canal Panama Canal
3 Plaquemines Shanghai Shanghai Shangahi
4 Port of South Louisiana Port Said Panama Canal Suez Canal
5 Mississippi River Suez Maasvlakte Plaquemines
6 Houston Jebel Ali Gothenburg Antwerp
7 Panama Canal Busan Antwerp Busan
8 Barbours Cut East Port Said Zeebrugge New Orleans
9 Singapore Kaohsiung Le Havre St Bernhard Port

10 Shanghai Qingdao Bremerhaven Maasvlate

Table 3.3: Top ten most central ports in terms of eigenvector, closeness and betweenness
centrality and the novel R0 centrality.

3.3.5 Network robustness and percolation

The global cargo ship network is very robust to random node deletions (Fig. 3.4 a). Up to a
fraction of 80 – 90% of ports remaining, the size of the largest component decreases almost
linearly in steps of size one. Thus, if randomly deleting any proportion less then 80% of all nodes
the leftover ports are still strongly connected to each other, and spread of bioinvasive organisms
through the remaining network prevails. Against selective, ordered deletion of preferredly high
degree (blue lines) and high strength (red lines) nodes, respectively, the GCSN is less robust.
Interestingly, the effect on network connectivity of the deletion of nodes selected by degree or
strength is very similar. In Fig. 3.4 a it is shown that connectivity of the giant component
is only retained up to a deletion of 35 – 45% of the most strongly connected ports; else the
whole network loses its strong connectivity. Additionally, the slopes of the red and blue lines are
relatively steep. This means that the network becomes disconnected quickly, losing its strong
connectivity already after removing a very small proportion of the best connected nodes.

Results of network percolation, i.e. global spread, with different per ship transmission rates
are depicted in Fig. 3.4 b. With increasing transmission probability per ship and year the
fraction of infected ports grows from 0 to 0.99, steeply increasing at transmission probabilities
slighly above the percolation threshold r∗ = 9.14 10−5. The proportion of infected ports never
reaches 1, because due to edge effects of data sampling a subset of 10 ports has no ingoing
links and cannot be infected. They are Papenburg, Leer, Stralsund and Wolgast in Germany,
Marugame and Hashihama in Japan, Haikou and Jinshan in China, Cagliari in Italy and Cekisan
in Turkey. The value of the percolation threshold is very small, even below the transmission
probability estimated from empirical data (Drake & Lodge, 2004; see also Carlton & Geller,
1993), rDL = 4.4 10−4. The cluster size growth for rDL in our network is R0 = 4.81. To push
rDL below r∗ for the full GCSN it would have to be reduced by at least 1− r∗/rDL = 79.2%.
When additionally deleting nodes one by one the percolation threshold r∗ increases, in the
beginning a little faster for by strength selective node deletion (Fig. 3.4 c). The increase is,
however, very slow, and above deleting 40% of all nodes there is no difference in r∗ between
random and selective node removal. This is a sign of high clustering and local efficiency
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throughout the GCSN. To push the threshold value r∗ above the estimated transmission rate
rDL by port deletions only, about 70% of all ports would have to be deleted, even if by then
any strongly connected component of the network has fallen apart (see above). In several ways
optimal combinations of node deletion and transmission probability decrease can be read off
Fig. 3.4 c. For example, when deleting 40% of the strongest connected nodes r∗ would have
to be reduced by more than 53.3% to avert global spread.

3.4 Discussion

In the here presented work we extracted novel information about ship traffic structures and
its indications for marine bioinvasion calculating simple network characteristics of the global
cargo ship network. Our results point out that cargo ship traffic is globally very efficient and
ports closely connected. This agrees well with other transportation networks (e.g. Latora &
Marchiori, 2002; Barrat et al., 2004) and previous results concerning the GCSN (high clustering
C = 0.49, small topologically shortest paths 〈l〉 = 4.4; Kaluza et al., 2009). Concerning
bioinvasion this means that the structure of the GCSN strongly supports quick spread of
invasive organisms, so that if species can establish in new habitats sooner or later a global
homogenisation of marine ecosystems is likely. Such is even accelerating as global trade of
goods is increasing at unprecedented rates (IMO, 2006). However, due to the global finance
crisis, presently ship traffic seems to decline.

The here applied efficiency and network cost measures for the quantification of network
connectivity differ from the classical concept of small world determination (Watts & Strogatz,
1998), but results nicely coincide (Kaluza et al., 2009). The efficiency-cost concept allows
for clear physical interpretation, how well are pairs of nodes connected. They do not regard
the network links’ weights, but are calculated for the purely topological network and the
geographically embedded one. For many invasion events not propagule pressure, but conditions
in the recipient regions determine invasion success. Therefore, the examination of the simple
network structure may reveal new insights of general bioinvasion. Especially the optimised
transport efficiency on the geographical map of ports is impressive, as the GCSN seems to be
almost as efficient as a fully connected network of the same size. The positive assortativety of
global shipping underlines that large and well connected ports are strongly linked to other large
ones between which bioinvasive organisms quickly spread. So, port size is a good indicator
for invasibility and invasiveness. Positive assortativety also indicates a distinct community
structure of the GCSN, resulting in more strongly pronounced spread within certain groups of
ports.

Community structure, as calculated by modularity minimisation, underlines differences in the
ports’ spread behaviour. It is strongly influenced by intensive local ship movement, as can be
seen by the identified small, local port communities. Often they are highly frequented by ferries.
Apart from that the GCSN contains only two very large communities, an Atlantic group of ports
and a Pacific one. Thus, global connectivity is very high and invasion spread likely to quickly
advance. Furthermore, the importance of different types of hubs is pointed out. Provincial
hubs that are mainly European ferry ports and US oil ports at the Gulf of Mexico keep local
passenger traffic going and receive oil from off-shore. Bioinvasive organisms that originate
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Figure 3.4: Robustness to node removal and critical transmission probabilities. (a) Decrease
of network connectivity with random and selective node removal. The black lines show the size of the
largest component after random removal of the respective proportions of nodes. The blue lines represent
the largest component size if nodes were selected by their degree, i.e. in each step the node of highest
degree was deleted. Red lines are results of node deletion preferred in terms of the highest strength. For
each scenario 100 samples were calculated and depicted. (b) For the GCSN simulated mean proportion
of infected ports for different per mean ship, i.e. 16, 232 GT , transmission probabilities r. For each r we
averaged over 1000 samples, each time infection starting in one random port. The critical transmission
probability, the percolation threshold r∗, (red line) was calculated for R0 = 1 and the by 1.72 adjusted node
strengths (see Methods and Tab. 3.2d). rDL (blue line) is a by ship transmission probability estimated
from empirical data (Drake & Lodge, 2004). (c) Critical transmission probabilities r∗ for the cargo ship
network with successively deleted nodes. Black lines resemble random node deletion, the red one by
strength selected deletion. We marked the by data estimated transmission probability rDL with a blue
dashed line.
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from them can be quickly spread throughout their local community. Global spread over large
distances is basically propagated by connector hubs. They are disproportionally important
for bioinvasion spread and coincide with the highly connected ports of Shanghai, Singapore,
Antwerp, the Panama Canal and Suez Canal. The importance of hubs for bioinvasion spread
has been proposed already by Floerl et al. (2009).

The fact that the GCSN contains a giant component (Kaluza et al., 2009) underlines that
almost all ports are connected with each other and thus prone to bioinvasion. The more
specific centrality measures focus on various aspects of spread through the network. They
coincide nicely with the results of the community structure analysis, but additionally reveal
that some ports are only important for certain issues of transport, whereas others seem to be
central in any. The latter ones coincide well with the connector hubs. Singapore, appearing
first in the centrality rankings three times, seems to be of special importance. This conforms
well with the fact that currently Singapore is the world’s busiest port in terms of total shipping
tonnage and container and crude oil transshipment (Heng, 2007). Considering its position at
the Strait of Malacca it also provides the functions of a canal, connecting the Pacific with the
Indian Ocean. The eigenvalue centrality ranking, revealing a concentration of most central
ports around the Gulf of Mexico, deviates from the general findings. The accumulation of
highly connected ports at the South coast of Northern America may be surprising, but can be
explained by the intensive oil transportation and trade between close ports within this region.
The large proportion of highly “between” and “close” ports in Northern Europe indicates that
they are very well connected to a wide range of distant ports worldwide, and that European
ports are important as intermediate transhipment ports on shortest routes. The intermediate
results by the novel R0 centrality point out that it includes contributions of short and long term
global spread characteristics as well as connectivity of each port. Thus, it provides a sufficient
general measure for spread in transportation networks. Consequently, the very importance and
prospective effectiveness of installing ballast water and antifouling management facilities in
the named most central ports are obvious.

As a note of caution one has to add that here no information on habitat characteristics
in the ports and geographical port distances are considered. On the one hand, between very
close ports many species may be exchanged, but are often also native in the recipient port.
On the other hand, if conditions in very distant ports are extremely different, establishment
of alien species may be difficult. Thus, local homogenisation of species assemblies and global
bioinvasion are treated similarly here. In this study, only the first stage of invasion, the
introduction, but not establishment and proliferation were evaluated. As noted above, at this
first stage it is most likely that one is able to hinder bioinvasive spread and exert effective
control measures. It may be surprising that Rotterdam, the largest port in Europe, is not listed
in Tab. 3. By developing the GCSN Rotterdam’s different port terminals were not merged and
therefore count as own, single ports. Otherwise, it would be among the most central ports.

The discussion about how to most effectively manage marine bioinvasion has been clarified
somewhat. Which of the several techniques and treatments to clean ballast water and the
large selection of antifouling-paints is most effective to slow down bioinvasion? Drake &
Lodge (2004) have directly compared if the exclusion of ports, in-port treatment, or the
reduction of transition rates per ship, onboard treatment, more effectively decreased numbers
of infected ports in their approximate ship network. Their study indicated that a decrease in
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the transmission rates of organisms by ships has a stronger effect than the deletion of single
ports from the network. The analysis was rather case study like, only comparing three specific
spread scenarios. We find that this is not sufficient for drawing general conclusions, however
fits in the general framework that we propose.

We applied distinct, general and quantitative methods for the examination of effects of
node deletion and the modification of the transmission probability on network connectivity and
bioinvasive proliferation properties. Our results of network robustness to node deletion are not
port specific, but quantitative and allow for general conclusions. We found that the global
cargo ship network cannot be controlled by the application of treatment techniques in a random
set of ports. To this treatment it is highly robust. However, similar to many other scale-free
networks (Albert et al., 2000) the GCSN is very vulnerable to the deletion of the most strongly
connected nodes. In line with this result one could claim that the “deletion” of at least 40% of
the largest ports could substantially decrease spread of bioinvasive organisms. However, this
only means that most ports cannot be reached from all other ones (strong connectedness), but
spread is still possible. This was revealed by our study of threshold percolation transmission
rates.

We showed that there is a steep increase of spread intensity from transmission rates that
are insignificant to those that facilitate global spread (percolation). The percolation threshold
is quite low, but less than an order of magnitude below the value estimated by Drake &
Lodge (2004). Therefore, in their study a decrease of r had a relatively pronounced effect on
spread. Here, we systematically quantified how much decrease of the transmission probability
per ship is necessary for the inhibition of global spread. At least 80% of all invasive organisms
in ballast tanks have to be extinguished to push rDL below r∗. If onboard ballast treatment
is that efficient remains to be seen. Therefore, it may be useful to couple in-port treatment
and onboard treatment of bioinvasive stowaways. Our simulations of this situation show
that a surprisingly high number of ports have to be treated for the percolation threshold to
considerably decrease. Selective treatment of strongest connected ports has only a slight
advantage, above 40% deletion being not better than some random cases. Thus, it is not
sufficient to only apply ballast water and hull fouling treatment in the 40% biggest ports, but
a combination of in port and onboard treatment most promising.

Concluding, we provide and apply a number of measures for the characterisation of directed
and weighted networks in the light of spread. We specified them for examining the efficiency,
structure and robustness of transportation vectors, for the evaluation and prediction of bioin-
vasion and, possibly, the spread of infectious diseases. In the case of marine bioinvasion by
cargo ships we are able to point out which ports are most vulnerable to and promoting inva-
sive spread. Furthermore, we quantified the robustness of network connectivity and spread.
However, these results provide only first indications for bioinvasion risk management. In the
light of the obtained insights one should now be able to develop general population dynamics
models including species’ establishment and proliferation in the ports. Additionally, one can
examine the effects of ballast water treatment in more detail and integrate specific environ-
mental conditions into modelling. The global cargo ship network provides a sensible framework
for such an examination of bioinvasion risk for management and decision making.
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Abstract

Birds are often considered to be one of the best studied groups of organisms. However, only
a few investigations have been devoted to a theoretical analysis of avian migration patterns in
time and space. This paper is meant to be a first step into this direction. We start by presenting
different types of observational data sets that are available and discuss their advantages and
disadvantages for use in quantitative analysis of bird movement and migration. Based on ring
recovery and satellite telemetry data we perform a statistical analysis of the migratory patterns
of the white stork Ciconia ciconia. We find that standard methods from random walk theory
can be applied, but have to be carefully interpreted and possibly modified to analyse migration
movement data which are dominated by seasonal drift. Our analysis reveals two different
modes of movement - fast, directed migration and slow, undirected resting. Furthermore, we
present a conceptional network model of avian migration. In our model a number of discrete
breeding, resting and wintering habitats are linked by migration in the form of seasonally driven
transition probabilities that are described by a unimodal circular function of time. Our study
emphasises the need for more rigorous quantitative data analysis and mathematical modelling
to gain a better understanding of the dynamic processes of avian migration.

4.1 Introduction

Bird migration has fascinated man for a very long time and it has been studied in many aspects
and from various perspectives. As a large number of bird species from all parts of the world
venture periodic, seasonally driven return migrations of various lengths, one is interested in their
routes and the mechanisms driving this phenomenon (Berthold, 2001a). There are different
forms of bird migration. Some species fly thousands of kilometers between their wintering and
breeding areas (long-distance migrants, e.g. the arctic tern Sterna paradisaea), whereas others
just move a few hundred kilometers from their breeding grounds to areas of more favourable
feeding conditions in the winter. Each migratory bird species has different physiological features
that determine its movement behaviour and migration routes. For example, large birds need
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thermalling to fly long distances (Schüz et al., 1971) which restricts their routes mainly to
over-land.

Many species have certain areas on their way that they visit each year for moulting, resting
and feeding up. Thus, their migration can be described as a jumping process on a network
of more or less discrete habitat patches. Complex networks have been widely used to model
spatial processes in the real world (Albert & Barabási, 2002; Newman, 2003b), not least
because the discrete space dimension used by this method makes is relatively easy to examine
very complex processes and patterns. In spatial ecology network approaches have, for example,
been popular for describing metapopulation dynamics on a network of habitat patches or the
spread of infectious diseases (Tilman & Kareiva, 1997; Pastor-Satorras & Vespignani, 2001;
Gross et al., 2006; Hufnagel et al., 2004). While the statistics underlying transport processes
on complex networks has been intensively studied (Albert & Barabási, 2002; Newman, 2003b),
seasonal bird migration implies jumping rates which are not constant, but periodic functions
of time. This will change the network and transport characteristics in a fundamental way.

The process of migratory bird movement is not only varying within years, but is exposed to
individual variation, between year variability and gradual directional changes during the last
years. Due to human mediated habitat destruction and climate change, some birds are altering
their migratory routes and timing (Walther et al., 2002; Jenni & Kéry, 2003). This affects
species with different strategies in various ways and may become of concern for their persis-
tence. Another topic that is presently of concern is that the spread of diseases and pathogenic
microorganisms has been associated with bird migration (Hubálek, 2004; Kilpatrick et al.,
2006). From an epidemiological point of view it is extremely important to predict the impact
of such pathogen dispersal on human populations along migratory routes. These scenarios fur-
ther emphasise our motivation to characterise migration patterns and to quantitatively describe
the process of bird migration.

Up to now only few studies have been devoted to investigate bird migration from a theoret-
ical point of view (Bairlein, 2003), and if then mostly the physiological mechanisms of optimal
flight strategies (Erni et al., 2002; Hedenström & Alerstam, 1997) and navigation mechanisms
(Wiltschko & Wiltschko, 2003; Mouritsen, 1998) were examined in experimental and simu-
lation studies. These aspects of avian migration are thus well under study, even if widely
discussed lately (Alerstam, 2006). To our knowledge, nobody has yet systematically explored
and reproduced the movement of migratory birds in time and space. One noteworth exception
is a seminal work by (Viswanathan et al., 1996). They investigated the flight distances of
albatrosses in the South Atlantic and showed that bird movements can be described as Lévy
flights. However, this study regarded only foraging movement, while migratory movements
which proceed on much larger spatial scales were not included in their analysis.

In a fast changing world it becomes more and more important to understand general eco-
logical processes in detail and determine its underlying courses. By mathematical modelling
many phenomena in nature have been systematically examined and one was able to char-
acterise important driving mechanisms (e.g. in epidemiology or ecology (Tilman & Kareiva,
1997; Pastor-Satorras & Vespignani, 2001; Hufnagel et al., 2004; Hethcote, 2000; Blasius et al.,
1999)). We want to point out that also in bird migration time has come for more abstract
and rigorous modelling and data evaluation. There are several challenges that will have to be
met, because of the wide ranges of migration routes, their variability between the years and
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individuals, data deficiencies and the several time dependencies of movement parameters and
population characteristics. However, if they are met in a convenient way we may be rewarded
with a thorough understanding of avian migratory movement patterns which can be applied
in a wide range of disciplines, like habitat management, climate change, optimal flight and
epidemiology. This study is meant to be a first step into this direction and our aim is to
present some first approaches for a theoretical description of the migratory movement of birds.
Another major motivation is to propose this topic to the physics community as an intriguing
problem and interesting case study.

We begin with a short review of different kinds of observation techniques that were developed
and are applied for qualitatively and quantitatively exploring bird migration in time and space.
Special emphasis is given on possible sources of bias and data uncertainty. As an example, we
present some preliminary results for the statistical analysis of the movement patterns of the
white stork Ciconia ciconia. First, we study the mean square displacement using ring recovery
and satellite telemetry data. We find that the migratory dislocation for small time steps is
dominated by ballistic movement. For longer time spans, however, the average travel distances
are periodic functions of time, which underlines the importance of large-scale seasonal drift
and recurrence in the migratory behaviour of white stork. Second, we investigate distributions
of turning angles and are able to identify two different flight patterns - a migratory mode
characterised by fast, directed movement with small turning angles during the time of migration
and a resting mode characterised by slow, undirected movement with strong changes in flight
directions especially during the breeding season. Data accuracy is, however, rather poor on
small scales, indicating that great care should be taken of any consideration of turning angles.
Based on these results we propose a conceptional quantitative model for global avian migration.
The model describes a number of discrete breeding, resting and wintering habitats which are
connected by fast, directed migratory flight routes. These seasonal transitions of individual
birds between different habitat patches are described as unimodal circular functions of time.
We are able to parametrise the transition probabilities with data from the white stork and find
that here satellite telemetry data are relatively well suited. Finally, we discuss applications and
possible extensions of our model.

4.2 Data for identifying bird migration routes

4.2.1 Ring recovery

The beginning of the systematic exploration of the routes of migratory birds has been marked
by H. C. Mortensen in 1890 putting small metal rings on blackbirds Sturnus vulgaris and other
species and receiving recoveries from distant locations. In the following century the ringing of
birds spread and has become a highly important tool in exploring the behaviour and ecology
of migratory birds all over the world (Bairlein, 2001). Many ringing centres were founded that
provide standardised rings and ringing techniques and gather recovery data from a diligent
crowd of volunteer bird watchers. Before that time bird migration was a rather mysterious
phenomenon and theories trying to explain the absence of birds in a given area during a certain
time of the year were rather speculative and controversial. The combination of positions of
ring recoveries into so called “Atlases” gave a first picture of the spatial distribution of the
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migration routes of different bird species (Berthold, 2001a). Techniques to mark individuals
of different species of birds have become more and more refined during the years, e.g. putting
large neck or wing bands with numbers or colour rings to be read off from a distance. Thus,
birds did not need to be captured for identification any more. As the number of recoveries
increased for many species it was also possible to get a crude idea of the temporal course of
migration.

However, as recovery data is mainly obtained from amateur bird watchers and the public,
the disposition to report observations of ringed birds and also the sampling efforts are not
constant (Bairlein, 2001; Fiedler et al., 2004). According to when and in what regions bird
watching activity and awareness is high reporting rates and, thus, recovery probabilities differ
greatly. In most areas in Africa, for example, reporting rates are suggested to be rather low
because of low population densities and rather little awareness of the public of the subject
matter of ringed birds and its importance. Therefore, ring data are typically strongly biased,
a fact that makes it extremely difficult to quantify the process of migration from such data.
Concluding, one can say that ring data has been successfully used in life history and behavioural
studies and usually provides a good first idea about migration routes. However, the problems
associated with sampling biases may pose serious difficulties when aiming for a quantitatively
explicit description of migration patterns.

4.2.2 Satellite telemetry

For many years radio telemetry tags have been used to tackle questions of the behaviour
and movement of birds (Priede & Swift, 1992). Individual birds are equipped with a radio
transmitter which is sending a signal that can be directly tracked by an observer using a
receiver. The transmitters are rather small and obtain positions sufficiently accurate. However,
their tracking range is, depending on the vegetation, rather short (< 30 km), and the process
of following a bird is considered very labour intensive.

When the ARGOS system (www.argos-system.com) was established in the 1970s for mon-
itoring environmental processes with the help of satellites that orbit our earth, a new tool was
available to explore the routes and characteristics of bird migration (Berthold et al., 1997).
Soon, battery powered transmitters were developed. They can be carried by individual birds
anywhere on earth, for several months or even years sending signals to a satellite which is
calculating the position of the bird and gives back longitude and latitude values to the ARGOS
data base. From there researchers can retrieve information about the whereabouts of their
studied animals. The technique of satellite telemetry is very powerful, having a wide range,
not being very labour intensive and, especially since using solar batteries, even long lived. It
has been widely applied in animal movement, orientation and migration studies (Jouventin
& Weimerskirch, 1990; Berthold, 2001b; Thorup et al., 2003; van den Bossche et al., 2002),
and its potential to e.g. resolve the discussion regarding flight navigation has been emphasised
(Alerstam, 2006).

However, there are some drawbacks and problems that one has to consider when analysing
satellite telemetry data. The equipment is very costly and the fee for using the satellites high.
The transmitters are relatively heavy (> 10 g, i.e. only applicable to large bird species) and the
localisations show large measurement error (especially for smaller transmitters) that is mainly
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due to inconsistency in the frequency of the signal sent to the satellite (Fukuda et al., 2004;
Kaatz, 2004). Anyway, there is a huge and fast growing amount of satellite telemetry data
around, its accuracy is appropriate for analysing long distance movements of migratory animals,
and they are highly valuable for determining migration routes of several bird species, especially
when compared with the accuracy and time resolution of ring-recapture data. Its accuracy
may even be improved by selecting only high quality localisations analysing the additional
information that is sent by the satellite (Kaatz, 1999).

4.2.3 New technologies

Recently, a number of new technologies have become available for animal tracking. Logging
devices that receive geographical positions via GPS, for example, are very accurate in position-
ing, but still rather heavy, and the tags have to be retrieved from the animal to get hold of the
stored data (Leick, 1995; Weimerskirch et al., 2002). Another approach, geolocation via GLS
is used to determine the geographical coordinates by measuring ambient light intensity (Hill,
1994). Compared to GPS the accuracy of GLS is rather poor, being in the range between 30
and 150 km, and the tags also store their data internally (Wilson, 2001). However, GLS tags
can be very small (down to 1.5 g) so that even small bird species can be studied using them
(www.antarctica.ac.uk).

Radar technology has been very promising for studying the behaviour of migrating birds (like
e.g. swarming) in a refined area (Leshem & YomTov, 1996). However, it does not apply to fully
explore the migratory routes of long-distance migrants, because immobile radar installations
can only track individuals up to a distance of about 300 km. With active radar (e.g. using
the cross-band transponder technology, www.earthspan.org) one tried to overcome these
limitations and revolutionise radar technology. However, the earthspan project, for example,
still faces large problems with detection and battery power. One of the most recent projects in
the area of animal tracking is that proposed by Wikelski et al. (2007). They plan to launch a
new satellite that can locate low power signals from very small (< 1 g) radio transmitters. If this
technique renders feasible localisations obtained from such a satellite will be of extraordinary
spatial precision.

To sum up, one can say that there is a wide range of different technologies under development
which may revolutionise bird migration mapping in the immediate future. While currently, each
method is still facing some problems it is important to be aware of these approaches for future
research.

4.3 Movement analysis for the white stork

As discussed above, up to now a large amount of data has been accumulated on the where-
abouts of individual birds and is ready for analysis. This is basically the case for ring and
satellite telemetry data. In the following, we consider these data types and present a statistical
analysis examining the movement of one long-distance migratory bird species, pointing out
special features of the processes that govern its movement patterns.

59



4 Paper III. Theoretical approaches to bird migration

4.3.1 Data sets

As an example of a long distance migrant we have chosen the white stork, because it is one
of the best studied bird species in Europe. Some reasons for that are its prominent size and
association with civilisation that make observation and captures relatively easy. Much ring
recovery data is available for this species and to attach satellite telemetry transponders to
several individuals was possible. The white stork is breeding in middle and eastern Europe
and migrates either to southern Spain and west Africa or via Israel to eastern and southern
Africa. Most individuals migrate each year, juveniles usually only partly, but there are also a
few nonmigratory white stork individuals that do not leave their breeding grounds in Europe
(Bauer et al., 2005). When migrating the white stork flies only during the day, because it uses
thermalling to fly long distances. It does not deposit fat prior to its migration and therefore,
in some areas where the white stork rests overnight it may even stay to feed for a few days.
Thus, its migration can be described as a stepping-stone process (Berthold et al., 2006).

For the analysis of the movement patterns of the white stork we were able to obtain two
different data sets. The first one is based on ring recoveries. The ringing centre “Vogelwarte
Hiddensee” has systematically administered bird ringing and compiled recoveries of over 250
bird species in eastern Germany since 1964 (Köppen & Scheil, 2004). They provided us with
ring recovery data of white stork that were ringed and recovered in the eastern part of Germany
or that were ringed by different ringing centres and recovered in eastern Germany. Most of the
recoveries concentrate on Germany, but several birds have also been observed in their African
wintering areas. In total, the data set contains information about 7043 ringed white stork
individuals that were at least recaptured one time. Because we are interested in the temporally
explicit movement of the birds, we selected only the part of the data set of which the date of
the ring recovery had been evaluated to be “correctly known”. In Germany some white stork
are held in captivity or had been raised by humans and do not migrate. 35 such individuals
had to be excluded from the data set, as we wanted to concentrate on strictly migratory birds.
The new data set still held recoveries of 5,306 individuals; 35.8% of them were recovered three
or more times, one was even recorded 53 times. Of the recovered white stork individuals only
3.8% have been observed in Africa. A spatial representation of the whereabouts of migratory
white storks in the four seasons, as it is obtained from the selected ring data, is shown in
Fig. 4.1. Juveniles (1-3 years old) are included in this data set, because they join the migration
of the adults. However, in their first and maybe second summer, these birds possibly stay in
the African habitats or just incompletely migrate north, what can be seen in Fig. 4.1 by the
number of recoveries in Africa in June-August.

The second data set that we worked with is of satellite telemetry localisations. During
the last 15 years Berthold (2001b) have attached satellite telemetry transmitters on a large
number of individual white storks breeding in Germany and Poland. They were able to obtain
several years of movement trajectories for many white stork individuals. One individual has
been tracked for more than ten years, revealing much information about its life history and
migration ecology (Berthold et al., 2004). In the light of data quality evaluation, white stork
conservation and habitat utilisation the data set has been elaborately analysed (Kaatz, 2004;
van den Bossche et al., 2002; Gerkmann, 2007). For our analysis we obtained 3 years (2001-
2004) of data from three individual white storks, “Annamarie”, “Jonas” and “Prinzesschen”.
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Figure 4.1: Migration routes of the white stork, obtained from a subset of ring recovery data
of migratory individuals for 1964-2006. Positions of rings recovered in (a) March - May, (b) June -
August, (c) September - November and (d) December - February are depicted. Juvenile birds are included
here, some of them stay in the African habitats during the breeding period.

For“Annamarie” it contained 4,771, for “Jonas” 1,968 and for “Prinzesschen” 5,273 reloca-
tions. These localisations were spaced relatively evenly over the years, with the exception of
poor sampling in May, June and July in the breeding areas. The data sets include individual
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ring numbers, time, longitude and latitude of each recorded position and several technical and
quality measures.

The satellites provide positions of the bird that is equipped with a transmitter quite regularly
and rather independently of habitat characteristics and infrastructure. Thus, reporting rates
can be assumed constant in time and space. Inaccuracy of the localisations can be detected us-
ing frequency stability and other measures provided by ARGOS with each transmitted position
(Kaatz, 1999) and then out-selected. There is naturally a trade off between spatial accuracy
and sample size which one has to consider carefully before selecting data for an analysis. Time
of recovery is a very accurate measure, and sometimes, especially in more southerly areas,
many localisations of the individual bird are available per day. Aware of the problem of poor
localisation precision we considered frequency stability measures and chose only data which
were evaluated to be accurate to an average distance of about 15 km (Kaatz, 1999). From
this set we selected the best position per each day if available for each of the three individuals.
Even though the data set was so strongly reduced, we chose to proceed in such a way in order
to avoid major problems of spatial inaccuracy on small scales. However we have checked that
our main results do not change if we keep all positions per day for analysis. The preprocessed
data set consisted of 1538 localisations alltogether that we worked with. Fig. 4.2 gives a visu-
alisation of the movements of the three birds. Note, that even though we have data of only
three individuals, they comprise three years each what means that in total our data cover 9 full
spring and autumn migration paths. As white stork show individual as well as between year
variability in migration routes (differential migration) (Berthold et al., 2004) and because of
the selection of three quite differentially migrating individuals we assume that a large amount
of migration route variability of the white stork population is captured by our data set. This
is supported by a comparison with Fig. 4.1, where one can see that the migratory routes from
ringing and satellite telemetry data agree quite well.

4.3.2 Mean square displacement

One fundamental quantity in random walk theory to characterise the motion of a moving
individual is the mean squared displacement. It can be calculated in the same way for both data
sets, i.e. the ring recoveries and the satellite telemetry, since both data types yield longitude
and latitude coordinates (x(ti), y(ti)) for the geographic position of individual birds at different
time instances ti. Using these coordinates we analysed the great circle distances

r(x1, x2, y1, y2) =
{

R arccos (sign(s)) : if |s| > 1
R arccos (s) : else

(4.1)

where R = 6378.388 km is the earth radius and s is given by

s = cos(y1) cos(x1) cos(y2) cos(x2) + cos(y1) sin(x1) cos(y2) sin(x2) + sin(y1) sin(y2) (4.2)

with xi = x(ti) and yi = y(ti) being the longitude and latitude coordinates in radians of each
pair of positions of the same individual. The average distance d(∆t) that is travelled in a time
span ∆t = t2 − t1 is then calculated by the mean square displacement as

d(∆t) =
√
〈r2(x1, x2, y1, y2)〉; for t2 − t1 = ∆t (4.3)
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Figure 4.2: Migratory routes of the white stork, obtained from satellite telemetry data of
three individuals from 1 August 2001 - 31 July 2004. The trajectories represent the migration
flight routes of the two east migrating individuals (a) “Annamarie” and (c) “Prinzesschen” and the west
migrant (b) “Jonas”.

where the brackets 〈 〉 indicate averaging over all initial positions, t1, and all bird individuals
in the data set.

For constructing graphical presentations of d(∆t) we binned our data into equal 5 day
(satellite telemetry data, Figs. 4.3, 4.4 a) or 30 day (ring recapture data, Fig. 4.5 a) time
span intervals. We chose these as the minimum interval lengths so that each bin contained
a reasonable amount of data (only 1% of the bins with less than 50 (for telemetry) or 10
(for rings) values of displacements). As can be expected, the number of displacement values
calculated from satellite telemetry trajectories decreases for increasing ∆t, ranging from 4,328
for ∆t ∈ (5, 10] days to 14 for ∆t ∈ (1, 090, 1, 095] days. The number of values for different
∆t in the ring recapture data rather varies depending on the season, 3,531 to 207 per month
in the breeding period and 89 to 6 values per month during wintering. This variation may
somewhat decrease power in the statistics, but sample sizes are still sufficient to allow for
interpretation. Furthermore, when varying the bin size between 2 and 50 days for the satellite
telemetry data the main characteristics of the plots do not change.

Usually in diffusion problems the average travel distance is an increasing function of the time
lag and scales as a power law d ∼ (∆t)α. This relationship can be conveniently depicted in a
log-log-plot of d(∆t) against all values of ∆t, where the exponent α is obtained as the slope of
a least-square fit in the scaling region. This is shown in Fig. 4.3 for the satellite telemetry data
of the three white stork individuals. For small time differences of ∆t < 6 months the average
travel distance roughly scales with an exponent of α ≈ 0.7 and the examined motion clearly
is superdiffusive. More detailed, for very small time distances of ∆t < 30 days the motion is
nearly ballistic (α ≈ 1), while in the intermediate range of 30 days < ∆t < 6 months it may be
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Figure 4.3: Average travel distance d(∆t) of the white stork on their migratory path obtained
from satellite telemetry data, binned into equal 5 day time intervals. This visualisation as a log-log plot
clearly indicates the superdiffusive character of the migratory movement for small time differences. It may
even be split into one part of ballistic (α ≈ 1) and another part of diffusive (α ≈ 0.5) motion.

best described as diffusive (α ≈ 0.5). Similar transitions from ballistic to diffusive behaviour
are frequently observed in random walks with short term correlations.

Additionally, as can be expected from the seasonally driven character of migration, for
larger time scales of ∆t > 6 months d(∆t) becomes a periodic function of time (Fig. 4.4 a).
On average each bird returns to its previous position after one year. When aggregating the
displacements according to normalised time differences in years, ∆τ = ∆t mod 1, we can
observe this seasonality in form of a hump shaped curve (Figs. 4.4 b). Its general form shows
that on their migratory path the birds’ positions are on average maximally separated by a
distance of about 6000 km at a time difference of about 6 months. This is basically a result of
the dominating long distances between the birds’ breeding and wintering areas. The slopes of
the curve are determined by the speed of migration in spring and autumn, respectively, and the
width of the peak’s plateau indicates how long the birds stay in their wintering and breeding
areas. It is interesting to note the changes of scaling detected in Fig. 4.3 also in Fig. 4.4 b at
∆t ≈ 1.5 months and, because of symmetry, at ∆t ≈ 10.5 months.

Similar dynamics as for the satellite telemetry data can be deduced from ring recapture data,
where d(∆t) is obtained from rather sparse trajectories of a very large number of birds over
many years (Fig. 4.5). As we have mentioned above, the ring recovery data base covers a time
interval of more than 50 years. This data set contains many recoveries of individual birds with
a time interval ∆t of more than 20 years. However, the frequency of such entries decays for
larger time intervals, which results in poor statistics. Therefore, in Fig. 4.5 we have plotted
d(∆t) only for time lags up to 10 years. Nevertheless, ring recovery data reflect much larger
time spans than the three years of satellite telemetry data that we obtained. In this sense the
two data sets can be regarded to be “orthogonal”. While with satellite telemetry, by averaging
over many time instances of only three individual birds, d(∆t) is basically calculated as a time
average, in the case of the ring recoveries, by averaging over a large number of individuals, it
rather corresponds to a sample average.

Even though the ring data fits well into the patterns obtained from satellite telemetry data
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Figure 4.4: Average travel distance d, from Eq. (4.3), of the white stork based on satellite
telemetry data as a function of (a) the time differences ∆t = t2− t1 and (b) the time differences modulo
one year ∆τ . Similar to Fig. 4.3 note the change of scaling at ∆τ = 1.5 months and ∆τ = 10.5 months in
(b). For further investigation the data are pooled by the displacement starting times τ1: (c) the middle of
the breeding period (18 June – 1 July) and (d) the autumn migration period (10 - 23 September). Thus,
(c) represents the consecutive displacement of the storks from their breeding area to wintering places and
(d) the displacement from some resting site on their autumn migratory route to the wintering grounds,
then back, close by and to the breeding areas. The data was binned into equal 5 day time intervals.

and the overall form of the average travel distances d(∆t) agree in both data sets, there are
some marked differences in the shape of the curves. While the rise of d(∆τ) is nearly linear
for the satellite telemetry data (Fig. 4.4 b), in the case of the ring recovery data we find
abrupt changes at ∆t = 5 months and at ∆t = 8 months (Fig. 4.5 b). We can attribute
these discrepancies to the fact that the ring recovery data are not uniformly sampled through
all seasons (see also Fig. 4.1). Individual birds which travel the full distance from Northern
Europe to South Africa are most strongly sampled in the wintering and breeding areas at the
extreme ends of the migratory path. This results in a sudden peak of d(∆τ) when ∆τ ≈ 6
month. This edge in the curve of typical travel distances is absent in the satellite telemetry
data which are uniformly sampled. Thus we believe that in this case the data from satellite
telemetry reveal a better picture of the white stork movement patterns.

Interestingly, in both data sets the oscillations of d(∆t) are not damped for long time in-
tervals. Instead, the average travel distance always returns to a small value close to zero
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Figure 4.5: Average travel distance d of the white stork as in Fig.4.4 but based on ring recovery
data. The displacements were binned into equal 30 day time intervals for (a), but resolved more finely for
the aggregated plots: 5 day intervals for (b) and 14 day intervals for (c) and (d).

when ∆t is a multiple of one year and these minima do not increase with the number of years
between two measurement points. This observation confirms the legendary spatial memory
and faithfulness to its nesting place of the white stork (Creutz, 1985). In the ring recovery
data several birds are located at exactly the same nest, breeding, for many years. The satellite
telemetry data underline this notion. The minimum displacements dmin(∆t) for ∆t being
multiples of around one year, are of the orders of quality uncertainty of this data set (“An-
namarie”: 〈dmin(∆t ≈ k)〉 = 272 m, “Jonas”: 〈dmin(∆t ≈ k)〉 = 121 m, “Prinzesschen”:
〈dmin(∆t ≈ k)〉 = 303 m, for k = 1, 2, 3 years). Thus, individual birds come very close to
their previous resting, and especially breeding, positions. As shown in Fig. 4.5 this memory
lasts at least 10 years, i.e., the length of our time series. However, also in the full time series
including many ring recoveries with time intervals well over 20 years (not plotted) this tendency
prevails. Indeed, the longest time interval of recovery in the data base was obtained for a bird
that was ringed in Germany as a hatchling and recovered 29 years later only 17 km from its
birth place. This suggests that the spatial memory of white stork individuals extends over the
full life span of the birds.

Our analysis has shown that many characteristics of bird migration can be obtained from
and are reflected by an inspection of the mean square displacement. However, it also becomes
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clear that in a seasonally driven process like migration such standard techniques from random
walk theory should not be applied naively. It is advisable to modify them somewhat and
interpret results carefully. A convenient way to obtain a visual impression of the seasonal
effect on displacement distances is to split the data according to the starting month of each
displacement d(τ1,∆τ) (as examples see subplots c and d in Figs. 4.4, 4.5). Here τ1 is the
season of the first location of the bird displacement, τ1 = t1 mod 1. In such seasonally pooled
presentations the times of breeding and migration can clearly be distinguished, which in this
way gives a better indication of how the averaged quantity d(∆τ) is assembled from very
different processes during the different stages of bird migration. In Figs. 4.4 c/4.5 c and
4.4 d/4.5d respectively, we contrast such pooled displacement plots for trajectories starting in
the breeding area (c) and sometime in the autumn migration (d). In the former ones one sees
the difference in migration velocity between the autumn migration (shallowly increasing slope)
and the spring migration (steeply decreasing slope), whereas the latter figures more clearly
indicate the back-and-forth character of the migratory movement with their bimodal shape.

By comparison of the results for both the ring recapture and satellite telemetry data one
obtains insight into the accuracy and quality of the two data types. Additionally, our investi-
gation reveals the advantages to combine such two “orthogonal” data sets for analysis. While
one data set has a very fine resolution over a short time span, the other covers larger time
distances at the cost of poor resolution and biased sampling. By combining both data sources
we obtain a more complete picture of the migratory movement from two different points of
view.

4.3.3 Turning angles

Another important statistics to consider in animal movement analysis is the distribution of
turning angles. It indicates the character of the movement, i.e. how directed or curved it is.
For migratory birds one would expect that during migration flight is very directed and turning
angles are relatively small and that during resting, breeding and wintering turning angles are
larger and more or less random in the process of foraging. Analysis of turning angles has been
carried out to examine the motion of several aquatic and terrestrial organisms, e.g. daphnia
(Komin et al., 2004), barnacle larvae (Pasternak et al., 2004), fish (Gutenkunst et al., 2007),
marine mammals (Bailey & Thompson, 2006), ungulates (Morales et al., 2004), birds (Nolet
& Mooij, 2002) and others (Turchin, 1998), usually describing their foraging behaviour or
dispersal. However to our knowledge, the distribution of turning angles has not yet been
investigated for the year round travel and motion of migratory birds.

Any reasonable measurement of turning angles requires that the time differences between
successive positions are small. In our case this is only valid for satellite telemetry data, and
therefore we have disregarded ring recovery data for the investigation of turning angles. For the
analysis, we selected one best position of each individual per each day that data was available
for. From this reduced time series we then selected the triples of positions, whose consecutive
time differences were not larger than one week, and calculated a movement direction

ϕi = arctan

(
∆yi

∆xi

)
, (4.4)
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Figure 4.6: Histogram P (θ) of turning angles θ along the migratory path of the white stork
accumulated over the whole year, based on satellite telemetry data.

where ∆yi = |yi+1− yi| and ∆xi = |xi+1− xi| describe the differences of geographic latitude
and longitude coordinates. Turning angles θi are then obtained as the differences of two
consecutive movement directions

θi = ϕi+1 − ϕi. (4.5)

The (non-normalised) distribution P (θ) of turning angles for the migratory movement of
the white stork is shown in Fig. 4.6. It clearly shows a maximum for small turning angles
θ ≈ 0 and is decaying for larger angles. However unexpectedly, there is a second maximum for
large turning angles of θ ≈ π. Thus, one can suggest that the flight behaviour of migratory
birds splits into two characteristic modes. The first mode describes directed flight where
the bird changes its direction only little between the days. In contrast, the second mode is
characterised by large turning angles of about 180◦ corresponding to ongoing reversions of the
flight direction.

To obtain more insight into this phenomenon we have resolved to the same approach as in the
previous section and have split the histogram according to the starting month τ1. Inspection of
the pooled distributions P (τ1, θ) in Fig. 4.7 reveals that the small turning angles correspond to
the typical times of migration (March, August) and that the large turning angles occur mainly
during the breeding and wintering seasons. Thus, the cluster of small turning angles results
as expected from the directed migration flights in spring and autumn. Similarly, the cluster
of large angles can be interpreted in the way that in their breeding and wintering grounds
individuals have a central nest or sleeping tree, from where they fly back and forth to a small
number of foraging areas. To examine this matter in more detail, in Fig. 4.8 we present a
number of two-monthly trajectories for a single white stork and year. Visual inspection of the
flight trajectories confirms the existence of these two different migratory flight modes.

We note though that an additional contribution to the cluster of large turning angles might
possibly arise from measurement error since the small scale movement in the resting areas
contains some localisations of very low accuracy, whose incorporation into the trajectories can
produce large spurious turning angles. Indeed, a closer examination of the localisation errors
in the breeding and wintering areas (see Figs. 4.8 b and 4.8 d) shows that the positions at the
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Figure 4.7: Pooled distributions of turning angles for the white stork. In contrast to Fig. 4.6
here the histograms P (θ) have been split according to the time of the year τ , for (a) September - autumn
migration, (b) January - wintering, (c) March - spring migration and (d) June - breeding.

end of the “spikes” that determine the large turning angles are of rather low accuracy of on
average ±15 km, opposed to only ±3 km for central positions. However, the typical distance
between the two extreme ends of a back-and-forth step is larger than 15 km, which makes it
unlikely that imprecise measurement can be the sole explanation for the peak around θ ≈ π.
Another phenomenon where large turning angles may occur even during migration is reverse
migration, where individual birds reverse their migration direction for a few stages due to some
cause that has not yet fully been understood (Berthold, 2001a; Schüz et al., 1971).

4.4 Quantitative modelling of bird migration

As the result of our movement analysis, a typical path of a migrating bird can be described
as an alternating sequence of directed (moving) and undirected (resting) stages. This is
consistent with observations in other studies, where the migration of birds has been described
as a succession of flying and stopover (Hedenström & Alerstam, 1997). In the following we
will use these ideas for setting up a conceptional model to describe the seasonal process of
migration.

The main idea of our model is to replace the spatially continuous trajectory of a migrating
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Figure 4.8: Selection of typical trajectories of two months along the migratory path of the
white stork “ Annamarie” for (a) August/September 2001 (autumn migration), (b) January/February
2002 (wintering), (c) March/April 2002 (spring migration), (d) May/June 2002 (breeding).

bird by a jumping process on a network of a number of discrete habitat patches. Thus, the
model describes the seasonally driven long-distance migration of birds on a discrete network of
m species specific breeding, moulting, resting and wintering places. These local regions, the
nodes of the network, are fixed in time and are connected to one another by directed flight
routes. Accounting for differential migration we assume that avian migration does not take
place only on a linear chain of patches, but instead permit branching on the network of possible
flight connections.

Consider the time varying density ni(t) of N birds that are present in area i = 1, . . . , m at
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time t. The densities are normalised as

m∑

i=1

ni(t) = N. (4.6)

Thus, we assume that the total number of birds, N , stays constant and we neglect population
growth during the time scale of our analysis. The dynamics of the migration is described as a
Markovian jumping process

ni(t + 1) =
∑

j,j 6=i

pij(τ)nj(t) + pii(τ)ni(t), (4.7)

where we assume that the birds jump from patch j to patch i according to certain transition
probabilities pij which do not depend on previous jumping events or bird densities. So, in
our model individual birds have no memory and choose the jumping routes every year anew
from the same probability distribution. Furthermore, each bird in a given area will continue its
migratory path independently of the behaviour of the other birds, thus, we neglect swarming
effects.

The novel aspect of our model is that the transition probabilities pij are not constant within
the year, but instead are periodic functions of the season pij = pij(τ) (however, they are
assumed to be constant between the years). Thus, the transition probabilities are described
by a circular function g(τ) of the season τ that quantifies the intensity of birds flying between
different patches

pij(τ) = g(hij , φij , σij , τ). (4.8)

Each jumping probability pij(τ) is characterised by the mean season when jumping takes
place (the phase) φij , the maximum jumping intensity (the amplitude) hij and a typical length
of the time interval during which jumping occurs (the width) σij . An additional assumption
that simplifies the migration jumping process in a reasonable manner is to set the jumping
durations equal for all connections of the network σij = σ = const (see Fig. 4.9). Then each
link is characterised by a complex number z = h eiφ, which describes the amplitude h and the
phase φ of the transition.

Because it is a canonical distribution to describe unimodular, circular data, we used a
generalised von-Mises distribution function as a first approximation of the functional form of g

g(hij , φij , σ, τ) = hij exp
[
cos(τ − φij)− 1

σ2

]
. (4.9)

For small values of σ this form is nearly a Gaussian with a standard deviation of σ, while in
the limit of large σ this approaches a uniform distribution g(τ) = hij . Furthermore, by using
the von-Mises distribution we also assume that the jumping probabilities are symmetrical in
time, which may not be the case in real bird migration.

A systematic presentation of the resulting model dynamics will be presented elsewhere.
Here we are concerned with the problem of finding an optimal parametrisation in accord with
real observational data, i.e. we are interested to estimate the transition rates pij(τ) for the
migratory movement of the white stork. Data ideal for fitting the described model need to
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Figure 4.9: Typical form of the circular jumping probability function g(τ), here as a modified
form of the von-Mises distribution function, Eq. (4.9), with parameters hij = 0.8, φij = π and σ = 0.3.

be explicit, accurate and consistent in time and space. As explained above satellite telemetry
data, rather than ring recovery data, fulfil these demands relatively well. Using telemetry data
one can follow each individual bird’s trajectory on its migratory path to estimate the transition
times between predetermined resting, breeding or wintering places for each year.

In an exemplary way we have calculated a rather crude network from the satellite telemetry
data of the three white stork individuals (Fig. 4.10). As the nodes of the network we defined
the four main breeding and wintering areas of the species. There are surely additional resting
areas used by the white stork (Gerkmann, 2007; Berthold et al., 2006), however, here we want
to keep the presentation as simple as possible. For each of the realised directed transitions we
recorded the dates of leaving the one area and arriving in the other. The jumping times were
defined as the mean time between the two events. By histogramming these data we were able
to estimate the time-dependent flows Jij(t) = pij(τ)nj(t), from the model Eq. (4.7), between
each pair of patches. After normalisation with the bird densities nj(t) this yields the desired
transition probabilities pij(τ) (see Fig. 4.10, grey bars). We then, by hand, fitted a von-Mises
functional form to these records, thus, having parametrised our model. Because of the low
sample size we consider it not reasonable to use any more advanced fitting techniques, as e.g.
maximum likelihood. They should be applied when larger data sets become available.

The transition probabilities in Fig. 4.10 provide valuable information about the spatio-tem-
poral dynamics of the migration process. Despite the shortness of transition data all phases φij

have reasonably been reconstructed. Note that the phases φij are ordered along the migratory
path, in concord to the naive expectation. Further, the transitions are rather sharp and can
be assumed to have the same width for all transitions. The estimated width equals σ = 0.12
which corresponds to about 7 days. The small sample size does not allow a sensible estimation
of the transition amplitudes, yet. Nevertheless, the crude fit in Fig. 4.10 appears already to
be quite reasonable.

Interestingly, the transition amplitudes of the north going birds are all more or less equally of
a large value. This reflects a basic north-south symmetry breaking in the migratory route of the
white stork: In our data base the birds always return to their breeding area in the north (area
2), but in the southgoing direction their routes split into different resting and wintering areas.
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Figure 4.10: Network model for white stork migration. (a) The breeding area (2) Middle Europe
is connected to the main wintering areas (1) the Iberian Penninsular, (3) the Sudan area and (4) South
Africa by seasonally driven jumping probabilities pij(τ). (b) - (g) show the transition probabilities pij(τ)
(represented as grey bars) that are fit by the von-Mises functional form, Eq. (4.9), (black solid lines) for
north going (left column) and south going (right column) birds obtained from the satellite telemetry data.

Thus, all north going transitions have a large amplitude (h21 ≈ h23 ≈ h34) which insures that
all individuals jump within a short time interval. In contrast, when going south the birds have
to decide on the western or eastern route, i.e. either to overwinter on the Iberian Penninsular
(with probability p12) or to fly to the Sudan (with probability p32). Note that the transition
to the Sudan area is slightly advanced φ32 < φ12. Therefore, the transition probability p32

has to be small, to ensure that some birds stay to use the western route, and p12 must be
large, so that no birds remain in Middle Europe over the winter. In this way we can explain
the observed relation of the transition amplitudes h32 < h12. A second branching arises in
the Sudan region (area 3) where the birds have to decide whether to continue their migratory
path to South Africa (area 4) or to stay. Consequently, the transition amplitude h43 is rather
small. This simple example already shows that it is not possible to read off the branching
ratios simply from the transition parameters, if the transitions are not synchronised in season.
Therefore, we expect that the seasonally driven model has nontrivial properties, especially for
more complex network topologies.

As one can also observe for the white stork many migratory bird species exhibit differential
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migration (Gauthreaux, 1982). This means that different populations, age groups or sexes of
a species migrate on different routes, by varying time schedules and maybe even to different
areas. Depending on how pronounced this effect is in the considered species a large amount
of data is needed to obtain a sufficient picture of the species’ migration patterns. The sample
size here is rather small but well selected, so that we are confident that our model gives a
good first approximation of the general migratory pattern of the white stork.

In principle one could also use ring data for parametrisation of the presented network mi-
gration model. However, as has already been pointed out, the major shortcoming of ring data
is the difference in observation effort and reporting. For quantitative estimation (that we at-
tempt here) the reporting rates would need to be quantified. We expect them to correlate with
human population density or social indices such as alphabetisation or economic income, but
any such relationship may also be illusory. Furthermore, ring data provide only the number of
birds that have visited certain places during the year, but not exact time instances of the tran-
sitions between consecutive resting places. Therefore, jumping probabilities would have to be
estimated from the observed densities by optimisation techniques like e.g. linear programming
or simulated annealing. Hence, the use of ring data for estimating the transition probabilities
of our bird migration model in time and space is possible, but poses many problems and it
may render more successful to give other kinds of data the preference.

4.5 Conclusions

We strongly agree with and want to promote the notion of Bairlein (2003) that the analysis of
recovery data and modelling of migration patterns in time and space need increased emphasis
in ecological research. On the one hand large amounts of bird observational data are collected
on an ever increasing rate and quality. To gain insight into patterns and characteristics of
such data they have to be analysed in much detail using statistical methods. On the other
hand several research groups specialise on only few species and step by step try to disentangle
its behaviour and ecology. As this is undoubtedly important we think it, however, crucial
not to lose the more general view on ecology and e.g. bird migration mechanisms. Here the
development of time and space explicit models may be of high value. With sensibly constructed
models one could examine the influence of parameters as for example the peak time or interval
length of leaving the breeding areas on the migration process. One could thus make predictions
about the consequences of global factors such as climate change and its effects on the migration
behaviour of several species and by simulations and model exploration obtain general insight
into the underlying mechanisms. In the long run it may even be possible to make comparisons
with the movement of other organism types.

The above described network model of bird migration makes many simplifying assumptions.
In particular, it disregards any variability of the migration process between years. This means
that environmental factors are assumed to have no influence on survival, timing and the course
of migration. We are certainly aware that this is not the case in reality (e.g. Zink & Bairlein,
1995; Kölzsch et al., 2007), especially in the light of the recent climate change. In this sense
the presented ideas represent only a first step in the direction of setting up a full-fletched,
conceptional bird migration model. Once the general properties of such a model are fully
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understood, other environmental covariates can be incorporated.
In this article we have summarised the kind of data that are available for quantitative studies

of bird migration. Our aim is to encourage the systematic, theoretical study of this process, but
also to call for caution regarding the use of such data. Of course, any kind of data needs to be
carefully considered before it can be incorporated into a model. In bird migration we face the
situation that much data has already been collected, and the advantages and disadvantages of
them have to be taken into account before any decision can be made regarding its analysis. In
theoretical modelling it is always possible to just explore a model and its properties per se, but
only by parametrisation with sensible data one will be able to conclude sensible information
about the ecological processes acting in avian migration.
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Arising from: A.M. Edwards, R.A. Phillips, N.W. Watkins, M.P. Freeman, E.J. Murphy, V.
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Revisiting Lévy flight search patterns of wandering albatrosses, bumblebees and deer. Nature.
449, 1004-1048 (2007).

Following the seminal study on wandering albatross Diomedea exulans (Viswanathan et al.,
1996), during the last decade movement data of many different animal species (Viswanathan
et al., 1999; Marell et al., 2002; Ramos-Fernandez et al., 2004; Sims et al., 2008; Viswanathan
et al., 2008) and humans (Brockmann et al., 2006; González et al., 2008) were analysed
and indications of Lévy flight behaviour were found. However, recently Edwards et al. (2007)
applied rigorous statistical methods and came to different conclusions. Not only did they clearly
rule out Lévy flight behaviour in the foraging movement of the wandering albatross and other
reanalysed data sets, but they question the strength of the empirical evidence for biological
Lévy flights in general. Here we study short-term individual bird displacements based on ring-
recapture data using model selection statistical methods as suggested by Edwards et al. (2007)
We find strong indications of Lévy flights for all analysed bird species, however, concerning
their large scale migration movement rather than foraging.

Ring-recapture data have been collected for more than 100 years (Berthold, 2001a), provid-
ing a large and variable sample of individual displacement events (Kölzsch & Blasius, 2008).
For this analysis we chose five ecologically rather different species with data of reasonable
sample sizes (core data consists of 96,835 ring recaptures): the long-distance migrating east-
ern population of the white stork (Ciconia ciconia), the barn swallow (Hirundo rustica), the
medium-distance migratory chiffchaff (Phylloscopus collybita), the in central Europe almost
completely sedentary mute swan (Cygnus olor) and the mallard (Anas platyrhynchos) that has
short-distance migratory as well as sedentary populations in Europe.

For all tested bird species the density of displacement distances decays with a fat tail,
reminiscent of a power law P (d) ∼ d−β for dmin ≤ d ≤ dmax in intervals of 2-3 orders of
magnitude (see Fig. 5.1). We found good agreement for the power law exponents fitted by
linear regression (b) and maximum likelihood (β). The measured exponents reflect each species’
migratory behaviour: Largest exponents are found for the sedentary mute swan (β = 2.42),
whereas small exponents are found for the migratory chiffchaff and barn swallow (1.25 ≤ β ≤
1.32), and the white stork (β = 1.48). The mallard, being partially migratory, assumes an
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Figure 5.1: Short - term dispersal kernels of bird migration. Measured distribution P (d) of
traversing a distance d in less than τ days using logarithmic binning for (a), white stork (τ = 30); (b),
white stork (τ = 2); (c), barn swallow; (d), chiffchaff; (e), mallard; and (f), mute swan (all τ = 30).
Further indicated is the sample size N , a maximum likelihood estimate of the power law exponent β and
the exponent b from linear regression (shown as a solid line) with 95% confidence limits. Coefficients of
determination for all regressions are r2 > 0.96. Insets compare the cumulative distribution P (D > d), i.e.
the probability for a displacement D larger than d, for the bird data (black points) with the analytic curve
P (D > d) = (d1−β−dmax

1−β)/(dmin
1−β−dmax

1−β) for a truncated power law with exponent β and upper
cut-off dmax (red lines). dmax was estimated as 110% of the maximal displacement for each species. .
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intermediate position (β = 1.48). The small exponents for migratory birds, β < 2, indicate
strongly directional motion. For sedentary birds scaling is observed only for d ≥ 12km,
reflecting the different mechanism of their long distance displacements, dismigration (Berthold,
2001a).

The cumulative distributions, corresponding to rank frequency plots (Newman, 2003b), do
not show scaling, but agree remarkably well with a power law with upper cut-off dmax (insets
in Fig. 5.1). For bird motion such a maximal displacement distance naturally arises from
physiological as well as geographical constraints.

Following Edwards et al. (2007), using Akaike weights wi we tested for unbounded and trun-
cated power law distributions, considering three alternative distributions (exponential, trun-
cated exponential and log-normal distribution). For the two sedentary bird species we find
w1 ≈ 1 for the power-law distribution and wi < 0.01 for the other distributions (i = 2, 3, 4, 5).
For the three migratory species truncated power laws gave best results w2 ≈ 1 (wi < 0.01 for
i = 1, 3, 4, 5). Thus, our data are better described by an unbounded or truncated power law,
whereas exponential and log-normal distributions can be ruled out.

Lévy flight movement patterns can be explained by several possible means, such as distri-
butions of landmasses, climate conditions or vegetation types, as well as many ecological and
behavioural mechanisms that can shape movement patterns (Viswanathan et al., 1999, 2008;
Benhamou, 2007). Possible artefacts from sampling bias in data acquisition, ring reporting
rates differ according to region (Fiedler et al., 2004), can be ruled out because very simi-
lar scaling is observed irrespective whether displacements are examined in a time window of
τ = 2 days or τ = 30 days (see e.g. Fig. 5.1 a, b). This insensitivity to time window length
(i.e. scale invariance) further supports notions of an underlying Lévy process.

Our investigation points to the fact that Lévy flights might in fact be much more frequent
in nature than ever thought before. This is notable, since Lévy flight patterns reversely have
strong influence on many ecological processes, not least concerning the spread of infectious
diseases by migratory birds.

Methods

Bird positions were obtained from ring-recapture data available from the three German ringing
centres. We calculated the geographical distances d along loxodromes (Wiltschko & Wiltschko,
1995) connecting all pairs of capture and recapture locations of each individual (similar to data
format in Brockmann et al. (2006)). The analysis is restricted to 11,562 displacements of short
time intervals, t < τ , and a minimum distance, d ≥ 2 km. Furthermore, we excluded dead-
recaptures, data from juveniles and birds raised by humans, held in captivity or relocated by
man otherwise.

We used maximum likelihood estimates and calculated the Akaike weights (Edwards et al.,
2007) for five model distributions: unbounded and truncated power law, unbounded and
truncated exponential and the log-normal distribution, with likelihoods:

79
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LPL(β|d) =
n∏

j=1

β − 1
dmin

1−β
dj
−β,

LtrPL(β|d) =
n∏

j=1

β − 1
dmin

1−β − dmax
1−β

dj
−β,

LExp(λ|d) =
n∏

j=1

1
e−λdmin

λe−λdj ,

LtrExp(λ|d) =
n∏

j=1

1
e−λdmin − e−λdmax

λe−λdj and

LLogN (µ, σ|d) =
n∏

j=1

1
(dj − dmin)σ

√
2π

e
−(log(dj−dmin)−µ)2

2σ2 , respectively.
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Abstract

Bird migration has fascinated man for a long time and its wide interconnectivity with human life
emphasises the importance to advance our knowledge of general issues of migration patterns.
In this study, we describe bird migration as a Markov process with seasonally periodic, time-
dependent transition rates on a directed stepping stone network. Each breeding, resting and
wintering site is occupied by some fraction of birds during a certain time of the year and these
nodes are connected by edges that represent the seasonally changing transition intensities
between the habitats. The transition rates are considered to be periodic, unimodal functions
of the time of the year. For the construction of the model and parameter estimation we used
satellite telemetry and GPS data of the white stork (Ciconia ciconia) and the greater white-
fronted goose (Anser albifrons). Finally, with methods of network analysis we examined the
dynamical properties of the generated cumulative networks and time specific sub-networks of
the two species. The results allow for a characterisation of the complex migration routes, also
giving indications about the species’ vulnerability to the loss of certain resting or breeding areas
and changes in migration timing. The model is suitable for devising conservation strategies
and studying the spread of pathogens by migratory birds.

6.1 Introduction

Movement is a basic property of life and has fascinated ecologists for many decades (Turchin,
1998; Begon et al., 2006). Almost all organisms locomote around the earth at different timely
and spatial scales. They undertake dispersal to exploit new habitats and resources, and some
species migrate more of less regularly to avoid unfavourable environmental conditions. Most
obvious are mass movements of e.g. buffalo herds, swarms of locusts, upstream motion of fish
for spawning, but also the single flight of bees, birds and bats (Begon et al., 2006). Up to now,
the movement of insectes appears to be best sudied. Paths of butterflies, ants and beetles
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have been observed, and in a seminal study by Kareiva & Shigesada (1983) the flight of two
butterfly species was described by a mechanistic model.

So far, in many population dynamics models movement has not been explicitely included
because of a lack of sufficiently accurate and well resolved data (Turchin, 1998). With the
recent wide availability of tagging technologies, like GPS and satellite telemetry, this has
changed. Now a flood of data has become available on the moving about of individuals of
many taxa, e.g. fish, birds, terrestrial and aquatic mammals (Berthold et al., 1992; Marell et al.,
2002; Kruckenberg et al., 2007; Sims et al., 2008), and more is expected as the technologies are
improving. This gives rise to two challenges: (i) powerful analysing techniques will be needed
for these data, and (ii) by theoretically describing the data we want to develop quantitative
models that are able to capture the various types of movement.

A prominent example of animal movement is the seasonal migration of birds. Numerous bird
species migrate long distances to avoid barren winter conditions in their breeding areas and
winter in regions that provide food. Hence, bird migration is a periodic movement process that
is driven by seasonally changing temperatures and weather conditions (Bairlein, 2003). Many
studies have examined a wide range of aspects of bird migration (Berthold, 2001a; Berthold &
Terrill, 1991; Bairlein, 2003). Up to now, most work has been devoted to understanding the
physiological and ecological mechanisms of the migration process, metabolism, navigation and
flight (Hedenström & Alerstam, 1997; Wiltschko & Wiltschko, 2003). Incidental positions of
marked migratory birds have been catalogued in migration atlases (Berthold, 2001a). However,
explicit spatio-temporal trajectories from e.g. satellite telemetry and GPS are known for a few
species only. And even for those it is unclear how variable the migration process is and how
changes in environmental conditions may affect it.

Bird migration is widely intertwined with human life and activities. Recently, this has been
stressed in the light of disease transmission by migratory birds (Peterson et al., 2003; Hubálek,
2004; Kilpatrick et al., 2006) and the influence of human induced climate change on migration
routes and timing (Jenni & Kéry, 2003). Thus, it is of special importance to advance our
knowledge about the structure of migration patterns and mechanisms behind their forming.
Theoretical predictions about the spread of avian infectious diseases by migratory birds require
a quantitative description of the seasonal movement of the birds. However such a description
is evasive.

For several bird species migration has been described as a stepping stone process by eco-
physiological field studies (Berthold & Terrill, 1991; Hedenström & Alerstam, 1997; Bos et al.,
2005). Species for which seasonal hyperphagia and fattening for migration (Berthold, 2001a) is
not practicable need to take intermediate rests for feeding during their highly energy consuming
migration flights. Such resting regions are especially important for successful migration, but
also facilitate disease transmission across different populations and species. From this struc-
ture, it comes natural to model such migration as a stepping stone process on a network of
regions where birds concentrate at some time of the year, i.e. breeding, resting and wintering
areas. It has als been shown previously (Kölzsch & Blasius, 2008) that the motion of such a
stepping stone migratory bird, the white stork (Ciconia ciconia), is composed of two modes
of movement: slow resting and fast migration. Here we present a novel, quantitative network
model of bird migration and validate it with high quality temporal and spatial data of two bird
species.
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Theoretical and applied modelling has been performed for many ecological issues and even
migration physiology, flight, orientation and the evolution of bird migration (Alerstam & Heden-
ström, 1998; Houston, 1998; Mouritsen, 1998; Erni et al., 2002). However, explicit spatio-
temporal models of the process of bird migration have, to the best of our knowledge, not been
developed yet (Bairlein, 2003).

Our model describes bird migration on a complex network. A large number of processes in
nature and human life, transportation as well as others have been modelled as networks and
their examination revealed many interesting characteristics and patterns (Newman, 2003b;
Barrat et al., 2004; Urban et al., 2009; Kaluza et al., 2009). Global transportation, e.g.
within the aviation network, makes human movement non-diffusive by providing efficient mixing
through long range displacements. This is crucial for understanding the rapid spread of human
diseases on earth (Hufnagel et al., 2004). In studies of landscape ecology and metapopulation
theory the concept of networks has also been successfully applied, but rarely (Urban et al.,
2009).

6.2 Model

Bird migration is modelled as a Markovian jumping-process on a geographically embedded
network. The model describes the time dependent densities of birds in region i = 1, ..., n at
time t. Links represent main transition events – the flights between the different areas (see
also Kölzsch & Blasius, 2008). The changing density of birds in each node i is then given by
the difference of outgoing and ingoing flow Jji(τ) and Jij(τ) in season τ . One can formulate
this space discretised process as a time continuous Markov process using the master equations

Ṅi(t) =
∑

j 6=i

Jij(τ)−
∑

j 6=i

Jji(τ). (6.1)

Jij(τ) = rij(τ)Nj(t) is the flow from node j to i at season τ and rij(τ) the corresponding
transition rate with τ = t mod T . The period T = 2π corresponds to one year. For a
schematic representation of an example of the process see Fig. 6.1.

The time-dependent, periodic transition rates rij(τ) = rij(τ + T ) between any regions j
and i are described by a three parameter von Mises functional form (see Fig. 6.1 b)

rij(τ) = ωij exp

(
cos(τ − ϕij)− 1

σ2
ij

)
(6.2)

Here, ϕij is the main transition season, σij characterises the width of the transition period
and ωij is the maximum transition intensity that is typically realised during τ = ϕij . This
functional form of rij(τ) allows to interpolate smoothly between the δ - function (σij → 0),
when a fraction of ωij birds jumps exactly at season τ , and the uniform distribution (σij →∞)
where transitions happen independently of the season.

By introducing this model we have made several simplifying assumptions. First, the Marko-
vian property that a transition probability depends only on the previous, but not earlier densities
implies that birds use no memory of their former whereabouts for the decision where to go
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Figure 6.1: Concept of the Migration network model. (a) One isolated pair of nodes i, j that
is connected by directed links weighted by seasonally changing transition rates rij(τ) and rji(τ). (b)
Illustration of a transition rate as function of the season. It is of a von Mises functional form (eq. 6.2),
the arrows indicate how the three function parameters determine its form. (c) and (d) present a model
example on a simple topology of four nodes and seven transition links. Parameters are: (i) phases (ii)
amplitudes and (iii) widths. In (c) for each season one typical density pattern of a time interval of one
week is given. One can clearly observe breeding in node 1 in summer, spring and autumn migration via
node 2 and wintering in nodes 3 and 4. The densities of birds in each node are colour coded (see legend).
Links are drawn in black whenever transition probabilities were larger than 0.05 in the respective time
interval, grey else. (d) depicts year-round network flow, densities are colour coded as above, each row
representing density changes in the respective node over time of the year. The small arrows indicate for
which time intervals network plots are shown in (c).
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next or if to stay. This depends on the season and their present state only. Second, the
model obeys the conservation law, thus the population size is considered constant. Third, the
transition rates are independent of the present densities in the nodes. Therefore, we disregard
any swarming or density dependence effects. Finally, it has not been explicitly accounted for
the fact that the birds’ decision for migratory departure from breeding, wintering and stopover
sites depends on environmental variables like the photoperiod and food availability and uptake
(Berthold & Terrill, 1991; Gwinner et al., 1988). However, this issue is implicitly included in
the time dependence of the model’s transition probabilities.

6.3 Data

We have parameterised the model, using high precision movement data (satellite telemetry and
GPS localisations) for the white stork (Ciconia ciconia) and the greater white-fronted goose
(Anser albifrons). These two species perform stepping stone migration, and are thus suitable
for being described by our network model. Both species are relatively large long-distance
migrants with low maximum fuel deposition rates and need a number of stopover sites on their
migration route for refuelling (Beekman et al., 2002). However, they differ in their migratory
paths and flight behaviour.

White stork: The white stork is one of the best studied bird species that breed in Europe.
Its life history is well understood and migration routes have been worked out (Kaatz, 2004;
Berthold et al., 2006). There is an eastern population that migrates east around the Mediter-
ranean, passes Turkey and Israel to winter or rest in different areas in the Sudan and Chad.
Some individuals continue to southern Africa for wintering. A western population used to
migrate west around the Mediterranean and wintered in certain places in western Africa. How-
ever, many birds nowadays stay in Spain during the winter. Depending on availability white
storks feed on large insects, amphibians and small reptiles and mammals. To fly long distances
they use thermalling. Therefore, for migration storks rely on favourable weather conditions,
their routes are restricted to over-land and they fly at daytime only. Since 1992 more than
100 individual storks have been equipped with a satellite telemetry transmitter by the MPI
for Ornithology – Vogelwarte Radolfzell (Berthold et al., 1992). The transmitters regularly
send signals which are received and localised by satellites using the principles of the Doppler
effect. The location data has been analysed in various ways by previous studies (e.g. Berthold
et al., 2002; van den Bossche et al., 2002; Kaatz, 2004). We obtained a data set of 106,220
localisations of 107 individual white storks.

Greater white-fronted goose: The greater white-fronted goose winters in Europe from the
United Kingdom to Kazakstan and migrates to the arctic tundra for breeding and moulting
(Kruckenberg et al., 2008). Its wintering behaviour has been extensively studied (Mooij et al.,
1999; Kruckenberg, 2002), but there is much unknown about its ecology, breeding biology and
migration behaviour. Greater white-fronted geese use flapwing flight and often move up to
2000 km non-stop within one or two days between migration stepping stone regions. There
they have to refill their fat deposits by grazing on young grassy vegetation. In contrast to
other goose species white-fronted geese do not fly along the coastal lines of the Baltic and
Barents-Sea, rather they migrate more inland through the European part of Russia. Their
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breeding range expands from Kanin Peninsula in the west to Taimyr Peninsula in the east.
Nonbreeders gather in large flocks of more than 100,000 birds on traditional moulting sites at
Taimyr or Novaya Zemlya (Mooij et al., 1999). Since 2006 a number of adult birds (males)
have been fitted with combined GPS and Doppler location satellite telemetry transmitters at
their wintering sites in the Netherlands by the European greater white-fronted goose scientific
programme (Kruckenberg et al., 2007). We obtained flight trajectories of 32 individuals that
consisted of 17,803 GPS localisations and 19,181 Doppler location positions.

Quality selection: Before one can analyse the described data sets their quality deficiencies,
i.e. localisation inaccuracies (Kaatz, 1999) have to be accounted for. For the white stork data
we have used an algorithm previously developed for this data set (Kaatz, 1999) to estimate how
much a localisation deviates from the real position of the bird. We selected stork localisations
of mean deviations less than 20 km for our analysis. The GPS data of the greater white-fronted
goose are correct up to 15 m, thus we can use it as is. However, there are often gaps in the
data sets due to poor light conditions that do not allow for the solar batteries to recharge
sufficiently for GPS functionality. For times like this only satellite telemetry data based on
Doppler location are available. Because different kinds of transmitters have been used, the
quality algorithm by Kaatz (1999) cannot be applied here. Therefore, we have used a filtering
algorithm developed by Austin & McMillan (2003) to select only localisations that conform to
realistic flight velocities and travel directionality of the moving birds.

For further use, only trajectories of adult birds that encompass at least one full year of
movement data were chosen. That is necessary, because only adult birds migrate regularly
and our model requires data that are evenly distributed over a full calendar year. For the
white stork 32 such individual year trajectories of 12 different individual birds were extracted,
whereas the geese data encompassed 8 individual year trajectories of 7 adult geese.

We selected the best possible resting localisation per day for each of the individual year
trajectories. For the storks localisations with least spatial deviation and the ones that were
taken at times of the day with lowest sunset were preferred. This is sensible, because the need
for thermalling during migration restricts their flight to daytime and low sunset data provide
positions of resting on the ground. For geese we selected the GPS localisation, if available,
that was taken latest during the day or the best quality satellite telemetry localisation. The
positions later in the day were preferred, because the solar batteries have probably more power
then. A discrimination of geese localisations by sunset is not possible; they fly during the day
as well as at night. Finally, sets of continuous movement trajectories xi(t) of one localisation
per day were available.

6.4 Methods

6.4.1 Construction of a migration network

The breeding, wintering and resting areas of the respective bird species, i.e. the network nodes,
were determined based on the velocity with which the birds were moving. For each position
we calculated the approaching and departing velocities vi,1 = (x(t) − x(t − ∆t))/∆t and
vi,2 = (x(t + ∆t) − x(t))/∆t if previous and subsequent positions were taken less then one
week before or after the present position. Locations were selected as resting localisations (see
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Fig. 6.2) when the approaching and departing velocities were less than 50 km/day (Gerkmann
& Riede, 2005) for the white stork and 20 km/day for the greater white-fronted geese. The
so specified localisations were then clustered hierarchically by a combination of their pairwise
Loxodrome distances (Wiltschko & Wiltschko, 1995) and circular time differences (Batschelet,
1981). Loxodromes were selected, because birds have been proposed to fly along these routes
of constant bearing rather than along the orthodromes of shortest distance (Berthold, 2001a).
The cut off values for clusters were selected according to maximum daily average flight dis-
tances and dendrogram patterns, 600 km/day for the white stork and 350 km/day for the
white-fronted goose. All clusters that contained more than 3 resting localisations were finally
selected to represent the set of typical breeding, resting and wintering regions of the considered
population of each species.

6.4.2 Calculation of the links and their transition rates

The proposed migration model assumes that the continuous time transition rates rij(τ) are of a
von Mises functional form (eq. 6.2). To parameterise this function one first has to approximate
a discrete set of transition fluxes Jij(τ, τ + ∆τ) and bird densities Nj(τ) from the data for
small, discrete time steps ∆t. We selected ∆t to be around 1 week ( ∆t = 0.13 if 1 year =
2π), thus there are 48 different seasonal time intervals (τ, τ + ∆t). Jij(τ, τ + ∆t) between all
pairs of nodes i, j were counted for each time interval and converted into transition rates

rij(τ) =
Jij(τ, τ + ∆t)

Nj(τ)∆t
. (6.3)

Bird densities as extracted from the data are included here, but are not general solutions of our
model. The determination of smooth transition rates allows for the assignment of generalised
population densities, and not just assertions about the small set of individual birds the data of
which is available.

For each realised transition link the von Mises parameters ϕij , σij and ωij were estimated.
As this estimation is often based on very few data it is sufficient to calculate parameters with
circular statistics (Batschelet, 1981) as follows:

ϕij = arctan




∑
τ

rij(τ) sin(τ)
∑
τ

rij(τ) cos(τ)


 (6.4)

σij =

√√√√ 1∑
τ

rij(τ)

∑
τ

rij(τ) (|τ − ϕij | mod (2π)) (6.5)

ωij = max
τ

(rij(τ)) . (6.6)

Here, ϕij is the circular mean of the transition times from j to i with respect to the transition
rates, σij is the circular standard deviation of the transition times, and ωij the maximum
transition intensity (see also Fig. 6.1). Using these parameters one can calculate a smooth,
estimated transition rate r̂ij(τ) for any season τ using eq. (6.2).
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6.4.3 Estimation of the transition probabilities for the non-homogeneous
Markov chain

In this work, we use the discrete Markov chain that corresponds to the continuous model.
Reasons were the relatively sparse data that are obtainable for parameterisation and the readily
available methods for the analysis of Markov chains (Norris, 1997). The density of birds Ni(t)
thus develops as

Ni(t + ∆t) =
∑

j 6=i

pij(τ ;∆t) Nj(t) + pii(τ ;∆t) Ni(t), (6.7)

pij(τ ; ∆t) being the transition probability at season τ for the time interval length ∆t. The
two descriptions of the transition process can be transformed into one another by

P (τ ;∆t) = eR(τ) ∆t, (6.8)

using the Chapman-Kolmogorov differential equations (Logofet & Lesnaya, 2000), P (τ ; ∆t)
is the matrix (pij(τ ;∆t))ij and R(τ) corresponds to (rij(τ))ij . Because of the monotony of
the exponential the functional forms of the transition probabilities pij(τ ; ∆t) also resemble the
von Mises function.

To solve the model, probability matrices P (τ ;∆t) were calculated from the transition rate
matrices R(τ) (eq. 6.8) for ∆t = 0.13 (one week). Then, the stable distributions N∗

i (τ) can
be calculated by using the Markov chain equations (eq. 6.7) and calculating the Poincaré map
from one year to the next through each time step τ by matrix multiplication

S(τ) =
T−∆t∏

s=0

P (τ + s;∆t). (6.9)

Each matrix S(τ) is a regular stochastic matrix and has a dominant eigenvalue λ(τ) = 1
(Perron-Frobenius Theorem). The corresponding eigenvector is the stable distribution N∗

i (τ),
i.e. S(τ) = S(τ) N∗(τ).

6.4.4 Characterisation of the migration network and Markov chain

Season specific migration network topologies were derived such that a pair of nodes is con-
nected by a directed link from j to i whenever pij(τ ;∆t) > 0.05. For all species, additionally,
a cumulative network was constructed by merging the time specific networks. First, we want
to examine which important network characteristics the cumulative migration networks have
in common with other transportation networks (e.g. the internet, metabolic networks and the
worldwide airport network). We calculated global and local efficiencies and network costs (La-
tora & Marchiori, 2001), as well as average shortest topological path distances and clustering
coefficients (Watts & Strogatz, 1998) to characterise if the two migration networks are similar
to small worlds (Watts, 1999). This is a sign of networks optimised for quick and efficient
transport of entities between the nodes. Furthermore, we analysed network robustness to ran-
dom or selective deletion of strongly connected nodes (Albert et al., 2000). High robustness
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can be another indication for small world behaviour, but also suggests how strong flow on
networks depends on each single node.

For further specification of migration network properties in the light of optimisation for trans-
port we examined motif distributions (Milo et al., 2002), i.e. the “network building blocks”,
and the networks’ symmetry. The latter shows which proportion of the migration routes is
used in both directions, i.e. during spring as well as autumn migration.

For detailed characterisation of each resting area’s (node’s) importance for migration flow
we determined degrees k, betweenness centralities bc (Freeman, 1979), closeness centrality cc
(Wassermann & Faust, 1994), clustering coefficients C, cumulative densities, mean staying
times following the highest density 〈ts〉 and mean first passage times 〈tfp〉 (Norris, 1997).
Betweenness centrality is the number of toplogically shortest paths in the network that pass
a node, closeness centrality is a measure of the shortest distance of one to all other nodes.
These mesasures characterise how much each node contributes to network connectivity. The
cumulative densities, staying times and mean first passage times indicate which nodes are
frequently reached and used often and by a large number of birds. First passage times are
studied in more detail, because they seem especially interesting in the light of bird migration.
How long does it take to move from one resting area to the other and when is it likely to
return to a node? First passage times vary with the time of the year one starts off a region.
Because we are interested in the behaviour of the majority of individuals we have selected the
first passage time starting in the season of highest N∗

i (τ) for each transition from i to j and
return time to i.

The topologies of the bird migration networks change with season. Therefore, to just
examine the cumulative network characteristics is not sufficient. Additionally, we present
simple network measures for each of the season-specific networks. The changes of the mean
degree as well as the size of the giant component (i.e. largest connected subnetwork) with
season are indications of network changes.

6.4.5 Model and parameterisation verification and sensitivity analysis

For the verification of how good node positions coincide with regions that are valid for breeding,
resting and wintering of the white stork (Gerkmann & Riede, 2005) or greater white-fronted
goose, respectively, we determined a dominant land cover type in the area of a radius of
200 km around each node centre. They were compared with the habitat preferences of the
specific bird species. Land cover data were obtained from the USGS Land Cover Project
(http://edc2.usgs.gov/glcc/).

To validate the appropriateness of our model for mapping bird migration, we explored the
quality of rate fitting and how well the solutions N∗

i (τ) represent counted nonzero numbers
of birds in the nodes. Differences and similarities of rij(τ) and r̂ij(τ) were analysed by a two-
sample paired Wilcox test. To assess the fit of bird numbers by the stationary densities N∗

i (τ),
G-Test (Sokal & Rohlf, 1995) results were evaluated. Furthermore, we examined the sensitivity
of the model outcome N∗

i (τ) to changes of the phases ϕij , widths σij and amplitudes ωij of
single transition rates, again by G-Tests.
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Figure 6.2: Determining resting localisations by flight velocity. (a) for a white stork individual
and (c) a greater white-fronted goose approaching (red dots) and descending velocities (blue dots) along
a two-year trajectory. Empirically given thresholds for velocities of resting and migration movement are
shown as green dotted lines. For the stork (b) and the goose individual (d) selected breeding, resting and
wintering localisations are mapped as green dots; red dots depict localisations of fast migration movement.
Resting areas for the white stork are located in northern Germany, the Sudan area and southern Africa.
The goose individual winters in the Netherland area, migrating via a number of stopovers in wetland areas
in northern Poland, the Baltic coast and Russia up to the island of Kolguiev.

6.5 Results

6.5.1 Constructed migration network and Markov chain

For two years of migration of a white stork and a greater white-fronted goose individual
approach and departure velocities are presented in Fig. 6.2. It is clearly observable that they
consist of two modes, slow resting movement and faster migration movement. Presented
positions of slow movement give an indication of where breeding, resting and wintering regions
are located. For the full set of calculated breeding, wintering and resting regions, in the form
of nodes of a directed network, see Fig. 6.3 a, c. The network of white stork migration consists
of n = 24 nodes and l = 96 directed links, whereas the greater white-fronted goose network
has n = 17 nodes and l = 53 links. When examining the localisations that have been clustered
into each node, it becomes clear that a few are rather scattered around the midpoints of the
nodes, whereas the others nicely cumulate within.

The cyclic, seasonal Markov model flow of birds between the nodes of each network is
presented in Fig. 6.3 b, d. It becomes clear that there is not just a linear flow of birds along
a number of nodes, but that there is branching, especially in the stork network. Furthermore,
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Figure 6.3: Migration networks and flows. For (a) the white stork and (c) the greater white-fronted
goose we provide cumulative networks with resting localisation clusters, i.e. network nodes. Locations
grouped into the same node are presented in the same colour. Bird densities of the non-homogeneous
Markov chains on the network of the white stork (b) and the greater white-fronted goose (d) are indicated
by colour for each node for a number of n = 48 time intervals during the year. The small red lines indicate
times when birds of the respective data set were located in the specific region.

the nodes seem not to be equally involved and frequently used as bird species specific seasonal
habitats. Some are frequented regularly by many birds or for a long time, whereas others seem
to be simply short-time resting stations. The added small lines in Fig. 6.3 c, d that indicate
when a bird in the data set was located in the respective node region reveal that the models
by and large represent the data sets well. To get an even better impression of the models’
performance, in Fig. 6.4 six season-specific sub-networks of the white stork are presented.
According to the phase of migration, the link intensities change, thus nicely mapping the real
migration process.

6.5.2 Characterisation of the migration network and Markov chain

There a several indications that the determined topological migration networks are efficient
transportation networks. Local and global efficiencies as well as network costs for the white

91



6 Paper V. A periodic Markov model of bird migration on a network

Figure 6.4: Season-specific, partially cumulative networks of the white stork. Colouring of
the nodes indicates mean densities of birds there during the respective two months time window. Bird
densities are colour coded corresponding to the label in Fig. 6.3. A link is drawn here, whenever transition
probabilities were larger than 0.05 for any one week period within the considered time interval. The change
in the connectivity is an indication of the migration phase. Red dots show real data positions of white
storks within this period of time.

stork are Eglob,s = 0.49, Eloc,s = 0.61, cs = 0.17, and for the greater white-fronted goose
Eglob,g = 0.51, Eloc,g = 0.64 , cg = 0.19. They reveal that these networks warrant fast
transportation at relatively low cost (few links) and high robustness to failures. Also mean
clustering coefficients 〈C〉s = 0.31, 〈C〉g = 0.35 and average shortest path lengths 〈d〉s = 2.47,
〈d〉g = 2.46 support this notion. The small 〈d〉 coincide with the fact that the individual white
storks in our data use only 2 – 9 nodes and the greater white-fronted geese 6 - 9 different
nodes per year. Furthermore, if one examines robustness of the networks to node deletion, it
becomes apparent that the connectedness of the giant component is less affected by random
node removal than selective removal for highly connected nodes (figures not presented here).
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These are properties that the migration networks share with several small world networks.

The transportation optimised character of our migration networks is additionally supported
by the motif distributions of their 3-node-subgraphs. Subgraphs that represent transit move-
ment (sub-networks 3, 4) and patterns of branching character (subgraphs 7, 9 and 10) are
overrepresented in comparison to random graphs of similar structure. It can be observed that
the motif distribution (Fig. 6.5 b) falls into the second superfamily (Milo et al., 2004) which
includes the signal-transduction and neurons networks. Another property of migration net-
works that shows that they are special kinds of transportation networks is their high degree of
asymmetry. Only ss = 16% and sg = 20% of the network links are bidirectional. This points
out that most resting areas are not used both during the autumn and spring migrations, at
least not in a similar ordering.

Several centrality measures (see Tab. 6.1) indicate which of the network nodes are especially
important for migration flow. For the white stork network nodes 2 (Middle European breeding
region) and 8 (Sudan wintering and staging area) are especially important, whereas nodes 3
(French breeding area), 20 (staging area close to Lake Malawi) and 23 (staging region at the
Vaal and Orange Rivers) are not central at all. For the greater white-fronted goose network
nodes 1, 4 and 15 are more important and nodes 2 and 12 less so. Measures of clustering,
cumulative densities, staying times and mean first passage times generally emphasize these
findings. Regions that are frequented for long times during breeding and wintering have large
densities that often coincide with longer staying times (Tab. 6.1). Maximum density first
passage times (Fig. 6.5 c, d) emphasize that nodes 2 and 8 for the white stork network and
nodes 1 and 4 for the greater white-fronted goose are very important for migration and should
lead to large scale evasion or collapse if destroyed.

Simple measures like the mean degree 〈k〉 and the size of the giant component for each time
specific network illustrate nicely times of migration movement and times when birds are moving
slowly, thus rest (see Fig. 6.5 a). For any more sophisticated analyses the single season-specific
networks are too small.

6.5.3 Model and parameterisation verification

Dominant land cover types for the nodes of each network (Tab. 6.1) reveal a consistent picture
with habitat preferences of the respective species. Major land cover types of the white stork
network nodes are cropland in Europe and grassland, savannas and open shrublands in Africa.
Network nodes’ dominating land cover types for the greater white-fronted goose indicate that
in the western wintering and stopover sites the geese stay in regions that are dominated by
cropland. The further east they migrate and in their breeding areas land cover is mainly edges
of forest, barren or sparsely vegetated shrublands. Resting regions are often situated by and
in deltas of large rivers that flow into the sea.

From the data estimated nonzero rij(τ) and fitted rates r̂ij(τ) differ slightly but not signif-
icantly (two-sample paired Wilcox test: W = 9040, p = 0.23 (stork); W = 1870, p = 0.29
(goose)). Furthermore, estimated densities N∗

i (τ) from the model are very similar to the
numbers of counted birds in each region during the different seasons. The numbers of birds
in the regions differ on average by 0.65 (stork)/ 0.67 (goose) individuals (of N = 28 and
N = 8, respectively). G – Tests of the goodness of fit for each distribution of the individuals
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Figure 6.5: Characteristics of the white stork and greater white-fronted goose migration
networks. (a) Presented are the mean degree and giant component size of the weekly season-specific
networks. One can observe how they change with times of migration, breeding, resting and wintering for the
stork (red) and geese (blue). (b) shows the motif distributions of the two cummulative migration networks.
They coincide nicely with motif distributions of other real world networks of the second superfamily (Milo
et al., 2004) that are also depicted here. The first passage times, each starting from the season of highest
density in the outgoing node (departure region), characterise the migration process of the stork (c) and
geese (d). They indicate from which regions long transition times can be expected whereas others are
reached and departed from quickly.

during the seasons confirm this likeness. Mean test results are 〈G〉s = 15.77 (p = 0.76) and
〈G〉g = 11.01 (p = 0.96), and 87.5% and 100% of the stork and goose models, respectively,
show p-values of p > 0.1. Thus, we propose that our model is sensibly parameterised for the
migration of the white stork and the greater white-fronted goose. This is remarkable espe-
cially because of the small sample sizes. Model outcome is not very sensitive to small changes
in most parameters, e.g. transition phases ϕij can be changed by up to one month without
notable effect. However, one exception is the decrease of transition rate widths σij that may
often lead to σij ≈ 0 which strongly changes model results. Furthermore, the model is more
sensitive to changes in transition rates from and to more important nodes (as by centrality),
but not largely.

6.6 Discussion

From a principal and more or less simplified understanding of bird migration we propose for this
dynamic process a Markov model with periodic, time-dependent transition rates on a network.
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Such has also been called a cyclostationary (Gardner et al., 2006), cyclic non-homogeneous
(Patoucheas & Stamou, 1993; Vassiliou, 1998) or periodically inhomogeneous (Gee et al.,
2006) Markov process. We parameterised the model using real, high quality bird movement
data. One may say that it convincingly mimics the migration process in time and space for two
different bird species. The fact that the model is rather simple and discrete in time and space
makes it especially suitable for examining a number of issues on bird migration dynamics by
simulations.

Model validation shows that the model is not very sensitive to small shifts in single parame-
ters. One qualitative difference between data and model dynamics is that transition rates that
were fitted by the von Mises function are smooth in time. Considering the sparse number of
transition events in the data this stands in contrast to the discrete transition events. Therefore,
transition may start earlier in the model than in the data and peak transition times can be
shifted. Such problems should disappear when using a larger and more randomised set of data,
which may be available soon, as satellite telemetry and bird tagging becomes more advanced
and widely applied.

Node Network node characteristics
i k bc cc C 〈Ni〉 〈ts〉 〈tfp〉 Dominant land cover

a stork
1 3.5 16.81 0.46 0.27 3.74 1.76 6.30 croplands
2 9.0 231.69 0.66 0.15 12.66 2.23 0.98 croplands/natural veget.
3 1.0 0.00 0.30 1.00 1.49 7.81 34.20 croplands
4 4.5 13.56 0.52 0.28 0.42 0.25 8.47 croplands/natural veget.
5 2.5 22.00 0.42 0.50 2.65 4.56 11.44 croplands
6 2.5 22.00 0.43 0.50 3.87 3.65 8.84 croplands
7 3.5 13.02 0.38 0.12 0.61 0.24 6.69 open shrublands
8 7.5 121.84 0.56 0.22 4.78 1.50 1.76 savannas
9 4.5 23.90 0.47 0.31 0.28 0.16 7.58 savannas

10 3.5 9.90 0.47 0.35 0.97 0.64 7.36 savannas
11 4.5 10.89 0.38 0.33 1.66 0.66 3.42 savannas
12 6.5 46.21 0.41 0.23 0.91 0.41 3.43 savannas
13 6.0 78.00 0.49 0.27 1.40 0.51 4.35 savannas
14 4.5 30.54 0.35 0.25 0.38 0.26 9.69 savannas
15 2.5 8.82 0.40 0.25 1.63 3.27 9.71 closed shrublands
16 5.0 23.10 0.42 0.27 0.51 0.36 4.51 woody savannas
17 5.0 27.89 0.43 0.22 2.00 1.18 4.09 open shrublands
18 2.5 10.18 0.38 0.25 1.80 3.46 9.75 grassland
19 4.0 34.73 0.35 0.25 1.72 1.67 5.74 savannas
20 2.0 0.96 0.30 0.50 0.63 6.23 42.86 savannas
21 4.5 38.62 0.44 0.21 0.80 0.79 5.55 savannas
22 3.0 12.57 0.34 0.20 0.56 1.46 8.24 savannas
23 1.5 5.67 0.33 0.33 0.64 5.98 42.76 savannas
24 2.5 10.10 0.35 0.25 1.88 1.16 5.47 grassland
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i k bc cc C 〈Ni〉 〈ts〉 〈tfp〉 Dominant land cover
b geese

1 6.5 73.84 0.62 0.17 12.66 2.50 1.14 croplands/natural veget.
2 2.5 0.00 0.43 1.00 1.47 3.78 10.61 croplands/natural veget.
3 3.5 10.08 0.48 0.55 0.89 2.27 7.36 croplands
4 6.0 63.84 0.44 0.19 2.48 1.31 1.84 croplands
5 3.0 17.93 0.47 0.58 1.87 3.29 7.59 croplands/natural veget.
6 2.0 2.07 0.33 0.42 1.69 2.98 6.24 croplands
7 2.5 6.49 0.35 0.40 0.42 0.78 8.47 croplands/natural veget.
8 2.0 12.95 0.41 0.33 2.80 2.90 4.11 croplands
9 3.5 30.22 0.40 0.26 3.20 2.43 2.93 mixes forest

10 5.5 47.50 0.43 0.15 2.22 1.06 2.47 mixes forest
11 4.0 26.86 0.37 0.21 1.67 1.09 2.52 mixes forest
12 1.0 0.00 0.31 1.00 1.46 7.23 21.08 open shrublands
13 2.0 23.99 0.43 0.25 2.58 2.74 4.80 mixed forest
14 3.0 19.13 0.42 0.30 4.03 2.45 2.54 open shrublands
15 4.0 51.50 0.50 0.17 2.75 1.32 3.88 open shrublands
16 1.0 10.60 0.36 0.00 3.11 7.73 9.10 open shrublands
17 1.0 0.00 0.34 0.00 2.43 5.98 10.80 open shrublands

Table 6.1: Centrality and clustering characteristics, staying and passage times and land cover
specifications for each specified migration network node. For each node of the (a) white stork
network and the (b) greater white-fronted goose network we present values of the degree k, betweenness
centrality bc, closeness centrality cc and the clustering coefficient C. Furthermore, the cumulative density
〈Ni〉 =

P
τ Ni(τ) indicates how much each node is frequented during the year. Staying times 〈ts〉 starting

at the season of maximum density in the node (they vary with starting time) in units of months reveal how
long a bird would stay on average in the respective region. Mean first passage times 〈tfp〉 = 1/n

P
j tfp,ij

in units of years are average times it takes to reach a node from any other one. All these measures indicate
each node’s importance for connectedness and network flow and dynamics. Values highlighted in bold
mark nodes of high connectedness and importance, italic numbers indicate the opposite. Dominant land
cover specifications provide a crude means for quality assessment of the resting habitat determination.

As good as our model mimics real bird migration, it is rather conceptional and has not
been derived from first principles of bird migration like navigation, conditions at resting sites,
responses to weather and food availability, etc. This may be strongly criticised by many
empirical researchers. However, we have here intended to derive a null model as simple as
possible that imitates bird migration movement for use in further analyses of climate change
effects on migration routes and timing and epidemics spread by migratory birds. Naturally, the
model can and should be refined by including environmental data, e.g. making transition rates
dependent on not only time, but weather conditions, food availability, density and others.

The network model of bird migration applies only to species that migrate in a stepping-
stone-like manner, i.e. that interrupt migration at some points for longer than just one or two
days for resting and feeding up. Such is known for many species and suspected for others
(Hedenström & Alerstam, 1997). The two species that were selected, the white stork and the
greater white-fronted goose, are of this type, but differ in their flight modes (flapping flight
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vs. thermalling), feeding and migration routes.

With the presented methods of velocity analysis and clustering the determination of rest-
ing, breeding and wintering sites has been automated. Already such a method may be of
value for the analysis of the respective bird specie’s habitat preferences and, thus, for mak-
ing habitat conservation decisions. The two case studies show that the determined resting
regions are rather large and crudely determined, but the validations with land cover data em-
phasise its quality. Habitat types that are preferred by white stork are cropland, grassland
and open shrubs, they avoid forested regions and deserts (Gerkmann, 2007). Dominant land
cover types of network nodes match these preferences and are compatible with white storks
basically feeding on amphibians and small reptiles that live in wetlands (Europe) as well as dry
grasslands (Africa). Greater white-fronted geese favour habitat that is free of dense bushes:
bogs, grassland and fields, cropland, marsh and coasts, but seem to be rather opportunistic
in their habitat selection. If good grazing is available they also stay at the edge of forests for
some days during migration (Kruckenberg et al., 2008). Our findings of dominant land cover
types of the resting node areas match with these preferences and conform to their feeding
requirements, young grass during migration and insects rich of protein in the breeding areas.

Furthermore, the network node regions for the white stork coincide nicely with results by
Gerkmann (2007) and Berthold et al. (2006), even if we did not use habitat characteristics
like them. Increased data quality, density and availability will improve habitat detection and
decrease the spatial scale of breeding, wintering and resting regions. Additionally, we rate the
different regions by a number of measures of connectivity and intensity of usage, which gives
a more detailed picture for conservation importance than only a list of resting areas.

The two here derived migration networks are very similar in structure and dynamic properties.
They show characteristics of small worlds and are similar to other transportation systems. The
novel issue of our model is that network structure changes periodically with time of the year,
which makes processes on this interchanging network very complex. In general, one may
propose that wintering and breeding nodes are more important for network connectivity, which
agrees nicely with biological knowledge of population dynamics. For the goose network results,
we would ask for some caution, because sample size here is very small and most individuals
were caught and equipped with a transmitter in the same area. Such may bias results towards
the importance of just this region (the western European part of the geese’s wintering range).

Concluding, we developed a model of bird migration that is novel in several ways. It provides
a representation of migration in time and space and introduces the notion of network theory to
bird migration theory. We use very recent, high quality movement data for parameterisation:
satellite telemetry with GPS and Doppler localisations. This kind of data is well suited for
such a regular, dynamic process. Furthermore, the proposed Markov process with seasonally
periodic, time-dependent transition rates of a von Mises functional form is a relatively new
concept in modelling (but see Gardner et al., 2006; Gee et al., 2006), especially in ecological
modelling (Patoucheas & Stamou, 1993). Thus, we not only present a new statistical analysis
of migration movement data, but present a relatively new type of model with highly complex
dynamics for ecological modelling. In an ecological context this null model of migration can be
extended and used for the examination of population dynamics of migratory species, disease
spread by migratory species and simulations of how different scenarios of habitat loss and
changes of environmental conditions may influence migration dynamics in the future.
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Networks have become widely used for the study of complex, real world systems. Structural
properties and characteristics of processes on networks have provided important insights into
systems like the world wide web, contact networks, food webs, gene regulation systems and
others (Newman, 2003b). Especially the examination of biological systems networks is proposed
more and more important (Jeong et al., 2000; Farkas et al., 2003; Jordano et al., 2003; Urban
et al., 2009). In this work we have developed two types of important biological networks,
examined their complexity and discerned several general properties with methods of network
theory.

Often, it is clear that a certain system has a network structure, as for example for the
internet, contact networks and ship traffic between ports. However, there are also systems
that seem not to be of network-like structure at first glance. So, for example, the movement
of migratory birds. With methods from random walk theory we have statistically examined
migratory movement data of the white stork (paper III). It emerged that its movement is
composed of two different modes, migration and resting. Thus, it is a stepping stone process
that can be described by a simplified, discrete process of migration on a network and continuous
diffusion models do not have to be applied (Turchin, 1998).

For the quantification of large-scale biological and ecological systems only recently appro-
priate data have become available. By international cooperation of local data sampling, data
of long-distance movement and transportation processes can be compiled. However, by new
techniques like satellite telemetry and other technical systems of globally interacting devices
one can recently obtain such data in a less labour intensive and error-prone way. In paper I and
III we presented different kinds of such newly available data, ship positions by the Automatic
Identification System (AIS) and localisations of migratory birds by GPS and satellite telemetry.

To analyse the movement structure of systems like the cargo ship trade and bird migration
one first needs to quantify their flows reasonably well. We have achieved this by developing
sensibly weighted networks of the two mentioned systems from high quality data (papers I,
V). A comprehensive framework of methods for the development and structural analysis of
such transportation networks has so far not been available. Therefore, considering a wide
selection of different techniques from network theory we provide a methodology adapted for
examining issues of transportation on large-scale biological networks (paper I, II, V). Tech-
niques for network assessment provide small- and large-scale structural characteristics, node
centralities and spread properties. The given methods are applicable for the development and
characterisation of further transportation networks.

We have not only structurally described the mentioned transportation networks but also
discussed them with focus on the global spread of organisms. In this context we compared them
with other real world transportation networks and set our findings into context with bioinvasion,
epidemics spread and other issues of globalisation. We realised and want to promote that
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network theory can be used in bioinvasion studies and become an important tool for preliminary
risk analyses (paper II). The same can be stated for bird migration studies and the spread of
avian diseases. However, here one has to carefully consider seasonality, as has been confirmed
by random walk analyses (paper III). Consequently, for the description of bird migration
simple, homogeneous transportation networks are not sufficient. Therefore, we introduced non-
homogeneous Markov processes of transportation on a network to migration ecology (paper
V). In the wake of these main analyses, we characterised bird migration movement patterns
in detail and found structures comparable to previous studies of optimal foraging (paper IV;
Viswanathan et al., 1999), i.e. Lévy flights. The consequent superdiffusivity of migration
movement should be considered in further modelling, because it may have strong impact on
spread rates of avian diseases. The weighted and geographically embedded structure of the
migration network considers this property.

7.1 Transportation networks in comparison

7.1.1 The global cargo ship network

We have developed the global cargo ship network (GCSN) from real ships’ trajectories of
consecutively called at ports. Therefore, it sensibly maps global trade conducted via ships.
Results from paper I show that link weight distributions of the GCSN agree reasonably well
with predictions from the gravity model developed by Drake & Lodge (2004, see above).
However, direct comparisons between single observed and expected link weights differ much.
Therefore, we propose that the gravity model approximation is not sufficiently realistic, real
ship traffic is more complex. Furthermore, when comparing the list of ports of the ship network
by Drake & Lodge (2004) (DLNW) and the GCSN, we find great deviations. Many ports of
great strength and importance for global trade are not included in the DLNW. They are for
example Port Said, Jebel Ali in the United Arab Emirates, Xiamen in China and Kawasaki in
Japan. Also in the GCSN some ports are missing, but they are mainly small ports situated in
Africa and Southern America and usually contribute very little to the global flow of goods. One
exception is the port of Rotterdam. It is not explicitly included in the GCSN, but its different
parts appear as single ports, like e.g. Maasvlakte and Europort. As they are very central
ports in the GCSN, we propose that their inclusion in that way is sufficient. Concluding, we
find it more acceptable to disregard the ports missing in the GCSN than the ones missing
in the DLNW. In a study by Tatem et al. (2006) the DLNW has been used for quantifying
bioinvasion risk. Because of the shortcomings of it we recommend to use the GCSN for such
studies instead.

In line with the work of Drake & Lodge (2004) we conducted a preliminary comparative
analysis if it is better to isolate specific, strongly connected ports or if bioinvasion is prevented
more readily by decreasing general per ship transition rates (paper II). Our results confirm
their findings that a decrease of the transmission rates by a factor of ten has more impact than
the deletion of a single port. Additionally, we put these results into a quantitative framework.
It provides indications of how a combined approach of ballast water treatment in the ports
and onboard the ships can best decrease bioinvasion rates. This is a novel analysis and can be
useful to support management decisions.
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The global cargo ship network (GCSN) shows several properties that are similar as well
as some that are different to other transportation networks. The network most sensible to
compare the GCSN with is the worldwide airport network (WAN). It is formed by a composition
of airports connected by flights, but in contrast to the GCSN mainly passengers are transported
(Barrat et al., 2004; Guimera et al., 2005). One important structural difference is that the
WAN is organised in single flights forth and back between pairs of airports, whereas the GCSN
incorporates many circular routes of container ships that are travelled through in only one
direction. Thus, the GCSN is highly asymmetric and should be mapped as a directed and
by ship numbers weighted network. It should not be symmetrised like the WAN. Ships’ ports
also seem to be more strongly connected, because the mean degree 〈k〉 of the GCSN by far
surpasses that of the WAN. Most other simple structural properties of the two transportation
networks are rather similar. Clustering is very strong in both systems, and weighted clustering
coefficients exceed the unweighted ones. This indicates that interconnected clusters are mainly
formed by very frequently and strongly travelled links. An interesting property is the scaling
relation between the strengths and degrees of the ports or airports, respectively. Both show a
relationship of the form 〈s(k)〉 ∝ kα with α being approximately 1.5. This indicates that the
such defined superlinear increase of node strength with degree may be some general property
of social transportation networks.

Cargo ship traffic is dominated by three types of ships: oil tankers, container ships and
bulk carriers. The three respective ship type specific cargo networks mainly reveal differing
properties. This is caused by their varying patterns of travel. Container ships follow scheduled,
circular routes, but oil tankers and bulk dry carriers operate more irregularly between pairs of
ports. The GCSN and its subnetworks are not scale-free in their degree distributions. This
is different in comparison to other real world networks, e.g. the world wide web (Barabási &
Albert, 1999). The link weight distributions as well as the node strength distributions, however,
are reminiscent of a power law, thus indicating scale-free behaviour. The slopes of these
relationships differ according to the ship types. Container ships, for example, reveal a less steep
decrease of abundance with distance. Surprisingly, when we examined motif distributions the
GCSN and its subnetworks showed very similar patterns that additionally even coincided with
motif distributions of the world wide web and several other social networks. The patterns of
higher frequency include mainly closed triangles which coincides with the high clustering of the
GCSN. This property seems to be another unifying feature of socially optimised transportation
networks.

7.1.2 Seasonal bird migration networks

In paper III we confirm that migration patterns of the white stork vary with season and
show two different modes: slow, undirected resting and fast, directed migration. Migration
movement of the white stork is reminiscent of ballistic movement for time differences of less
then one month and merely random for longer times. For time differences of half a year up
to three years we obtain a recurrent behaviour, as was expected for such periodic movement
as bird migration. Turning angles show a peak at zero (ballistic movement), are rather evenly
distributed for intermediate angles and show another peak at 180◦. This was at first surprising,
but can be explained by the fact that during breeding and wintering storks have a constant
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night place to which they return each night.

Following these results, we find it reasonable to model this migration process on a network
of breeding, resting, moulting and wintering places. This agrees well with the concept of
stepping stone migration that several bird species conduct (Berthold et al., 2006). Movement
characteristics of the white stork differ between the seasons as is intuitively clear from the
concept of seasonal return migrations. Bird migration is a very complex process, and the se-
lection of simplifying assumptions determines the usefulness of the resulting movement model.
Therefore, we developed a seasonally changing, non-homogeneous Markov model on a network
of bird migration, i.e. the transition rates between the different staging regions depend on the
season. In contrast to unweighted networks and networks, like the GCSN, the links of which
are weighted by (in time) constant intensities of travel, the bird migration network is more
complex. Transition rates are seasonally driven and links thus associated with functions. We
decided to use a modified von Mises function that is the circular equivalent to the Gaussian
distribution. It is characterised by three parameters that are easily interpreted for the move-
ment process: the main transition time (phase), the maximum transition intensity (amplitude)
and the length of the transition interval.

Such a seasonally driven network is, to our knowing, novel in network theory and dynamics
can become extremely complex (but see Gardner et al., 2006). A similar approach has been
conducted by Lämmer et al. (2006) who modelled traffic flows using phase oscillators as nodes
representing red lights that are linked by streets’ traffic flows. In their study each node was
given a phase and amplitude, which is sensible for the system they explored. However, this
is not the case for bird migration, because resting regions are sometimes used during spring
and autumn migration and would thus have two times of peak densities (phases). Instead
associating network links with phases and amplitudes is more straight forward in this context.
We recommend that it is advisable to consider both possibilities for modelling seasonal or else
periodically driven processes on a network.

The use of networks and graph theory for ecological studies has been proposed earlier (Urban
et al., 2009), but the only study using a non-homogeneous Markov model is by Patoucheas
& Stamou (1993). They not only carefully defined the model, derived properties of it and
pointed out possible fields of applications in ecology, but also described seasonal changes of
species richness and population density of zoobenthos in Thermaikos Gulf in Greece. From
comparing transition probabilities and population densities in the four different seasons the
authors conclude that density reductions from winter to summer are correlated with oxygen
depletion. Thus, this study was also initiated by concern about anthropogenically induced
habitat changes. In contrast to our Markov model of bird migration their study was much
simpler. The time steps were larger, only four different times of the year were differentiated,
contrary to our 48 time intervals per year. This may be a consequence of their poorer resolved
data and differences in the question of study. The authors considered not movement, but
dynamics of ecosystem succession. Beyond the methodology of that study we suggest a
functional form of the transition rates as well as network properties for the characterisation of
the non-homogeneous Markov chain (paper V). Concluding, we have taken up the suggestions
of Patoucheas & Stamou (1993) and extended the proposed uses and methods for examining
seasonal ecological systems with network theory and non-homogeneous Markov models.

In paper V the cyclic network model of bird migration has been parameterised for two
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different bird species, the white stork and the greater white-fronted goose. Both species
conduct a stepping stone like migration and well resolved movement data were available.
The migration routes and timing are different for storks and geese so that similarities of the
derived networks and transition processes could not be expected. However, properties of
the time cumulative migration networks of both species are very similar. They have small
shortest path lengths, are highly efficient, asymmetric and flow patterns indicate similar forth
and back movements with some degree of branching. The motif distributions coincide nicely
with each other and with additional networks of biological transport (Milo et al., 2004), a
signal transduction network, neurons networks and the transcription network of Drosophila
melanogaster. Thus, the two migration networks have similar structural characteristics, some
of which they share with other biologically optimised transportation networks, even if they are
small- rather than large-scale ones.

7.1.3 Differences and similarities of ships and birds

In the previous paragraphs it has become obvious that several characteristics of the global
cargo ship network coincide with other transportation networks. Also the migration networks
reveal characteristics of transportation structures. Some are similar to those of the GCSN,
others differ, but many cannot be compared, because it is not sensible to determine highly
complex measures of the rather small migration networks. In detail, both the GCSN and the
two derived migration networks show signs of small worlds, they are highly efficient at low
costs, have small average shortest paths and high clustering. Furthermore, they are highly
asymmetric and degree distributions are heavy tailed. Strikingly different are their motif dis-
tributions, they can be associated with different superfamilies (Milo et al., 2004). The GCSN
motifs were attributed to a number of social networks, whereas the migration networks’ motif
distributions are similar to some biological networks. Thus, one may conclude that the GCSN
is optimised according to social aspects, whereas the migration networks reveal biologically
optimised patterns. These differences agree well with common knowledge and understanding.
By calculating centralities for both network types another common property emerges. There
is a small fraction of nodes that are extremely important for the connectivity of the networks.
Consequently, a relatively quick spread of certain agents through the networks is likely but can
also be effectively obstructed by the deletion of highly central nodes. For the propagation of
bioinvasion or disease spread on the developed networks such properties are of importance.
So, there are several similarities of the global movement of ships and that of some migratory
birds.

7.2 Superdiffusion of bird migration movement

In paper IV it has been clearly shown that the movement of several migratory but also non-
migratory bird species is superdiffusive and resembles Lévy flights. Striking was the scale-free
behaviour of displacement distances in time and space over several decades for species that
are very different in their behaviour, ecology and migration routes. Our study contributes
to the controversial debate about the general existence of biological Lévy flights (Edwards
et al., 2007; Sims et al., 2008; Viswanathan et al., 2008). We applied rigorous model selection
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statistics and show that unbounded and truncated power laws fit the displacement data of all
five examined species best. Thus, Lévy flights might in fact be more frequent in nature than
previously thought.

Mechanisms that may be accountable for forming the observed movement patterns have
been discussed in paper IV. Landmass distributions, climate conditions, heterogeneous habitat
characters and other behavioural mechanisms were named, but data acquisition bias ruled out.
For several other animal species as well as humans Lévy flight movement properties have been
revealed (see above; Viswanathan et al., 2008). However, mostly they comprised only data
analyses over small spatial scales, and mechanisms of the emergence of the superdiffusive
movement patterns were not examined. Exceptions were the studies by Viswanathan et al.
(1999) and Benhamou (2007) that propose optimal foraging or a random movement of different
modes (composite random walk) to form the Lévy-flight-like patterns.

The movement of all examined species is dominated by Lévy flight characteristics. From our
results of paper III the composition of different random walks seems a reasonable mechanism
to bring about the observed patterns for the white stork. Random walk measures showed that
the movement of this species consists of two modes, migration and resting. In the dispersal
kernels of the white stork and also the mute swan (see Fig. 5.1a,b,f) a small bend of the slope at
a distance of about 100 km also indicates that the movement may consist of different overlayed
modes. They are the seasonal migration and resting of the white stork and dismigration and
foraging movement of the mute swan. However, in the data of the other four bird species such
patterns did not emerge, so mode composition seems not to be a unifying property. Therefore,
the network model (paper III, V) is only appropriate for species the movement of which shows
this property (see also above).

An important aspect of migratory movement that should be kept in mind is the seasonality
of habitat and climate conditions. We have shown that there are profound differences in walk
characteristics of the white stork between the seasons (paper III). Thus, one should be careful
interpreting results of data cumulated over the times of the year. We have included a seasonal
dependency of large-scale movement in the network model, but how the analysis of Lévy flight
patterns and possible mechanisms should be modified for this fact is left to further studies.
One important issue regarding seasonality is the relationship between movement patterns and
spatiotemporal habitat heterogeneities and changes. Seasonal changes in the climate and food
availability are the driving factors of migration itself. Therefore, it may be optimal foraging on
large spatial and temporal scales that in turn can explain the observed Lévy flight movement
patterns of short-range as well as long-range migration.

7.3 Future perspectives of biological transportation

Whenever humans and animals move around the earth transportation of goods and smaller
organisms is performed. Due to the current globalisation human movement has increased in
intensity, range and velocity, and will continue to do so. Also animal movement, especially
over long ranges, has been modified due to the rapid human induced climate change. However,
in that case it is not clear to what extent and in which direction the changes happen. Some
migratory bird species, for example, adapt their timing to advanced maximal food availability
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in the breeding ranges. Others are not able to arrive earlier in their breeding areas, and even
have to delay their spring migration because of disadvantageous environmental circumstances
on the way (Jenni & Kéry, 2003). Thus, their time of breeding becomes decoupled from the
peak food density and population densities may decrease. Not only migration timing, but also
migration routes have changed because of habitat modification and climate change. It is not
clear how these developments influence patterns of transportation, the spread of diseases and
a possible homogenisation of the global biota. At that point it is sensible to develop models of
such transportation systems and examine the effects of possible changes on the structure and
spread dynamics of model outcomes. Naturally, high quality data are necessary to evaluate
how well the models map reality and which mechanistic modules of the model apply. In a world
of even more accelerated transportation spread characteristics will change drastically and much
research is needed to understand its implications for the future functioning of ecosystems and
human welfare.

In the here presented work we have taken a first step in this direction. We have developed
simplified mappings of complex movement processes and conducted data analyses that point
out important features thereof. The approach of network modelling and Markov processes
incorporates several simplifications, not only the discretisations of space, but also the neglect
of population dynamics, habitat characteristics, behavioural interactions and others. Some
of these assumptions can be relaxed at further stages of model development and refinement.
However, in the beginning of such studies it is advantageous that simple relationships can be
uncovered from such clearly defined, simplified system.

As soon as more high quality bird movement data or transportation system quantifications
become available, an important extension of our simple network models can be conducted.
Not only will one be able to develop transportation networks of additional migratory species
and human transportation systems, but transportation networks of e.g. different bird species
should be merged. The spread characteristics of the resulting networks will give novel insights
in the interaction properties of different transport vectors on bioinvasion and the global spread
of diseases. They would furthermore allow for the development of global spread scenarios.

Models as simple as the presented networks are very useful for the prediction and the ex-
ploration of the general dynamics of spatiotemporal systems, but it does not extend our un-
derstanding of the exact processes that form the observed patterns. To obtain such insight
one would have to develop mechanistic models and compare its outcomes with field data and
experimental results. This could be individual based models as well as systems of differential
equations (Turchin, 1998). In line with such analyses one may even discover which properties
the observed movement and transportation systems are optimised for. As noted above, human
induced transportation and social networks seem to differ from biologically optimised trans-
portation networks. Costs and optimality may differ between these systems. Human business
is often optimised by cost in terms of money and time, whereas bird migration movement
may rather be driven by energy expenditure and synchronised with seasonally driven habitat
characteristics.

Last but not least, a very natural extension of the presented studies is to relax the assump-
tions of the simple network approach and to incorporate, for example, population growth and
environmental conditions. So can transition rates in the migration network depend not only
on the season, but also on wind conditions or food availability in the network node regions. If
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one is interested in the spread of bioinvasive organisms and diseases on networks population
dynamics should be incorporated in the model, i.e. a population growth model of the invasive
organism applied on each network node. Thus, the phases of establishment and proliferation
of bioinvasion can be included in the modelling approach. The eradication of problematic
invasives that have already established in a certain region is usually difficult and unpredictable
(Mack et al., 2000), therefore predictions and modelling outcomes should be regarded with
caution and tested with real data.

Concluding, we provide methodologies for the quantification of movement in different sys-
tems and the examination of general transportation characteristics. Transportation networks
were fully quantified and baseline movement statistics provided for indications of global spread
of bioinvasive organisms and avian diseases. In the following we are very excited to see how
these findings will be used for the development of more detailed transportation and spread
models, as well as how model extensions can increase their predictive quality.
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Movement is a fundamental property of life and almost all living creatures locomote around
the earth in complex patterns at differing spatial and temporal scales. Often, movement incor-
porates the spread of e.g. small organisms, pathogens or seeds attached to the moving animals
or other transportation vectors. Despite the fact that movement is natural and necessary,
the extremely intensive human travel and cargo transportation presently lead to problems like
global bionvasion and epidemics spread.

Large-scale movement and transportation systems often possess an inherent network struc-
ture and can easily be modelled as commotion events between discrete habitat patches. In
this work we developed network representations of the global cargo ship traffic as well as the
migratory movement of some bird species. We have quantified movement patterns on these
networks with the use of highly resolved AIS-trajectories, satellite telemetry and GPS data,
and characterised it with different network measures. Furthermore, large-scale displacement
patterns of several bird species were statistically described from ring-recapture data.

As humans travel the earth at unprecedented rates and intensities and migration routes of
e.g. birds change due to climate change, spread patterns vary and are more complex than ever
before. Thus, to obtain a sufficient understanding of the movement dynamics of ships and
migratory birds is crucial for the management of further expansions of bioinvasive organisms
that are detrimental to ecosystems functioning and infectious diseases that threaten human
health. Based on the results of this thesis we discuss problems and possibilities to develop
such management strategies.

In the first part of this work we have generated the global cargo ship network (GCSN) from
real ship trajectories. It is a strongly directed network of all ports worldwide the links between
which are weighted by yearly cargo capacities. We analysed its general structure and revealed
several similarites with other transportation networks. The weighted GCSN shows high clus-
tering, small average shortest paths and its link weight and node strength distributions are
scale-free. This promotes quick spread and robustness to random traffic disruptions. Cargo
ship traffic is dominated by ships of the three most important ship types: oil tankers, container
ships and bulk carriers. The three according subnetworks reveal differences in their movement
patterns. Container ships serve a regular schedule, whereas the other two perform irregular
journeys according to demand. Additionally, key ports and community structures differ consid-
erably between the subnetworks. Finally, the GCSN was compared with a simple gravity model
of ship transportation, and clear differences of transmission intensities showed. Therefore, we
conclude that it is more sensible to use the GCSN for studies of bioinvasion and other spread
by ocean shipping.

In a subsequent analysis we take up the issue of marine bioinvasion by transport in ballast
water and hull fouling of cargo ships. We discuss its present extents and implications for
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the global biodiversity, ecosystem functioning and the global economy. By examining the
structure of the GCSN in detail and with regard to spread we obtained new insights into the
first stage of marine bioinvasion, the introduction of nonindigenous, aquatic species to novel
regions. We confirm that the GCSN is a “small world”, and show that the global efficiency
of the geographically embedded network is remarkably high. Furthermore, it is positively
assortative and thus distinctly clustered into highly interconnected groups of ports. With
different measures of centrality we discern which ports are most important for spread on the
GCSN. They are basically ports that preserve network connectivity, the Suez and Panama
Canal, Singapore and Shanghai. For the support of ballast water management decisions we
provide a framework of the effects of node deletions and transmission rate decrease on spread.
We propose to select a most practicable combination of in-port and onboard ballast water
treatment to control further marine bioinvasion.

The second part of this thesis is concerned with the exploration, characterisation and network
modelling of the large-scale process of bird migration. In a preliminary study we analyse satellite
telemetry and ring-recapture data of the white stork. From mean squared displacement and
turning angle distributions we find that its movement is composed of two different modes, (i)
fast and directed migration, and (ii) slow and undirected resting and foraging. This coincides
with the concept of stepping stone migration that has been empirically described for several
bird species.

In a more detialed study of displacement distances, we compared the movement of five very
different bird species, the white stork, barn swallow, chiffchaff, mallard and mute swan. For
all of them unbounded and truncated power laws fit the displacement distributions better than
exponential or lognormal distributions. This indicates that long-time bird movements resemble
Lévy flights. Consequently, they seem to be much more frequent in nature than thought before,
especially since recently the mere existence of biological Lévy flights has been questioned.

The Lévy flight characteristics dominate the movement patterns of all the examined species.
However, for the white stork one may observe two slopes of the displacement histrogramme for
different intervals. This coincides with the previous findings of two different modes of move-
ment. Therefore, we considered it sensible to disregard small-scale movement and develop a
network model of the migration routes. Nodes and active links were derived from satellite
telemetry and GPS trajectories of the white stork and the greater white-fronted goose. Lo-
calisations of birds with small flight velocity were clustered to breeding, resting and wintering
regions. The vegetation characteristics of each of these regions were determined from satellite
images, and they coincide nicely with habitat preferences of the stork and goose, respectively.

For modelling bird migration, a simple network structure is not sufficient. Migration is
a rather complex process that is mainly driven by seasonality. Therefore, we incorporated
a seasonal dependence into the migration flow model, mathematically defining it as a non-
homogeneous Markov chain. The transition probabilities associated with the network links
were weighted by a circular, unimodal function of the time of the year and fitted by timing
found in the movement trajectories of the white stork and the greater white-fronted goose.
So, we have developed this model as initial model of bird migration on a network.

Finally, we analysed the structure and spread characteristics of the cumulative and time
specific migration networks and determined regions most important for migration flow. Both
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networks have very small average shortest paths and are highly asymmetric. This confirms
that they migrate on average with few stopovers and that the spring and autumn migration
routes differ, especially regarding the usage of consecutive resting areas. Habitat areas that
are most important to keep the network connected and that are frequently used by the birds
of our data sets are (i) the breeding region in northern Europe and a resting and wintering
area in central Sudan for the stork and (ii) the wintering region in the Netherlands and a few
breeding places on the Siberian coast for the geese. Such indications may serve as support for
habitat conservation decisions and risk assessment of the propagation of avian borne diseases.

Concluding, this thesis provides a special combination of the development and characteri-
sation of different transportation networks. We developed networks of the global movement
of cargo ships and migratory birds and parameterised the movement flow on them from high
quality data. Detailed network analytical examinations revealed typical properties of trans-
portation networks, but also novel insights into the movement patterns of ships and birds. We
showed similarities of the two developed network types, contrary to the distinct differences of
the processes they describe. The models shall now be extended by case studies with real pop-
ulation dynamics and environmental conditions and bioinvasion/disease spread dynamics. The
presented results provide an importatn basis for that. However, the described, fundamental
spread characteristics of the examined systems already reveal different approaches to cope with
the negative impacts of modified movement patterns, like bioinvasion and the global spread
of infectious diseases.
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9 Zusammenfassung

Bewegung ist eine grundlegende und notwendige Eigenschaft des Lebens. Fast alle Lebewe-
sen bewegen sich in komplexen Mustern und auf verschiedenen räumlichen und zeitlichen
Skalen über die Erde. Dabei werden durch Tiere und menschliche Transportvektoren sekundäre
Ausbreitungen von z.B. kleinen Organismen, Krankheitserregern und Samen stark begünstigt.
Menschliches Reisen und Gütertransport nie dagewesener Häufigkeit und Geschwindigkeit sowie
die Änderung von Migrationsrouten verschiedener Tierarten aufgrund des Klimawandels führen
derzeit zu Problemen wie globaler Bioinvasion und der Ausbreitung von Epidemien.

Großskalige Tierbewegungen und Transportsysteme besitzen oft eine inheränte Netzwerk-
struktur und können leicht als Bewegungsereignisse zwischen diskreten Regionen modelliert
werden. Das Ziel dieser Arbeit besteht in der Entwicklung und Beschreibung von Transport-
netzwerken, die zum Einen den globalen Güterschiffsverkehr oder zum Anderen die Zugbewe-
gungen zweier verschiedener Vogelarten abbilden. Bewegungsmuster auf den Netzwerken wur-
den mit hochaufgelösten Bewegungsdaten, AIS-Trajektorien, Satellitentelemetrie und GPS,
quantifiziert und mit verschiedenen Netzwerkmaßen charakterisiert. Des Weiteren wurden
großskalige Ausbreitungsmuster verschiedener Vogelarten anhand von Beringungsdaten statis-
tisch beschrieben. Auf der Grundlage dieser neu gewonnenen Ergebnisse konnten Probleme
und Möglichkeiten zur Bekämpfung der fortschreitender globalen Ausbreitung von Organis-
men diskutiert werden. Dies bezog sich insbesondere auf bioinvasiver Arten, die Ökosysteme
schädigen und Infektionskrankheiten, welche die menschliche Gesundheit gefährden.

Im ersten Teil dieser Arbeit wurde das Globale CargoSchiffsNetzwerk (GCSN) aus realen
Schiffstrajektorien zwischen den Häfen generiert. Das GCSN ist ein gerichtetes Netzwerk,
dessen Links mit der Summe der Güterkapazitäten der verkehrenden Schiffe gewichtet wurden.
Eine Analyse der Netzwerkstruktur zeigte zahlreiche Gemeinsamkeiten mit anderen Transport-
netzwerken auf. Das gewichtete GCSN ist stark geclustert, hat im Mittel sehr kleine kürzeste
Pfade und seine Kanten- und Knotengewichte folgen skalenfreien Verteilungen. Dies begünstigt
schnelle Ausbreitung auf dem Netzwerk und Robustheit gegenüber zufälligen Störungen im
Schiffsverkehr. Der Verkehr von Handelsschiffen ist dominiert von Schiffen der drei wichtig-
sten Typen: Öltankern, Containerschiffen und Massengutfrachtern. Die drei zugehörigen Teil-
netzwerke zeigen deutliche Unterschiede in ihren Bewegungsmustern. Containerschiffe fahren
nach einem regulären Fahrplan, wohingegen die anderen beiden Schiffstypen abhängig von
Angebot und Nachfrage unregelmäßig verkehren. Des Weiteren unterscheidet es sich für die
jeweiligen Teilnetzwerke, welche Häfen besonders zentral sind und wie die Strukturen der Han-
delsbeziehungen organisiert sind. Der Vergleich des GCSN mit einem Gravitationsmodell des
Schiffshandels zeigte deutliche Unterschiede der Flussraten. Daraus kann geschlossen werden,
dass es für Untersuchungen von Bioinvasion und anderen Ausbreitungen per Schiff realistisch
ist das GCSN zu verwenden.
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In darauf folgenden Analysen wurde das Thema der marinen Bioinvasion aufgegriffen, ins-
besondere in Bezug auf den Transport von Organismen im Ballastwasser und Bewuchs des
Schiffsrumpfes. Die derzeitigen Ausmaße von mariner Bioinvasion wurden aufgezeigt und ihre
ungünstigen Auswirkungen auf die globale Biodiversität, die Funktion von Ökosystemen und die
weltweite Ökonomie diskutiert. Strukturbeschreibungen und Untersuchungen der Ausbreitungs-
möglichkeiten von Organismen auf dem GCSN liefern neue Einsichten zur marinen Bioinvasion.
Die Ergebnisse beziehen sich hauptsächlich auf die erste Phase mariner Bioinvasion, nämlich
der Einführung nicht heimischer, aquatischer Arten in neue Regionen. Es konnte bestätiget
werden, dass das GCSN zahlreiche Eigenschaften einer “kleinen Welt” (small world) besitzt.
Außerdem wurde gezeigt, dass die globale Effizienz des geografisch eingebetteten Netzwerks
bemerkenswert hoch ist. Das Schiffsnetzwerk ist positiv assortativ und somit in ausgeprägte,
stark zusammenhängnde Gruppen von Häfen aufgeteilt. Mit verschiedenen Zentralitätsmaßen
wurden Häfen bestimmt, die wichtig für den Transport und die Konnektivität des GCSN
sind, nämlich der Suez- und Panama-Kanal, Singapore und Shanghai. Schließlich wurden die
Auswirkungen der Isolation bestimmter Gebiete und der Reduzierung der Übergangsraten zwi-
schen Häfen auf die Ausbreitungsgeschwindigkeit berechnet. Dies beschreibt die verschiedenen
Arten von Ballastwasserreinigung. Der Zusammenhang von der Reinigung von Ballastwasser
in den Häfen und an Bord der Schiffe und ihr Effekt auf Bioinvasion wurde dargesellt. Anhand
dieser Ergebnisse wird empfohlen, eine in die Praxis umsetzbare Kombination der beiden Reini-
gungsarten auszuwählen, um Strategien zur Bekämpfung mariner Bioinvasion zu entwickeln.

Der zweite Teil dieser Dissertation befasst sich damit den großskaligen Prozesses des Vo-
gelzugs zu untersuchen, statistisch zu beschreiben und als Migrationsnetzwerk zu model-
lieren. In einer Vorabstudie wurden Satellitentelemetrie- und Beringungsdaten des Weißstorchs
bezüglich seiner Bewegungsmuster ausgewertet. Aus Resultaten zur mittleren quadratischen
Abweichung und der Drehwinkelverteilung ist zu schließen, dass sich die Bewegung aus zwei
verschiedenen Modi zusammensetzt, (i) schnellem, gerichtetem Zug und (ii) langsamem, un-
gerichtetem Rasten und Futtersuchen. Dies bestätigt das Trittstein-Vogelzug-Konzept, welches
bereits für verschiedene Vogelarten empirisch beschrieben wurde.

In einer detaillierteren Studie der Verbreitungsdistanzen von Vögeln wurden die Bewe-
gungsmuster von fünf sehr unterschiedlichen Vogelarten verglichen: dem Weißstorch, dem
Zilpzalp, der Rauchschwalbe, der Stockente und dem Höckerschwan. Verbreitungsverteilun-
gen für all diese Arten können besser durch unbegrenzte und “gestutzte” (truncated) Poten-
zgesetze als Exponential- oder Lognormalverteilungen beschrieben werden. Dies deutet darauf
hin, dass Langzeitvogelbewegungen Lévyflügen ähneln. Kürzlich wurde die Existenz von bi-
ologigesch Lévyflügen in Frage gestellt. Die hier präsentierte Arbeit zeigt jedoch, dass sie in
der Natur viel häufiger vorzukommen als bisher vermutet.

Die Lévyflugeigenschaften dominieren die Bewegungsmuster aller untersuchten Arten. Es
können jedoch für den Weißstorch zwei verschiedene Steigungen der Verbreitungsverteilun-
gen beobachtet werden. Das stimmt mit den vorigen Resultaten, die zwei Bewegungsmo-
di zeigen, überein. Deshalb konnten die kleinskaligen Bewegungen des Weißstorchs und an-
derer Trittstein-Zug-Arten vernachlässigt werden, um ein Netzwerkmodell der Zugrouten zu
entwickeln. Knoten und Kanten wurden durch Analysen von Satellitentelemetrie- und GPS-
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Trajektorien des Weißstorches und der Blässgans bestimmt. Insbesondere wurden Lokalisatio-
nen von Vögeln mit geringer Fluggeschwindigkeit in Netzwerkknoten zusammengefasst. Die
Vegetationseigenschaften dieser Regionen wurden aus Satellitenbildern abgeleitet und stimmen
gut mit den Habitatansprüchen der Störche bzw. Gänse überein.

Das entwickelte, einfache Netzwerk aus Brut-, Rast- und Überwinterungsregionen kann den
dynamischen Prozess des Vogelzugs nicht vollständig modellieren. Migration ist sehr komplex
und wird zu einem Großteil von der Saisonalität in verschiedenen Regionen bestimmt. Des-
halb wurde eine Abhängigkeit von den Jahreszeiten in unser Vogelzugmodell eingebunden.
Mathematisch wurde es als nicht-homogene Markovkette definiert. Die Übertragungswahr-
scheinlichkeiten, welche mit den Netzwerkkanten assoziiert sind, wurden mit einer zirkulären,
unimodalen Funktion der Jahreszeit gewichtet und an die Bewegungszeiten in den Weißstorch-
und Blässgansdaten angepasst. Somit wurde ein erstes quantitatives Vogelzugnetzwerkmodell
entwickelt.

Darüber hinaus wurden die Struktur und Ausbreitungseigenschaften der kumulativen und
zeitspezifischen Vogelzugnetzwerke analysiert und Gebiete bestimmt, die besonders wichtig
für die Erhaltung durchgehender Zugbewegungen sind. Beide Netzwerke haben sehr kleine
gemittelte kürzeste Pfade zwischen den Knoten und sind asymmetrisch. Dies bestätigt, dass
die Vögel während des Zugs im Mittel wenige Zwischenstopps einlegen und die Routen des
Herbstzuges besonders bezüglich der Nutzung der Rastgebiete von denen des Frühjahrszuges
abweichen. Von den Vögeln häufig benutzte und für die Konnektivität des Netzwerks wichtige
Regionen sind: (i) das Brutgebiet in Nordeuropa und ein Rastgebiet im zentralen Sudan für
die Störche und (ii) das Überwinterungsgebiet in den Niederlanden und einige Brutgebiete
an der Sibirischen Küste für die Gänse. Solche Ergebnisse können als vorläufige Hinweise für
Umweltschutzentscheidungen und Risikoabschätzungen zur Ausbreitung von Infektionskrank-
heiten durch Zugvögel dienen.

Die vorliegende Arbeit stellt eine besondere Kombination der Entwicklung und Charak-
terisierung verschiedener Transportnetzwerke dar. Es wurden Netzwerke der globalen Bewe-
gungsmuster von Handelsschiffen und Zugvögeln entwickelt und der Bewegungsfluss darauf mit
hochqualitativen Daten parametrisiert. Detaillierte Netzwerkanalysen zeigen typische Eigen-
schafen anderer Transportnetzwerke. Des Weiteren wurden Ähnlichkeiten der beiden ent-
wickelten Netzwerke hervorgehoben, obwohl die von ihnen beschriebenen Prozesse sehr un-
terschiedlich sind. Ausbreitungsmodelle auf den Netzwerken sollen nun mit speziellen Fallstu-
dien unter Einbezug von Populationswachstum, Umwelteinflüssen und Bioinvasion bzw. Epi-
demieausbreitung entwickelt werden. Die vorliegenden Resultate bieten eine wichtige Grundlage
dafür. Die dargesellten, grundlegenden Ausbreitungseigenschaften der untersuchten Systeme
zeigen verschiedene Ansätze zur Bekämpfung der negativen Auswirkungen veränderter globaler
Bewegungsmuster, wie mariner Bioinvasion und der globalen Verbreitung von Infektionskrank-
heiten auf.
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John Atle Kål̊as. Population fluctuations and regulation in great snipe: a time-series
analysis. Journal of Animal Ecology 76: 740-749 (2007).

133



12 Curriculum vitae

• Andrea Kölzsch and Bernd Blasius. Theoretical approaches to bird migration: the white
stork as a case study. The European Physical Journal Special Topics 157: 191-208
(2008).
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