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Zusammenfassung

Digitale Fotos sind für viele Menschen das bevorzugte Mittel, um Erinnerungen an per-
sönliche Ereignisse festzuhalten, sei es die eigene Hochzeit, die ersten Schritte des eige-
nen Kindes oder eine Urlaubsreise. Das Hauptproblem, das sich für viele ergibt, ist
das der sinnvollen Auswahl und Präsentation von Fotos. Eine typische Anwendung ist
etwa die Erstellung von Fotobüchern. Eine geeignete Auswahl ist hierbei durch diverse
Kriterien bestimmt: Zum einen sollen Bilder qualitativ gut und etwa unscharfe, falsch
belichtete oder verwackelte Bilder aussortiert werden. Zum anderen soll ein bestimmtes
Ereignis möglichst gut repräsentiert sein, so dass möglichst alle Aspekte auch in der
Auswahl der Bilder repräsentiert sein sollen. Schlussendlich sollen die Fotos semantisch
sinnvoll strukturiert und visuell ansprechend in einem Fotobuch angeordnet werden.

Diese Dissertation verfolgt einen ganzheitlichen Ansatz, der alle relevanten Prozesse
zur Gestaltung eines Fotobuches abdeckt. Dies wird erreicht durch die Entwicklung
eines intelligenten Systems zur automatisierten Fotobucherstellung. Der Prezess dabei in
die Schritte Analyse, Auswahl, Anreicherung und Layout aufgeteilt, angelehnt an einen
manuellen Fotobucherstellungsprozess. Die Entwiclkung dieses Systems ist getrieben
durch den Nutzer und sein Bedürfnisse. Hierzu wird untersucht, wie Nutzer Fotos Fotos
selektieren und wie sie diese im Fotobuch anordnen. Datenbasis hierzu sind mehrere
tausende von von real gestalteten und bestellten Fotobüchern. Ausserdem wird der
Zusammenhang zwischen Informationen über verschiedene Formen der Fotonutzung
und deren Aussagekraft für die geeignete Auswahl für ein Fotobuch untersucht. Dieses
Wissen fliesst in die Entwicklung des automatisierten Fotobucherstellungprozesses ein
mit dem Ziel zu Fotobüchern zu gelangen, die sowohl die den Fotos zugrunde liegende
Geschichte bestmöglich vermitteln als auch visuell ansprechend gestaltet sind.
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Abstract

Digital photos are the primary means for many people to capture the memory to personal
events like owns own wedding, the steps of ones own child or a nice holiday trip. The
main problems these people are faced with the the meaningful selection and presentation
of photos in a time where thousands of photos per person and year are shot due to practi-
cally no costs for the single photo. A typical application for these tasks are photobooks.
A meaningful selection of photos for a photobook is influenced by many criteria: The
photos should be aesthetically pleasing and thus unsharp, taken with the wrong exposure
or on other ways bad shots should be avoided. On the other side, the story behind the
photos should be reflected as good as possible by the selection. And finally, in the re-
sulting layout of the photobook, photos should be placed in a photobook both structured
semantically reasonable and visually pleasing.

In this thesis we follow a holistic approach covering all relevant processes in the cre-
ation of digital photobooks and develop a system for the automatic retrieval for and
layout of photobooks. We divide the process into the steps of photo analysis, selection,
augmentation and layout analog to the manual human photobook design process. The
driving factor is the user and the user’s needs. This thesis thoroughly analyzes how users
select photos and how they arrange these photo in photobooks. This usage analysis by
several thousands of real-world photo regarding their structure and semantic and by look-
ing deeper into the relation of typical photo usages and the use of photos in photobooks.
We use this knowledge for the development of methods which help to automatically cre-
ate photobooks from a set of photos which both best convey the underlying stories and
are also aesthetically pleasing.
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1 Introduction

Since the broad availability of consumer photo cameras, photos have been a means to
capture and preserve important personal moments and to share them with friends and
family. Have it been conventional prints in the analogue days, its their digital counter-
parts on the users’ hard-drives today. The digitalization of photos came along with a
significant increase of photos shot every day due to the abolition of per print costs and
negligible storage costs: People return from a 2 weeks holiday with often over 1000 of
photos where it have been only 2 or 3 film rolls in the analogue days. This convenience
comes with a price: People are often overwhelmed by the sheer masses of photos and
have difficulty to manage their personal media. Thousands of printed photos rest in the
darkness and isolation of shoe boxes. With the digital photography it is now pictures
dsc2345.jpg to dsc2399.jpg residing in our digital shoebox, e. g., a folder called birth-
dayParty05. Currently, we are facing a market in which about 20 bn digital photos are
taken per year for example in Europe [CC10]. At the same time, we can observe that
many digital photos are never viewed nor used again. It is estimated that from all digital
images only about 20% are actually printed [CC10]. This is not because we forget about
these digital souvenirs. One result of a study [CC10] of CEWE Color1 is that most users
of digital cameras would like to have their photos printed. Why are not more photos
(re)used and printed even though it seems to be the customer’s wish? One answer is that
the way we find and select photos from a large set of photos to print them needs far too
much time and effort. This is even more true if the user not only wants to print the pho-
tos, but aims at more sophisticated photo products such as photo calendars or collages
or even more popular: photobooks.

By arranging photos in albums we attempt to preserve for ourselves and convey to
others the way we experienced essential events of our lives. For a long time people
have been creating such photo albums using prints from analog photos and arranging
them carefully in a nice book with scissors and glue. Today these tasks have become
digital and service providers like CEWE Color enable users to design photobooks on a
home PC. Although basic support for selection and layout is given by these tools, the
problems of selection and layout basically remain the same as in the analogue days.
They have even become more severe due to the increase in photos and the complex
layout options of todays’s photobook design tools. The constant increase in ordered
digital photobooks every day over the last years [COL12] shows that photobooks are still
very much appreciated. But on the other side many users state that they would design
a photobook much more often if it would be easier for them. What is really needed are
methods to support the user in this task and to both meet the needs of conventional photo
users and the photo industry.

Let us take a closer look at the central problems we face when compiling a photobook.
These problems can basically divided into the problem of determining what is placed
into the photobook and how this is, aka how the content laid out onto the pages. The first

1 CEWE color is Europe’s leading photo finisher
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problem is a retrieval problem: Based on a set of different criteria (features) the photos
have to selected which best meet a specific query. For compilation of a photobook such a
query is often on a very high semantic level, e.g. all photos which best present the events
and which are meaningful to me. Such a query demands for features which are both
highly subjective and semantically rich and there a good semantic understanding of the
photos is very crucial. The research community has put much effort in the development
of sophisticated methods to derive semantics from the single photo by content analysis
or in combination with contextual information. Therefore, at least to a certain degree,
requests can be answered such as Get me all pictures which showing my daughter or
Show me all pictures I have taken and Paris which show a building. However, it is
difficult to approach questions like Get me the 20 pictures out of my collection I really
like! or Show me pictures of my trip to Paris which are interesting to show them to people
not being part of my family. The central insufficiency we face here today is the fact that
digital photos are just a poor reflection of the actual event captured. Digital cameras
leave us with a pixel-based copy and some context information of what we experienced.
Anything else is gone with the camera releaser, at least it is decoupled from the digital
copy of the moment. Even though there is research in content-based image analysis for
quite some years [SWS+00] as well as nice photo management tools [Goo06, App06],
neither an automatic labeling nor a manual annotation of photos has become a success
model. Research in the last years show that one possible key to narrow this so called
semantic gap in image retrieval comes from outside the image itself[HSL+06, LBB06],
by capturing and employing the context it was taken and how it was used. This context
seems to be a promising source to be able to answer more semantically complex queries
as needed for the selection of photos for the compilation of photobooks.

But being able to retrieve the right photo is often not enough to convey, e.g., the
experience of a specific event. It is also important how these photos are presented. Rather
than just flipping through a series of photos, people tend to carefully arrange important
images in various forms such as collages, multimedia presentations, and, one of the most
common form, photobooks. On top of the creative options of conventional photobooks,
the digital way of of designing provides the user with additional means: photos can be
resized, cropped and rotated and the pages can be decorated with textual annotations,
backgrounds and additional content like a geographical map. A photobook designed on
a home PC can be ordered at a photo service provider as a physical representation of
the digital book. Despite, or perhaps because of these additional options in contrast to
analogue photobooks, designing a photobook is generally not an easy task. The photo
selection problem, as described above, is also true for the compilation of photobooks
and is additionally also influenced by the photobook itself: Photobooks, e.g., have a
limited number of pages and only a limited number of photos look visually pleasing
on a single photobook page. Additionally, some photos might be more qualified to be
placed on the front page, others might act as a nice background. These circumstances
also directly influence the photo selection problem. Many people do not have the skills
or time to carefully arrange photos in a photobook. The photo industry tries to overcome
this problem by providing professionally designed layouts. But these layouts can never
fully take into account the individual characteristics of the photos. Other people prefer
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to design their photobooks with the help of such templates and either get frustrated
and overwhelmed by the complexity of the design options of the design tool or end
up in spending endless hours to finally result in a nice design. What is needed are
ways to reduce this complexity and to automate the process of photobook design. The
research community has done a couple of steps in this direction [GC04, Atk04, Atk08,
KS05, WQS+06]. However, most approaches do either not take into account the specific
demands of photobooks or do not base their algorithms on well-established rules and
principles for visual layout.

(a)
(b)

Figure 1.1: Commercial tool for the digital design of photobooks and a printed photobook.

Currently there is no holistic solution available in the research community to meet the
specific needs for retrieval and layout for photobooks. This thesis aims to fill this gap.
The driving factor is the user and the user’s needs. This thesis will thoroughly analyze
how users select photos and how they arrange these photo in photobooks. The goal is to
use this knowledge for the development of methods which help to automatically create
photobooks from a set of photos which both best convey the underlying stories and are
also aesthetically pleasing.

1.1 Scenarios

Photobooks are one of the means for people to archive and preserve their image-based
representations of important events in their lifes. The wish to actually compile such
a photobook can stem from many different situations and demands. To get a better
idea of such different demands and also to potential difficulties and problems, in the
following three different and typical scenarios are described in which photobooks are
involved. These scenarios are analyzed thoroughly in the next Section to derive the
central challenges when targeting at helping the user to design a photobook.

Holiday photobook

Peter comes back from a 3-weeks holiday to Mexico. He has visited many and has
made about 3,000 photos during his trip. Back at home he decides keep the memory
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to this holiday alive by compiling a photobook documenting the holiday. For this he
first selects the photos which are most important to him, which are beautiful shots and
which best represent the holiday. He carefully distributes the selected photos over the
pages. For this he tries to keep photos together, which belong to the same event and
which visually complement other photos on the pages. He has also made a photo from
the Great pyramid in Chichén Itzá, but it was a rainy day and so he tries to find a
better picture on the internet. He carefully lays out each individual page, highlights
more important photos by placing them at more prominent positions and ensures to
not occlude important parts of a photo put into the background. Finally he enriches
individual events and and photos with textual annotations. The whole process took him
several hours. Overall Peter is satisfied with the result. However, he wished some pages
would look more balanced in terms of color composition and layout, but he is unsure
how to accomplish this. It also would have helped a lot if he did not have to manually
select the most important photos.

Weblog

18 year old Alice is spending a year abroad as an Au-Pair in the USA after having
finished school. She meets many new friends, gets a lot of interesting impressions and
overall has a great time. As a personal diary for herself and as a way to share her visit
with her friends and family at home she documents her experiences and impressions in
a weblog. To better illustrate her time she augments her posts with several photos: The
trip to the Niagara Falls, photos of her guest family and her guest brother’s birthday
party are memorable events she wants to share with her beloved at home. Back at home
she still has a nice documentation of her year abroad in the form of a web blog. To
also have a more tangible memory and also as a gift to her grandparents she decides to
compile a photobook from this blog. With the help of a web application she is able to
use the already present structure in the blog to automatically create such a photobook
which structures the photos and texts in the book, e.g. posts are represented as separate
chapters and also indicated in the table of contents. Also, related content, such as photos
and maps showing the visited places, is automatically retrieved from the web. The result
is a nice online photo album which she can send her friends and family by e-mail and
which can also be printed as a physical photobook.

Social Networks

Peter is a very active member of an online social network community. He meets friends
there, stays in touch with old friends and shares his personal life online by through
photos and posts. Many important events in his life are documented, not only by him, but
also by his friends having participated in the same activities. Thus, valuable documents
of his life are spread all over his personal social network. This is nice, but he somehow
feels the need, because of the constantly changing structure of his network, to preserve
these documentary snippets in a more static and safe way by creating a snapshot of
his life. With the help of a an application in his social network platform he is able to
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automatically create an album of his events. The content for this album is retrieved from
his own posts and photos and the ones from his friends. These contents are merged and
grouped to the according events and represented as chapters in the resulting album. Not
all photos are used for this album , but only the best and most important ones. The
retrieved contents are automatically laid out in a pleasing manner in the resulting photo
album. Peter is pretty satisfied with the result and shares the album with his friends on
the social network. Additionally he orders a physical copy as a photobook at a photo
finisher.

1.2 Challenges

These exemplary scenarios show the need and potential for assistance in the design of
photobooks. A closer into these scenarios reveals the central challenges which arise.
The overall goal is to enable users to summarize their important moments in the form
of a photobook. For this it is important to know what photos are important for a person
to be included in a photobook, how he would like them to be organized, and on a more
general level: What make a photobook a good photobook in the eyes of a user. Thus, we
have to first understand the user. Additionally, we have to understand the content which
is placed into a photobook. This not only means the individual photos, which can stem
from various sources with varying amount and quality of metadata, but also additional
material besides the photos, like text descriptions or other multimedia contents. The
main challenge however is to use this knowledge for assisting the user in the design of
photobooks.

In the following these three main challenges are described more detailed.

1.2.1 Understanding the user

What a good photobook is, and a pleasing design and a reasonable selection of photos,
is a highly subjective. Nevertheless, we believe that many patterns regarding selection
and design exist which can be applied to many types of events, photobooks and people.
These patterns or rules must be the basis to be able to design system for the automatic
layout of photobooks. Thus, one challenge is to understand, what people perceive as a
good photobook.

One aspect is to understand what people like to have included in their photobooks. In
the first place this means what photos they select, but also which additional content they,
like e.g. text descriptions or other media like geographic maps. Looking into the scenar-
ios it becomes clear that the photos which are the basis for a photobook can origin from a
couple of different sources, e.g. from a shared album on a social network or the personal
hard-drive. One challenge is to understand, what photos people prefer to have included
in a photobook documenting the underlying event and what aspects of the photos and
the photos’ contexts are important for this. The challenge is to identify the factors that
make one photo seem more important than another photo. We believe that these factors
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can not be read from the content of the photo alone, but are also hidden in the photo’s
context. This can be potentially highly dependent on the kind of photobook the user is
aiming to design, but also highly dependent on the personal needs and preferences of the
user.

A second point is to understand how a user prefers such content to be placed in a
photobook which is both aesthetically pleasing and best conveys the underlying story of
the documented event. This involves both understanding the principles and ways people
design their photobooks, e.g. how they place the photos in relation to each other and how
text is handled, and also what common or universal rules exist for visual layout which
are specific to photobook layout or can be adapted to it.

1.2.2 Understanding the content

From the scenarios it becomes clear that the content which is placed into photobooks can
be very different depending on the context. E.g. a photo taken from the album of social
network web site is usually bound to a lot of contextual information like comments,
ratings and relations to other photos. On the other hand these photos often have a lack
of camera metadata, like the Exif header and sometimes have a poor resolution. This
is different to photos on ones personal hard-drive which are usually taken directly from
the camera but have a lack of additional contextual information. In addition to that one
might argue, that also the content of photos hosted online might be different, as they
are often already selected from a larger photo set. To be able to automatically select
photos for a photobook it is important to take these different factors into account and to
understand the potential differences between these different sources of photos.

Having a good intuitive understanding of the potential content of photobooks another
important challenge is to have ways to extract semantic information from the photos
which helps to decide if a photo should be candidate for a photobook or not. Results
from the research community have shown, that this information cannot come from the
content of the photo alone [LBB06]. Thus, the challenge is to determine the factors and
information which decide what photo should be selected for a photobook and where and
how these can be retrieved from the photos and the photos’ contexts.

1.2.3 Assisting the user

The main challenge is to use the gained knowledge about the selection for and the design
of a good photobook for the development of a system which assists the user and auto-
mates the relevant processes as far as possible. Thus, this challenge can also be divided
into the selection and design:

When selecting content for a photobook, various aspects have to be taken into account.
This involves the design of methods to automatically decide about the perceived quality
and importance of a photo which can be affected by many aspects, but also modeling
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personal preferences of a person and factors that stem from the characteristics of photo-
books. E.g. also the number of pages and the amount of free space on a page can affect if
a specific is selected or not. The goal is to model the human rating and selection process
as good as possible and to be able to automatically select the same photos from a larger
set of photos a human would choose for his personal photobook.

Besides this, as outlined in the scenarios, there is strong evidence that people usually
not only place photos in their photobooks, but augment these photos by text, maps or
other material. Supporting and automating this is another challenge we are approaching
in this thesis. We aim to investigate which kinds of additional content can contribute to
a better photobook and how these contents can automatically retrieved based on infor-
mation gathered from the user or the photos and the photos’ context.

Finally, a big challenge is to automate the layout of determined content for a pho-
tobook. Based on findings from the analysis of user needs and design rules, we aim
to build a system which both takes these aspects into account and supports to convey
the underlying presented in a set of photos. For this, we also want to take into account
the content and meaning of photos as a person would do when manually designing a
photobook.

The goal is to develop a system which automates these processes as far as possible.
However, we are aware that this is possible or wanted in all cases. In many cases it might
not be possible to automatically determine an optimal solution. Thus, an additional
challenge is to develop a system a system which assists the user as far as possible but
also to leave enough room to control the processes and to allow to additionally manually
alter the results.

1.3 Contributions to the scientific community

The contributions of this thesis can be summarized as follows:

• Method for user-driven photo selection for digital photobooks Photo selection
or summarization is an actively researched field (a Summarization is given in Sec-
tions 3.3.3 and 3.4.1), but different applications have different demands for the se-
lected photos. For photobooks these are different from, e.g. a summarization for a
photo website. Besides other factors the selection for a photobook depend on addi-
tional aspects like the layout and size of the photobook. To our knowledge there are
no works which specifically address the problem of photo selection for photobooks.

• Thorough analysis of a large set of real-world photobooks To our knowledge an
analysis of how people deal with and design digital photobooks has not been done
until now, at least not on a large scale as done in this thesis. This is surprising as
photobooks usually afford a a significant amount of effort and manual interaction
with the user and thus bare a lot of potential for understanding how the average user
deals with his or her digital photographs.
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• Method for user-driven dynamic photobook layout In the last years, several ap-
proaches have been done to automatically design photo collages in general and also
photobooks in particular. Some of these approaches focus on the some kind of op-
timization scheme to, e.g. reduce the amount of white space [WQS+06] but do not
really take the visual impression into account. Others try to take aesthetic principles
into account, but still do base on a fixed visual template schema [BHW09]. The re-
lated work is more thoroughly analyzed in Section 3.5, but the gist is that up to now
the user has not really been taken into account when designing a photobook page. In
thesis we will therefore analyze appreciated designs of real world photobooks, ex-
tract principles and combine this with common aesthetic principles for design and
layout and integrate this into the overall process of photobook creation. The goal is
to develop a method which better suits the user needs than existing methods today
can.

1.4 Thesis Organization

The remainder of this thesis is organized as follows. We start by presenting the overall
approach followed in this thesis in Chapter 2. In Chapter 3, we give thorough analysis
of related works in the field. In Chapters 5 and 4 we provide an analysis of a large set
of existing photobooks and the usage of photos which forms the knowledge base for
the development of our photobook creation system. The four parts of this system are
described in Chapters 6 to 9, covering the analysis, retrieval, augmentation and layout
of digital photobooks. The thesis is concluded by a summary and conclusion and an
outlook to potential future work in Chapter 10.

Publications

Excerpts of this thesis have been published in scientific conferences, journals, books,
and workshops: [ASB11, BSAT06, BSST07, BSSW07, FS09, RSB10, RSB11, San05,
STB08, SBF08, SB09, SBMB10, SRB10, SREB11, SB11b, SB11a, SNN+08].



9

2 Approach

In the first chapter several challenges have been identified which yield from the over-
all goal of this thesis: The support for the compilation of digitally authored photobooks.
These challenges can be divided into challenges stemming from understanding the users’
needs and challenges arising when employing such knowledge to support the compila-
tion of photobooks. This distinction is also reflected in the approach of this thesis.
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Figure 2.1: System Overview - Numbers designate the respective chapters in this thesis

An overview is depicted in Figure 2.1. From a technical perspective we want to pro-
vide a way to transform a collection of photos into a photobook. For this we have
identified four more or less consecutive steps: Analysis, Retrieval, Augmentation, and
Layout. This system is partly based on a knowledge base fed by the analysis of photo
usage and large scale analysis of real-world photobooks. Each of these parts correspond
to one chapter in this thesis which is indicated by the respective chapter number in the
figure. In the following we will further elaborate on the different parts of our approach.

Photo Usage 4

We believe that an important and rich source for semantically understanding photos is to
have a close look at the way they are used by people. How photos are watched, shared
and combined reveals much about their meaning to the user. We aim at developing
methods to exploit this usage information for the creation of digital photobooks. Thus,
we aim to find out, which aspects of photo usage influence or are indicators for the
way they are used in photobooks. For this we will review existing research on photo
usage and provide a general photo usage model which is able to be the base for a formal
metadata usage model. As a proof on concept we will thoroughly analyze a common
form of photo usage, the collaborative watching of a slideshow, and its relation to the
later selection of photos for a photobook.
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Large-scale photobook analysis 5

The beauty of photobooks is that raw photo data is combined with a lot of additional
contextual information. As usually much effort by the users is put into designing photo-
books, it is obvious that one can derive a lot of semantics from the photos by analyzing
how they are used in a photobook. Because of out collaboration with Europe’s biggest
photo finisher, CEWE Color, we have access to a huge amount of photobooks ordered
at CEWE Color. These photobooks are anonymized and stored in a structured repre-
sentation. Therefore, the contained images, textual annotations, and the structure of the
photobooks can be analyzed.

The overall goal of the analysis is to derive useful semantics for photobooks as well
as for the single photo which can help to design a system for the automatic retrieval
of photos and the design of photobooks. With the analysis of photobooks we therefore
approach two challenges mentioned in Chapter 1:

1. Photobook Design: One goal is to learn more about the general characteristics of
photobooks regarding layout and content. The main outcome of this analysis is ex-
pected to be verification and also the derivation of specific rules for the layout. Due
to the large set of analyzed photobooks we expect to be able to find certain patterns
which are perceived as appealing for the majority of users who have designed pho-
tobooks. Additionally, we are interested in significant differences in the design for
different types of photobooks or differences when comparing photobooks made at
different times of the year (for example summer vs. christmas time).

2. Development of Semantic Derivation Methods: Besides getting to know more
about peoples habits to design photobooks, the analysis is also expected to be helpful
in developing methods for the semantic annotation of photos: How and if photos are
placed in a photobook can reveal a lot about their meaning to the user. E.g. a photo
which is placed more prominent than other photos can be expected as more impor-
tant to the user than other photos. Thus, photos books and their content can also be
used as training date to develop semantic analysis methods with the help of machine
learning techniques. In addition to that semantic classifiers for photobooks can also
be developed from sufficiently annotated photobooks which can then used to perform
more detailed semantic analysis of other photobooks.

The analysis of a large set of photobooks regarding these aspects is done in Chapter 5.

Photo Analysis 6

The central goal of this thesis is to support all relevant steps for the compilation of per-
sonal photobooks. An important prerequisite for this is a good semantic understanding
of the content of the photobook, both for the selection and the layout. In this thesis a
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hybrid approach is employed which both takes into account the raw content of the photo
as well as contextual information which is bundled with the photo. This contextual infor-
mation can either be directly attached to the photo, for example in its Exif header, or be
part of its social life, for example how it was used before or where it was retrieved from.
This thesis will combine these different kinds of information with the aim to generate
more meaningful semantic cues then possible with content or context alone.

The approach for fulfilling this goal is the introduction of a component-based photo
analysis system. In this system several photo analysis components are combined. Every
component derives one specific aspect of from the single photo or combines information
from one or several components to derive higher-level semantics. The derived seman-
tics will be used for retrieval tasks in different sample applications the semi-automatic
creation of personal photobooks being the main application. Details of this component-
based photo analysis system MetaXa are described in Chapter 6.

Photo Retrieval 7 8

A sufficiently good semantic understanding of photos is the prerequisite to be able to
determine the photos from a potentially larger set, which are the most important or pre-
ferred ones for a photobook. The second contribution is a system for the automatic
determination of content for photos which employs rich semantic information of ana-
lyzed photos. This system is driven by the idea that valuable cues for the decision to
either select or not select a photo for a photobook are available from multiple sources,
for example the photo itself, related photos, the context of photo or what kind of photo-
book is being authored. Such different aspects are explored and combined appropriately
for an overall decision of a specific is chosen for a photobook, or not. The overall goal is
to determine a collection of photos, which best represents the underlying event(s). The
system is trained and evaluated by real world selections for photobooks.

As a second contribution a method is developed to enrich a photobook with additional
content from the web, such as matching photos, text descriptions or maps. Observations
of real world photobooks (see Chapter 5) show that many people prefer to enrich their
photobooks with additional material which supports to convey the story behind the doc-
umented events. Thus, the proposed method will enrich the photo with additional assets
from the web based on semantics extracted from the photos. This method is described
in Chapter 8.

Photobook Layout 9

Besides determining what is placed in the photobook it is equally important how it is
placed. The layout of a photo album on the one side should reflect the underlying struc-
ture of the event the photos are documenting and on the other side should be pleasantly
designed to attract the viewer of the book. One challenge therefore is to develop meth-
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ods to appropriately translate the structure of an event into a visual representation. The
other challenge is to ensure that the visual attractiveness of the content. For this methods
will have to be developed which are based on two important sources: The analysis of
real-world photo albums and the adoption of common layout and design principles from
the literature.

The main challenge is to represent such layout principles in an automatic layout pro-
cess which respects the characteristics of each individual photo set. Our approach relies
on the use of genetic algorithms which subsequently in several iterations which are rated,
combined and and adjusted according to a an extensible set of layout rules. This method
is described in Chapter 9.
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3 Related Work

Image Retrieval has been a prominent topic in the literature for a long time now
and first works in content-based image retrieval range back over 30 years from today
[CF80]. This has witnessed the development of several survey papers [SWS+00, AZP96,
LSDJ06, DWGW07, LZLM07, Ino09]. Datta [DWGW07] also incorporates works with
aspects and ideas going beyond pure content-based image analysis and retrieval alone.
A survey specifically targeting at the context-based aspects of image retrieval is given
in [LBB06]. The key problem which is approached in most of these works is often re-
ferred to as the semantic gap in image retrieval. The central goal is to narrow this gap
between the raw image data and the human perception of the scenery shown in an im-
age as far as possible. The early works which are summarized in the mentioned survey
papers mainly try to derive semantically rich information from the image and it’s con-
text directly and thus stem from semantically poor, low-level information to high level
semantic information (bottom-up). This high-level semantic information, e.g. events,
persons, or emotions, ideally reflect the way images are perceived by humans.

In recent years we can observe a new trend which approaches this key problem from
a different perspective and analyzes how photos are perceived and dealt with to better
understand their semantics for humans (top-down). These works also go beyond pure
image analysis and also specifically consider aspects relevant for photographs. Some of
these works even analyze the correlation between human perception and raw image im-
age data. One of the most exciting new fields is the analysis about the social aspects of
photos, that means how do people interact with and use photos. These studies are a start-
ing point for many interesting attempts to consider the usage of photos as an additional,
valuable source for semantic image annotation and thus enable for semantic image re-
trieval. One reason for this new interest in this social aspect of photos is perhaps the
growing availability of relevant data due to the growing interest of people to share their
photos online. To give just one example, in 2007 over 60 million photos were added
to facebook each week1. This leads to a growing amount of photo interaction which
takes place in the virtual world and therefore is comparably easy accessible and trace-
able computationally. Figure 3.1 illustrates these top-down vs. bottom-up approaches to
narrow the semantic gap in image retrieval. A good discussion of these contrary views
regarding image annotation is given by Hare et. al. [HSL+06]. However, the authors
have a slightly different definition of top-down and bottom-up. As bottom-up for se-
mantic image understanding approaches they see approaches that automatically provide
semantic labels for photos and parts of photos based on content analysis including their
own concept of Semantic Spaces [HSLN08]. As top-down the authors see approaches
which are model-driven, mostly based on ontologies and thus by basing on semantic
models for images. We extend this model-driven perspective to a user- and usage-driven
one.

Photos are a special means for many persons to capture a snapshot of important situ-

1 http://blog.facebook.com/blog.php?post=2406207130

http://blog.facebook.com/blog.php?post=2406207130
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Figure 3.1: Top-Down vs. Bottom-Up approaches to bridge the semantic gap

ations, people and places and thus are both a way to preserve this snapshot for personal
use and a vehicle convey to others. However, these subjective connections to real life
situations are usually not present in the photos’ content and for a long time now it has
become clear the “One way to resolve the semantic gap comes from sources outside
the image ...” [SWS+00]. On the one side this can be context information which, e.g.
camera capture parameters stored inside the image, but also a good understanding of
why and how people take photographs and how they deal with them. This user- and
usage-driven view on semantic photo understanding is the main interest of this article.

Despite the large number of surveys in image retrieval, to our knowledge there is so
far no survey summarizing the works specifically dealing with semantic retrieval for
(personal) digital photographs. With this article we are aiming at filling this gap and
specifically target at works focussing on the above mentioned top-down aspects of photo
analysis and retrieval. A special focus will be placed on the social aspects of photo re-
trieval. This interest has emerged especially in the last years beginning with first studies
done by Frohlich et al. [FKP+02].

We begin with a brief analysis of the specific aspects of photos compared to con-
ventional images and summarize scientific works following our so-called top-down ap-
proach in Section 3.1. We then analyze works which concentrate on semantically an-
alyzing and structuring photos regarding different aspects in Section 3.2. Section 3.3
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focusses on semantic photo analysis and retrieval on a large scale and Section 3.4 sum-
marizes applications of semantic photo retrieval. The chapter closes with a disucssion
about works which relate to the layout of multimedia applications and digital photobooks
in particualr ins Section 3.5.

3.1 The Nature of Digital Photos

In this section we take a closer look at the field of semantic image retrieval from a user’s
perspective which we referred to as top-down approaches. The most direct source for
image semantics is the interaction of users with their photos. In the last years one can
observe a growing interest in examining this, what can be called, social life of photos.

Looking at photographic images compared to images in general one can observe a
number of special characteristics. First of all, a photo is usually a natural image which
is a 2D representation of a natural scene. Natural images differ in their visual charac-
teristics compared to artificial images regarding the number of colors, kind of edges,
presence of faces, etc. which has to be taken into account e.g. for a good image retrieval
system. Photos are also not just defined by their visual content, but are embedded in a
rich context of other information, e.g. photographic metadata captured by the camera,
photos which have been taken at the same event or the incentives of the photographer to
actually press the releaser of the photo camera. Photos are usually taken with a specific
purpose in mind, e.g. to capture the memory to a specific event, to share a moment with
others or to prepare a gift for others. Studies have shown that the memory to events
and thus also to associated photos are primarily remembered by (is decreasing order) the
event itself, who was involved and where and when it happened [Wag86]. Conventional
Image Retrieval Systems usually rely solely on image content analysis and cannot suffice
these demands sufficiently.

In the following we distinguish between works incorporating studies analyzing the
way people use and interact with photos in Section 3.1.1 and works which build on the
outcomes of such studies to formally describe and automatically capture these usages
in Section 3.1.2. We also survey different definitions of semantics in the context of
digital photos in Section 3.1.3, review relevant metadata standards for photo annotation
in Section 3.1.4 and provide an overview over the relation of photos to the semantic web
and semantic web technologies in Section 3.1.5.

3.1.1 Studying Photo Usage

Recently, one can observe a growing interest of researchers in understanding the way
people deal with their digital photographs. A special interest hereby lies on the activ-
ities regarding sharing of photos with others. An early work from an anthropologist’s
perspective analyzing the use of home videos and photos was done in [Cha87]. The
author provides a series of field studies and interviews on home photo users exploring
what people do with their photos as well as what their personal photos mean to them and
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aims to reveal the culturally structured behavior of underlying seemingly spontaneous
photographic activities. A more practical study was done by Frohlich et al. [FKP+02]
with the goal to find requirements for photoware, which the authors define as technolo-
gies enabling photo sharing. Different kinds of photo sharing activities are categorized
along the two dimensions time (same time, or different time) and space (same place,
different place) leading to the categories co-present and remote sharing, archiving, and
sending. These different categories were analyzed by interviewing and observing eleven
PC-owning families regarding their use of printed and digital photos. With a similar
goal in mind, but specifically targeting at mobile photoware, [AEN+09] has studied how
people use mobile devices to capture and share digital photos. For this, 26 participants
were equipped with cameraphones and tools and accounts to upload and share photos.
The main conclusion of the study was, that users generally appreciated a consistent inte-
gration of relevant tools enabling for photo managing and sharing, e.g. preferred an easy
integration of photo sharing websites into their mobile phone. Another empirical study
regarding the sharing of cameraphone photos was done in [VHDA+05]. The authors
equipped people with advanced technologies for mobile image usage and found out that
users quickly adapted their photo taking and sharing activities to these new technolo-
gies. The study was compared to an an earlier study of the same authors regarding uses
of digital photos in general [VHDT+04].

One of the most popular means to share photos nowadays are online communities. We
will do a thorough analysis of these communities in Section 3.3. However, some works
have explicitly focussed on studying the way people share photos in such communities.
A recent study analyzes different factors which impact the sharing of photos in online
communities [NNY09]. The authors distinguish between motivational factors to con-
tribute photos and structural factors which stem from the design of the photo community
platforms. Additionally they analyze how the length of the membership in a platform
does influence the sharing behavior.

As activities before sharing, but after capturing Kirk et al. have established the termi-
nus photowork [KSRW06]. These activities are, e.g. reviewing, downloading, organiz-
ing, editing, sorting and filing of photos. The authors have categorized these activities
according to different stages in the photo life cycle into the pre-download phase (before
downloading photos from the camera to a computer), the download phase itself, and a
pre-share stage. The authors have interviewed several subjects regarding their habits in
activities in these different stages.

An older, but still relevant study aiming at finding out how people manage their digital
photographs was carried out by Rodden [RW03] by observing and analyzing the man-
agement habits of 13 participants over a period of 6 months. The people were equipped
with a special photo management tool which recorded their image usages. The result
of the study was that the most important features of a photo management software are
the possibility to chronologically sort a collection for easier browsing and to present
overviews in thumbnail form. Crabtree [CRM04] has analyzed the way people naturally
collaborate around photos and share collections of photographs. Bentley [BMH06] has
studied the similarities between consumer photo usage and music usage.
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The interest in understanding the human usage of photos has also led to dedicated
workshops clustering different aspects of photo usage. In [FWK08] the boundaries be-
tween activities regarding preparation of photo for sharing (photowork) and actually
using these photos to communicate with others (phototalk) are challenged by analyzing
means of collaborative photowork. Another workshop[LDKT08] has focussed on the
analysis of co-located photo sharing activities. These are sharing activities which take
place at the same place and at the same time, e.g. watching a photo slide show together
with friends.

3.1.2 Describing and Capturing Photo Usage

Besides works which try to better understand, how people use and interact with photos,
there are some first attempts to capture and formally describe these usages. In [HNO+05]
a general model is proposed to capture the processes in media production. Based on this
model several instances been developed for different domains, e.g. for the production of
digital photobooks [STB08].

The representation of photo usage is so far not sufficiently addressed in current meta-
data standards. However, MPEG-7 [MSS02] provides a very high-level model to de-
scribe different usage events related to photos. In XMP [Ado05] a more detailed schema
is provided which, however, mainly focusses on the usage in professional environments.
The authors of [SBF08] has reviewed different forms of usage in the personal domain
and has defined a model to capture such events which is capable to be implemented as
an extension of XMP.

Despite these efforts in understanding and also modeling and capturing the usage of
photos, so far little attention has been spent to actually employ such information to better
semantically understand these photos. A method to derive information about a photo’s
importance from its usage in photobooks has been presented in [SB09].

3.1.3 Photo Semantics

The notion of semantics in the context of Image Retrieval was for a long time limited to
the linkage of simple text annotations to images or image parts with no additional struc-
ture. In [HLES07] the authors argue that this simple image to word translation often does
not suit the needs of a real world semantic retrieval system and propose a faceted model
of image semantics rather than simple tags. These Semantic Facets of images are di-
vided into object, spatial, temporal, activity/event, abstract and related concept,context
and topic facets. These facets are either hierarchically, discrete or continuously orga-
nized.

Also other works have discovered that the semantics of multimedia are not static or
unique but are composed of multiple semantics depending on the context [al.05]. Addi-
tionally, there not only multiple semantics, but semantics do change over time by inter-



18 Related Work

acting with them and are thus emergent [SBC06, SGJ01]. Also, as pointed out before,
a photo seldom comes alone and has an intrinsic meaning. It rather changes or gets its
meaning by placing it in context to other photos or by interacting with them [SGJ01].

The authors of [SJ07] have recognized this emerging character of multimedia seman-
tics and have extended the view by defining five types of different semantics. These are
Natural, Analytical, User, Expressive, and Emergent Semantics. Based on these differ-
ent kinds of semantic a Semantic Ecosystem is proposed in the form of a framework for
multimedia semantics.

3.1.4 Photo Metadata Standards

One way to capture semantics of photos in a way which is understandable by a wide
range of tools and therefore makes these semantics accessible easily are dedicated stan-
dards for photo metadata. Due to the diversity of different tools and systems producing
this metadata, a number of different, partly competing photo metadata standards have
evolved over the years. In the following we briefly review different photo metadata stan-
dards, summarize their strengths and weaknesses and conclude, what is missing so far
in our opinion.

One of the most used metadata standards for digital photos which used by literally
every digital camera is EXIF[ISSE02]. The main purpose is to store camera related
information together with the photo, typical ones being the time the photo was taken,
aperture, white balance setting, shooting program, flash setting, etc. Most camera mak-
ers add proprietary metadata which is specific to their cameras and which is not defined
in the Exif-Standard, e.g. information about the used lens-type. Some recent cameras
also store information about the GPS-Position or even detected or recognized faces.
Metadata in Exif is represented as simple key-value pairs. Even though the end user
might use only a few of the key-value pairs they are relevant at least for photo editing
and archiving tools which read this kind of metadata and visualize it.

PhotoRDF [LB02] is a project for describing and retrieving (digitized) photos with
(RDF) metadata. It describes the RDF schemas, a data-entry program for quickly enter-
ing metadata for large numbers of photos, a way to serve the photos and the metadata
over HTTP, and some suggestions for search methods to retrieve photos based on their
descriptions. The standard is separated into three different schemas; Dublin Core, a
Technical Schema, which comprises more or less entries about author, camera and short
description, and a Content Schema, which provides a set of 10 keywords. With Pho-
toRDF, the type and number of attributes is limited, does not even comprise the full
EXIF scheme and is also limited with regard to the content description of a photo. Thus,
PhotoRDF is not widely used in practice so far by current applications.

The DIG Initiative Group of the International Imaging Industry Association is a group
consisting of 80 leading companies in the imaging industry. The DIG35 [dig01] standard
is meant as a more structured replacement for Exif and aims to define a standard set of
metadata tags for digital images that can be widely implemented across multiple image
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file formats. A reference implementation is provided in XML. In addition to Exif DIG35
also provides means to capture basic information about the photo’s history, e.g. if it was
cropped oder combined with another photo. Despite these advantages DIG35 is not used
on a large scale in practice.

MPEG-7 [MSS02] is a quite sophisticated ISO-Standard to describe Multimedia-
Content. Besides algorithms for low-level media features also a schema to describe
multimedia semantics is defined with the help of XML Schema. These schemas can be
simplified with the help of profiles to accommodate for different applications where not
every aspect of MPEG-7 is needed. Aspects relevant for photos in MPEG-7 are, e.g.
the description and representation of content-based image features, limited capturing of
the usage and interaction history of a photo, and semantic content description. MPEG-7
itself does not, besides the definition of the XML representation, define, how the meta-
data is stored beside or in the photo. The authors of [NH02] review the capabilities
of MPEG-7 regarding its ability to hold semantic multimedia information. They also
present a model and a syntax for multimedia semantics in the form of an extension of
one part of MPEG-7.

MPEG 21 [BPWK06] is a standard primarily targeting at handling the production,
transmission and distribution of multimedia content. It therefore does not focus on rep-
resenting semantics of image data. The main aspects of the standard are the modeling
and identification of digital items and Intellectual Property Management and Protection.

The Extensible Metadata Platform (XMP)[Ado05] and the IPTC-NAA-Standard
(IPTC)[Com99] have been introduced to define how metadata (not only) of a photo can
be stored with the media element itself. XMP borrows from several metadata standards,
e.g. IPTC, Exif and Dublin-Core and defines different XMP-Schemas to store these
kinds of data besides the photo or in the photo header with the help of RDF. XMP is
extensible by defining additional XMP Schemas. As it is developed and maintained by
Adobe, it is mainly used by Adobe products to store metadata information. XMP itself
is distributed under the open source BSD license.

One problem with all metadata standards is, that the same information can be ex-
pressed in different standards and formats and thus can be stored multiple times and
potentially ambiguously in the same photo. E.g., the information when a photo was shot
can be both stored in the Exif and the XMP header of a photo. The Metadata Working
Group (MWG) has tried to solve this problem by defining guidelines [Met09] of how to
cope with these multiple definitions.

Metadata and the end user typically get in touch in the form of descriptive metadata
that stem from the context of the photo. At the same time, in more than a decade many
results in multimedia analysis have been achieved to extract many different valuable
features from multimedia content. With MPEG-7 a very complex standard has been
developed that allows to describe these features in a metadata standard and exchange
content and metadata with other applications. However, both the complexity of MPEG-
7 and the many optional attributes in the standard have lead to a situation in which
MPEG-7 is used only in very specific applications and has not get a world wide accepted
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standard for adding metadata to a media item. Especially in the area of personal media,
in the same fashion as in the tagging scenario, a small but comprehensive shareable and
exchangeable description scheme for personal media is missing.

3.1.5 Photos and the Semantic Web

With the rise of the semantic web [BLHL+01, SLH06] a few attempts have been made
to also employ related concepts and technologies for the annotation and management
of digital photos. An early attempt of bringing multimedia to the Semantic Web was
presented by [Hun01] by building an ontology for parts of MPEG-7 represented in RDF
Schema. In [LB02] an attempt was made to actually use Semantic Web Technologies
on the Web for photo retrieval by the definition of a photo-metadata Ontology (Pho-
toRDF) and a system and prototypes to retrieve photos over http on the basis of this
ontology. What however is often missing is a meaningful way for end users to retrieve
photo content. With M-OntoMat-Annotizer [BPS+05] the aceMedia project has devel-
oped a system to link MPEG-7 low-level features to higher-level semantics expressed
in ontologies and other Semantic Web Technologies. Another tool for semantic photo
annotation on the Semantic Web has been developed with PhotoStuff [HwSG+05]. In
contrast to M-OntoMat-Annotizer also the annotation of parts of an images is supported.
The authors of [PPT07] have extended the NF 2 [CPSS04] Image Database model to
an image ontology and have proposed a general architecture for supporting creation and
management of multimedia objects. In [TOPS07] the authors describe advantages of
using Semantic Web languages and technologies for the creation, storage, manipulation,
interchange and processing of image metadata. Along with potential use cases relevant
RDF and OWL vocabularies are described and an overview over existing tools is given.

As true for the Semantic Web in general, Semantic Web Technologies seem to be prac-
tical in the first place for clearly defined use cases and domains. One such use case is
described in [ZKS08] where the authors describe a Semantic Web image repository for
biological research images. In [HSWW03] the authors present a system for the manage-
ment of art images on the basis of Semantic Web Technologies. For this, they employ
multiple existing related ontologies like IconClass [WCTV85], Wordnet [Mil95], ULAN
[Tru00] and the Art and Architecture Thesaurus [Pet94].

We can conclude that Semantic Web Technologies have been proven useful for the
management of digital photos and are able to enable users for more semantic queries.
However, in practice such systems are often not feasible: Semantic models are often
either to broad to be meaningful in practice or are tailored to only a very specific do-
main (e.g. art images). However, the Semantic Web and semantic web technologies in
the context of digital photos could gain more attention with the current trend to share
photos and social context information online. Also the growing connectivity of mobile
devices could help to push the Semantic Web. E.g. Semantic Web Technologies have
successfully been employed for the semantic annotation of photos on mobile devices
[MO06, VFG+07]. Here the semantics act as an additional source to retrieve informa-
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tion about a specific semantic concept or event.

3.2 Semantic Photo Analysis

Comprehensive Surveys have been written on the general field of image retrieval, mostly
focussing on works considering the content of the images [DLW07, SWS+00, LSDJ06,
AZP96]. In this section, however, we will focus on reviewing works specifically tar-
geting at semantic photo analysis. By semantic analysis we mean methods which aim
at semantically annotating photos in some way, usually by labeling them according to
specific semantic classes. One application for this is to make photos accessible for text-
based queries in retrieval systems. A special kind of semantic is the perceived quality of
a photo. This is relevant for many applications, e.g. when selecting the best photos of an
event or when summarizing large photo collections. Thus, we review relevant works for
image assessment in a dedicated section (Section 3.2.3). One special characteristic of
photos compared to images in general is their linkage to a rich set of contextual informa-
tion. Researchers have realized the potential of this contextual information for semantic
analysis and thus we review respective works in Section 3.2.2 after starting with works
solely considering the photo’s content in Section 3.2.1.

3.2.1 Content-based Analysis

In the large and established research field of content-based image retrieval (CBIR), we
find approaches that specifically address the domain of personal photo collections and
digital photo albums. In these approaches, content-based analysis, partly in combination
with user relevance feedback, is used to annotate and organize personal photo albums.
As mentioned before, a couple of excellent surveys already exist reviewing works in
CBIR. Thus, we only give a very brief overview here and highlight some works specifi-
cally targeting at semantically analyzing personal photos.

An important aspect when speaking of photo semantics are the presence and iden-
tity of persons shown in photos. An excellent survey over face recognition is given in
[ZCPR03] and another article summarizing works regarding face detection was given
in [YKA02]. Both survey papers are quite old but still relevant. A popular face detec-
tion algorithm, which is used by many applications, is the one proposed by Viola et.
al. [VJ01]. A similar popular technique for face recognition are the ones basing on
Eigenfaces [TP91].

For a more detailed review of works reading automatic semantic labeling of pictures
we refer to the before mentioned surveys, particularly the one from Datta [DWGW07].
Probably the first work trying to link textual description with image data was done in
[MTO99] with a co-occurrence model to keywords and low-level features of rectangular
image regions. Later approaches for automatic annotation can generally be divided into
ones that try to first segment pictures and annotate the different parts separately and the
ones that consider pictures as a whole and thus take a more scene-oriented approach. An



22 Related Work

example for a segmentation-based approach is the work of Duygulu et. al. [DBDFF06].
The authors propose a machine translation model which translates keywords to a discrete
set of clustered image regions or blobs. This method and the chosen vocabularies was
employed and extended later by Cross-Media-Relevance-Model (CMRM) [JLM03] and
Continious-space Relevance Model (CRM) [LMJ04]. Cusano [CCS03] has employed
multiclass Support Vector Machines to categorize image regions into basic classes, e.g.
sky and ground.

Regarding scene-oriented approaches one example is the system built by Oliva and
Torralba [OT02] which apply basic scene basic scene annotations, such as ‘buildings’
and ‘landscape’ using relevant low-level global features. In [VFJZ99] a method is pro-
posed to hierarchically cluster vacation images according to different semantic classes
based on low-level image features. These classes (e.g. indoor / outdoor, landscape, ...)
are modeled with a bayesian approach. Yavlinskiy et. al. [YSR05] have used sim-
ple global features together with robust non-parametric density estimation using kernel
smoothing to perform automatic scene annotation on the Corel Data Set. Another sys-
tem which was optimized for high performance is the real-time image annotation system
built by by Li et. al. [LW08] which is also used in the Alipr2 web image retrieval system.

3.2.2 Context-based Analysis

In the beginning of the last century it became clear that content based image analysis
is limited when aiming at semantic photo analysis and that “One way to resolve the
semantic gap comes from sources outside the image ...” [SWS+00]. Thus researchers
started to explore, which information in the context of the image could enhance the the
quality of semantic image annotation. With the availability of time and location from
digital cameras, we find works that aim to use this contextual information, sometimes
in combination with content-based features, for organizing and accessing digital photo
collections. Stating that “Pictures are not taken in a Vacuum” but are rather embedded
in a context which gives hints to high-level image annotation [LBB06, BL04a, BL04b,
BL05, BBL06] employ camera metadata like time, aperture and focal length to assist
content-based semantic labeling and also derive semantic labels like indoor/outdoor from
the context alone.

Many consumer cameras provide templates for camera settings for different types of
sceneries, like night shots or portraits. [KKL07] employs the camera settings templates
written into the photos’ Exif headers to semantically classify photos. The context pa-
rameters for time and space are not only used to organize the photos but also to form
clusters that represent higher-level semantic concepts such as the collaborative detection
of events in photo collections in [NRD05].

With PhotoCopain [TGO+06] the authors have established a semi-automatic and mul-
timodal photo annotation system which fuses information from the photos’ context with
information from the web. Sinha [SJ08a] discusses various kinds of optical context data

2 http://www.alipr.com

http://www.alipr.com
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for their ability to predict various semantic photo classes. Based on a home and a public
photo data set from the web a classifier is trained based on this context data. Another
work of the same author combines this optical context data with high-level content-based
features [SJ08b].

3.2.3 Photo Assessment

Of particular interest in many applications is the knowledge about the quality of an im-
age, e.g. for being able to decide which are best 70 out of a series of 500 or to automat-
ically delete bad photos from an event. But even when letting humans decide about the
quality of a photo, a wide variety of different ratings can be examined [DLW07]. This
shows, that the special semantic quality oder aesthetic value is highly subjective as each
image is perceived differently by every person. Despite of this highly complex topic of
image assessment, some works have done the attempt to provide means to, at least in
part, objectively measure the quality of an image. In the following we give an overview
over this field. We start by works examining the content of photos and take a closer look
at works rating the aesthetic of photographic images.

Content-based image assessment has been a relevant topic in the research community
for a long time, primarily to provide means to evaluate the quality of compression al-
gorithms, e.g. determine the level of distortion or the similarity to the original image.
A good, but quite outdated survey for image quality measurement is given in [Esk00].
Algorithms depending on the presence of an original (uncompressed) image are com-
monly referred to as bivariate assessment approaches. An early example for bivariate
assessment is presented in [EF95]. Based on the assumption, that the human eye primar-
ily detects structural changes between photos [WZ04] provides a framework which fo-
cusses on detecting structural differences between a photo a its compressed counterpart.
An early evaluation of content-based image features for univariate image assessment
targeting at the application to image compression formats was presented in [ASS02]. A
similar approach was proposed by Li et al. [L+02]. The authors propose three aspects
by which humans rate the quality of an image – edge sharpness level, random noise and
structural noise level – and provide methods to extract these measures from images and
estimate the respective levels. Another approach to derive a measure for image qual-
ity, mainly for the evaluation of parameters for the JPEG2000 algorithm, is presented
in [SBC05]. In [DVKG+04] a model-based approach for image assessment is chosen,
modeling image distortion as a combination of frequency distortion and additive noise.
The authors derive a distortion measure (DM) and noise quality measure (NQM).

In recent years we see more and more works which take our before mentioned top-
down approach for building methods for image assessment and thus aim to stem from
a human perspective. One of the first works asking the question “why image quality
assessment is so difficult” was presented by Wang [WBL02]. The author presents a
system which was inspired by the fact that “the main function of the human eye is to
extract structural information from the viewing field ... Therefore, a measurement of
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structural distortion should be a good approximation of perceived image distortion”.
Based on this philosophy, a simple image quality metric is proposed.

Similar to the semantic gap in image retrieval, Datta [DLW08] introduces the notion of
an aesthetics gap to describe “lack of coincidence between the information that one can
extract from low-level visual data (i.e., pixels in digital images) and the interpretation
of emotions that the visual data may arouse in a particular user in a given situation.”
This aesthetic gap has been tried to overcome only by a few works so far. An interesting
approach in presented by Datta in [DJLW06, DLW07]. These works try to design low-
level features which are able to describe the presence of simple photographic rules like
sharpness or the rule of thirds in photos. Then the correlation between these low-level
features and ratings from a photo community website for a set of photos is determined
and an aesthetics classifier is built. While being an interesting initial approach to learn
from the user how to derive photo semantics like aesthetic, the experiments only showed
limited success. One problem might have been the expected output for the system to
provide a rating on a continuous scale. Other works approaching a similar problem
rather try to rate an image on a more coarse scale: Ke [KTJ06] provides a method for a
two-level distinction between professional and snapshot photos with high-level features.
While not directly being an indicator for the quality of an image, the authors’ method
leads to quite good results on general web images.

[TLZ+04] follows a similar goal and approach but bases on stock-photos from the
Corel Database for professional photos and from a private photo set for snapshot photos,
which might arguably lead to less realistic results than the work of [KTJ06]. Haider
[MHMK09] proposes a Hybrid Image Quality (HIQ) measure by combining the most
promising quality measures from [ASS02] and evaluating their performance based on
extensive user studies.

Recently, a few works have extended photo assessment methods with visual attention
analysis: Sun [SYJL09] first constructs a face sensitive saliency map of a photo and
combines it with the presence of photographic rules in the respective salient regions to
generate a photo quality score. You [YPHG09] also employs visual attention for image
assessment but additionally focusses on the temporal aspect for video assessment. In
[BE04] the authors provide an interesting solution to measure the quality of a photo
before it is shot. They propose a system to measure the current scene on the-fly to the
conformance of basic photographic rules like the rule of thirds and provide feedback
to the photographer. The system ismeant to be implemented on a digital camera. In
[OAOO09] the authors combine tags and content-based image aesthetic assessment to
aid image search in social networks.

Besides these methods for assessing photos, some researchers try to measure the qual-
ity of specific parts of a photo. A common domain are faces, or facial attractiveness.
E.g., Eisenthal [EDR06] aims at finding low-level features which correlate to the human
perception of facial attractiveness based on Eigenfaces.

In conclusion we can observe a strong trend from simple image quality measures,
mainly used for evaluating image compression algorithms to methods which stem from
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a human perspective. Results from psychology about the human perception of images
are more and more influencing research on image assessment.

3.3 Large Photo Collections

In this section we give an overview over works focussing on the semantic exploration
of large photo collections. We start with arguably the largest source for photos, the web
in Section 3.3.1 before taking a look at social photo repositories in Section 3.3.2 and
personal photo collections in Section 3.3.3. We conclude with a review of algorithms
dedicated for analyzing large image collections in Section 3.3.4 and the evaluation of
photo retrieval methods in Section 3.3.5.

3.3.1 Web Image Retrieval

Web image retrieval and classification aims to open up images on the Web for multime-
dia retrieval, often by textual queries that rather work on the surrounding content of the
Web page than image content. Since the HTML code of a page provides rich context in-
formation for embedded images, most related approaches use text-based image retrieval
as a basis by examining textual content such as surrounding text, image metadata, or
take hints from the HTML code and especially its structure. Only secondarily, if at all,
the actual Web image content is used.

Similarly, current keyword-based Web image search engines such as Google Im-
age Search (images.google.com) or Yahoo! Search (images.search.yahoo.com) em-
ploy mostly surrounding text features and the image name and path which allows for
keyword-based queries. As an addition several approaches exist to combine traditional
text-based queries with content analysis of images.

A survey and comprehensive discussion of existing technologies in Web image re-
trieval and how they address key issues in the field can be found in [KZB04] along with
application scenarios and a comparison of different existing systems. An early example
for a system also considering the image content is ImageRover [SLCS99], combining
text-based queries to provide initial example images following a content-based query-
by-example approach to refine the result set. Other approaches combining text-based
queries and content-based image similarity are [Lew00, OBMCP00, LW99]. Besides
these works for general web image search more specialized approaches exist concentrat-
ing on specific domains (e.g. celebrity search by face recognition [AY00]).

Purely text-based Web image retrieval approaches are solely taking the HTML code
into account to derive annotations for the images contained in the page. As one example,
[TM01] uses an approach for image retrieval examining the attributes of the image tag
itself, surrounding paragraph and title of the page. However, further examination of the
the effectiveness of features [MT01] leads to the conclusion that the HTML source con-
tains the most valuable initial clues, but that results improve if images themselves also
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are examined. Aiming to understand the role of an image on a Web page, [MHN06] uses
a range of features to assign roles to Web images. The features are taken from structural
document data and image metadata but not from actual image content. Based on these
features, various roles of Web images are derived and used to preprocess images for dis-
play on a mobile device. By means of structural analysis of HTML documents, [GUC05]
segments Web pages into semantic blocks. The authors propose that embedded images
inherit the semantics from their surrounding semantic block. Other approaches consider
both content and HTML context of an image for semantic annotation and clustering. An
early work [FSA96] uses the HTML content and a few selected image content features
for Web image search. The iFind system [HCW+07] considers context and content of
images and examines their layout on a page for semantic annotation. The spatial lay-
out of images on Web pages is used to identify nearness for groups of images. Closely
arranged images are then considered to also be semantically related.

3.3.2 Social Photo Repositories

Social Networks have gained much popularity in the last years and for many people
they have become an important part of their social life [BE07]. Although often much
less suited than dedicated photo sharing communities, social networks have motivated
many people to share their photos with others. Currently, over 850 million photos are
uploaded to face book per month3. This massive increase has motivated many scientific
works in the recent years which aim to employ the collective knowledge hidden inside
the network for semantic photo analysis.

Recently Nov [NNY09] has studied the incentives which drive users to share their
photo online and also analyzes which other tenure and structural factors of online com-
munities affect photo sharing. [ME07] even argues, that social communities effect the
way we shoot photos. In [NGP08] the author specifically analyzes the concept of photo
groups in photo community platforms and extracts relevant patterns of photo-to-group
sharing practices. One result of the study is that many users are engaged in photo groups
and that most of these users show high loyalty for these groups with a very strong en-
gagement in annotating and sharing. Kennedy [KNA+07] has analyzed the potential
of content and context in Flickr photos to derive knowledge about the world. Specifi-
cally the authors derive representative tags for different locations in the world and aim
at deriving a photo’s location from its tags.

Additional knowledge in social media platforms like annotations, ratings and social re-
lationships have also inspired researchers to seek for new ways to employ this knowledge
for photo retrieval. A recent work [CI10] considers social peer relationships extracted
from a social network as an additional source for photo collection clustering besides
Exif-context and image content. Becker [BNG10] also tries to employ knowledge in
social media platforms for event clustering.

3 http://www.facebook.com/press/info.php?statistics

http://www.facebook.com/press/info.php?statistics
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3.3.3 Personal Photo Collections

While being usually substantially smaller than the before mentioned images sources,
personal photo collections, which usually reside on the single person’s hard drives of
their computers, can even grow to multitudes of hundreds or even thousands of single
images. Thus exploring these large collections can reveal much about the single photos,
but also about the single person’s life and her or his social network.

In [ALCV08] a clustering algorithm is presented which clusters personal photo sets on
the basis of face detection and global low-level features on the photos’ backgrounds. In
[ZCWT10, ZTL+06] the authors try to derive a person’s social network by clustering the
faces shown in the photos based on appearance in the same photo, spatial relationships
and similarity of the surrounding context. In [PW09] similar features are employed to
derive social clusters from personal photo collections.

[MO07] employs social networks as a source for additional information to semi-
automatically annotate personal photos by retrieving information about the owner’s so-
cial network to provide initial photo annotations. Using the fact that photos in personal
photo collections are generally highly semantically connected depending on their simi-
larity regarding event or time Cao [CLH08] has proposed an approach to automatically
annotate personal photo collections by label propagation according to multiple similarity
cues. An interesting method to automatically annotate personal photo collection by web
mining is presented in [JYH08].

3.3.4 Algorithms and Frameworks for Large Scale Analysis

As the amount of data increases it becomes especially important to optimize the analysis
algorithms to speed up the process. Considering image retrieval, high computational
cost is usually needed for feature extraction and machine learning algorithms, especially
kernel-based methods like SVMs. This problem has lead to some works with the goal to
provide methods to reduce the computational workload or to provide means to parallelize
algorithms to be able to use large clusters of computers.

A relatively new computing paradigm called Data-Intensive Scalable Computing
(DISC) [Bry07] has emerged which was specifically designed for the analysis of large
data and mainly focusses on the data rather than computation and specifically consid-
ers constantly growing and changing data collections, like large image collections. A
popular framework, built on top of this paradigm, developed by Google is MapReduce
[DG08]. Users of the framework have to split up their specific problem into a map and a
reduce function and the system automatically parallelizes the computation over several
clusters of machines or processors. MapReduce is actively used at Google to process
large amounts of data and has also applied by researchers to develop highly scalable
machine learning algorithms [CKL+07].

A system targeting at efficient semantic concept learning for large multimedia col-
lections is presented in [YFM+09]. The authors propose robust subspace bagging (RS-
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BAG) for this purpose which aims at a fast learning process while minimizing overfitting
which is a common problem when dealing with large collections of training samples.
The authors claim to have achieved a ten-fold speedup compared to conventional SVM-
based learning while maintaining the same recognition performance.

3.3.5 Evaluation and Test Sets

In the early days of image retrieval results of research activities were often highly sub-
jective due to the difference in data sets. Usually researchers established their own im-
age collections to evaluate their algorithms which made it difficult to compare different
approaches for other researchers. Over the time a few standardized image collections
have been build exactly to tackle this problem. One of the first and most used was the
Corel data set, a collection of photos selected from proprietary stock-photo CDs. The
Corel CDs consisted of more than 800 CDs, each containing pictures of roughly the
same topic. Besides the fact, that these CDs are no longer commercially available, com-
paring research results on the basis of this data set is questionable. As pointed out in
[MMMP02] the usage of the set is not standardized and so different evaluations usually
use different subsets of the data set which lead to not comparable results. The main prob-
lem however is, that the Corel data set is not public and therefore not easily available to
interested researchers.

A quite outdated overview over efforts in the evaluation of CBIR systems is given in
[MMS+01]. A brief overview over the field of benchmarking multimedia information
systems with a strong focus on image and video retrieval up to the year 2006 was given in
[MMW06]. An early example of a publicly available image data collection has been es-
tablished by the benchathlon network [MMB05]. The goals of the benchathlon network
are to provide tools and data sets to make CBIR systems comparable [MMMM+03]. A
more recent activity regarding evaluation is ImageCLEF which is a part of the Cross-
Language Information Retrieval Campaign (CLEF), which attracts attention from both
the industry and academics. ImageCLEF is organized in several tasks on an annual basis
which tackle different aspects of image and analysis and retrieval. At least one task ev-
ery year specifically deals with photographs. ImageCLEF defines tasks to be solved and
additionally provides data sets on which these tasks should be carried out. In [ATSC08]
the authors provide an evaluation criterion for measuring the diversity in results sets for
image retrieval and adapt a test collection from ImageCLEF for this.

Another, not yet as matured as ImageCLEF, attempt to cluster research activities for
commercially relevant problems and make the results comparable is the Multimedia
Grand Challenge [ACM] which is held since 2008 in conjunction with the ACM Mul-
timedia Conference. Researchers are encouraged to approach important problems for
different companies in the multimedia domain and the companies are encouraged to
provide meaningful data sets for evaluation purposes.

Looking at these different attempts to provide means to compare different algorithms
in image retrieval, we can observe a couple of problems. First of all, the most useful data
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sets are usually designed for one specific research problems, as the data sets provided
for the different ImageCLEF tasks. This makes these test sets perfect for evaluating
this one specific task but makes them usually much less suitable for different problems.
One challenge therefore is to find the right trade-off between applicability to as much
research problems as possible and optimal tailoring for a specific problem. Another
challenge is, that systems incorporating the user or relying on evaluations involving the
user are highly dependable on how the user perceives a specific data set. E.g., different
users might link different emotions or semantics to the same photo. For many tasks,
not only the photo but also the story behind influences evaluation results and thus many
tasks are only meaningful when performed on the users’ own photos. For these cases
it is not possible to define a unified test set. However, despite these potential problems
the goal should still be to define meaningful test data sets which are freely available and
should suit the needs for most of the research problems in the domain of personal media
retrieval. A first step in this direction has been done by Shirahatti [SB05] who maps of
various retrieval algorithm scores to human assessment of similarity and thus provides a
way to automatically evaluate CBIR systems driven from a human perspective.

3.4 Applications

Having analyzed works dealing with the semantic annotation and retrieval of photos, in
this section we focus on applications employing such semantics. We start by reviewing
works dealing with the management of personal photos and focus on on mobile photo
applications in a dedicated section. We conclude with a review of commercial and public
end user systems.

3.4.1 Photo Management

One of the main applications of semantic photo annotation and retrieval is to aid the
management of photo libraries. This becomes even more important when thinking of
the massive increase of photos in personal libraries in the last years. Thus, there is a
growing need to be able to easily find photos in a large collection based on information
like where or when the photo was taken, at which event or which persons or objects are
shown in the photo.

Rodden et al. [RW03] have found out that the main means to explore a collection of
photos or to find a specific photo is based on the time information and the underlying
event. They also found out that manual annotation of photo collections, which might
significantly ease photo management, is usually not done and can also not be expected
from the user. Following this fact Graham [GGMPW02] sees “Time as Essence” for
photo browsing and proposes a system to summarize photos based on their time in-
formation. The author built a photo browser that follows this event based schema and
compares it with a conventional photo browsing tool. In [GAC+03] a photo management
tool for large collections is presented which detects events based on their time informa-
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tion and presents these events along with the associated photos in a calendar like view.
Other early examples of photo management systems which purely rely on content-based
indexing are MiAlbum [WSZ00] and AutoAlbum [Pla00]. Girgensohn has presented
another content-based photo management system which enables users to browse photos
based on the people shown in the photographs [GAW04]. Specifically targeting at the
application aiding users in quality screening their photos in [Lou00, LS03] an approach
is presented which provides a multi-stage time-clustering algorithm to determine events
and sub-events in photo collections and determines candidates for low-quality photos
based on content-similarity and edge-detection. With FreeEye [RC09] an interface for
large scale photo browsing was recently presented which clusters photos purely on their
content-based similarity and arranges visually similar photos around a query photo.

Besides these works which either employ the photo’s content or context for photo
management, a couple of hybrid approaches exist. Stating that “Time matters” [ML03]
introduced another system to cluster photos based on their time information to enhance
photo browsing, but additionally provides a hierarchical event model consider content-
and context-based features for retrieval. With SmartAlbum [TCMK02] a multi-modal
system was proposed which indexes photos with a combination of speech and content-
annotation. PhotoTOC [PCF02] is a successor of the AutoAlbum system [Pla00] where
large collections of photos are automatically clustered based on their time information
and content-based similarity. An unsupervised system with the same goal and features
was later presented by FXPAL [CFGW05]. Mei [MWH+06] employs the Expectation
Maximization algorithm and sees events as a latent semantic topic to cluster photos
based on time, content and camera settings. Gargi [GDT02] has proposed a distributed
photo management system which provides search facilities for multiple users based on
low-level color, texture and edge features combined with Exif-features. A more recent
paper [CI10] combines content- and time-based similarity with social peer relationships
for photos hosted in social networks. The goal was to provide a photo management tool
driven from a more social perspective.

Besides time, location has gained more and more importance in the management of
digital photographs. This is probably due to the increasing availability of location infor-
mation either by directly storing GPS-Information in the photos’ Exif-headers by mobile
devices or GPS-Cameras or simplified tagging possibilities in social photo sharing sites
on the web. In PhotoCompas [NSPGM04] time and location are used to determine event
and location clusters to enhance photo browsing. In context of the MediAssist project
in [OGL+05] a photo management tool is presented which enables the user to perform
searches by location and time to access personal photo collections. Chen [COT06] sees
events or episodes in ones life as the primary means to browse photos and detects these
events on the basis of time and location information. PhotoGeo [LFSBS08] follows a
similar goal but aim s at providing a hierarchical view on detected events.

In Multi-User Environments a different browsing and surfing behavior of users can
be observed: Users rather prefer to browse photos according to social interactions, e.g.
specifically look for photos from friends or look for photos of personal interest and thus
the temporal aspect is less important than in their own photo collections [KN08]. Jaffe
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[JNTD06] aims at generating summaries for large photo collections of geo-referenced
photos by an adaption of the Hungarian Clustering algorithm. The images are classified
hierarchically and then ranked based on an empiric heuristic, emphasizing their origi-
nality. With Photo LOI [NRD05] another photo browsing tool specifically targeting at
multi-user photo collections has been developed which combines photo sets sharing the
same temporal, spatial and/or social context.

3.4.2 Mobile Photo Applications

Besides general photo management applications, some works specifically target at mo-
bile photo management. In the context of the MediAssist project a mobile interface
[GJL+05] to personal photo archives has been developed. The user can browse a photo
archive by means of time, place and other contextual data. Photo-to-Search [FXL+05]
is an interface for mobile web image search for mobile devices. For this, the user can
search for images by providing a query picture with the integrated camera and optionally
add a textual description. Combining text-based retrieval and CBIR matching relevant
images are retrieved from the web. In the context of the ATLAS Project a system has
been developed [PG05] that organizes photos on a mobile phone with gaussian mix-
ture models based on time and place. An extended version and an integration into a
mobile photo management tool is presented in [Pig10]. With MAMI [AXO08] a multi-
modal photo annotation and retrieval tool on a mobile phone has been proposed which
lets users annotate, index and search photos based on speech and image input. For this
photos and speech are analyzed directly on the phone without the need for an external
service. With iScope [ZLL+09] a system for personal image management and sharing
on mobile devices has been developed. Photos are clustered according to content and
context and online learning techniques are employed for the prediction of photos the
user might be interested in. Monagham [MO06] presented an approach to automatically
detect the identity of a person in a photo employing information from social networks
similar to the PhotoCompas [NHWP04] system. Additionally the presence of bluetooth
devices at the time of photo shooting are recorded and used to determine the presence of
persons at the same time and place. A similar idea idea has driven the development of
PhotoMap [VFG+07] which also employs information about nearby bluetooth devices
to connect them to FOAF (Friend-of-A-Friend) profiles. Such social information is in-
tegrated in a ContextPhoto Ontology incorporating spatial, temporal and computational
context to support photo annotation on mobile devices employing the Semantic Web as
a knowledge base

3.4.3 End User Applications

Besides the mentioned scientific applications for semantic photo retrieval, also a couple
of commercial and open source, photo related systems exist which are meant to be used
by end users and software developers to aid the analysis, retrieval and management of
photos. In this section we give a short overview over the most interesting ones in our
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opinion.

The first commercially available image and video retrieval system which employs
query-by-example was probably QBIC [FSN+95]. Besides this, several others have
been established, often as an addition to existing IR systems, such as Oracles interMedia
extension to their Data Base Management System. A lot of research CBIR systems
have been made available to the public, often under an open-source license. Caliph &
Emir [LC08, Lux09] are java-based libraries for content-based indexing and retrieval
employing MPEG-7 content-features. Other content-based systems are BRISC4, Anak-
tisi [ZCPB09], GIFT 5, and imgSeek 6.

Besides these systems for managing and indexing personal photo collections, several
commercial web image search engines are available on the web. All major web search
engine providers (Google, Bing, Yahoo, ...) do provide means to search for visually
similar images giving a query image.

Semantic photo metadata besides time has also arrived at end user photo management
systems. E.g. Apple iPhoto7 and Google Picasa8 offer automatic event detection based
on time, automatic person recognition, and allow for browsing photo collections based
on on time, place, event and person. We also observe a common trend to bring per-
sonal photo management to the web and to provide means for sharing photos via social
networks and photo communities.

Sophisticated semantic image analysis techniques are also used in other commercial
end user systems besides photo management. E.g. with SmileBooks9 users can semiau-
tomatically design their own personal photobooks and let them be printed. The authoring
software offers to automatically select photos based on their importance derived from the
images context and content.

3.5 Photobook Layout

Most of the approaches for automatic layout and design of multimedia presentations aim
at optimizing the page layout, e.g., based on minimal white space or maximization of
the number of photos or regions of interest. The creation of photo collages presented
by Girgensohn et al. [GC04] analyses photos for the region of interest and constructs
stained-glass like photo collages from photos with faces. Other approaches aim to infer
a tree-like structure on the photos and base their layout on these structure. For example,
the approaches presented in [Atk04, Atk08, KS05] map the result of hierarchical clus-
tering of photos directly to the spatial layout of the page. Others employ optimization
techniques to minimize or maximize parameters such as the whitespace on the page or

4 http://brisc.sourceforge.net/
5 http://www.gnu.org/software/gift/
6 http://www.imgseek.net/
7 http://www.apple.com/de/ilife/iphoto/
8 http://picasa.google.com
9 http://www.smilebooks.com

http://brisc.sourceforge.net/
http://www.gnu.org/software/gift/
http://www.imgseek.net/
http://www.apple.com/de/ilife/iphoto/
http://picasa.google.com
http://www.smilebooks.com
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the occlusion of salient regions [WQS+06].

We also find approaches that derive clusters and importance of photos by content and
context analysis and employ this information to select appropriate, pre-defined layout
templates and placing the photos based on these [CCK+06]. A recent approach by Xiao
et al. [XZC+08] presents a web-based software prototype for designing photo collages
and also incorporates an algorithm for automated page layout. AutoCollage [RBHB06]
assembles a set of images on a canvas by alpha masks to hide joins between the different
images and employs energy maps and region of interest detection for distributing the
images over the page. In a template-based approach by Diakopoulos et al. [DE05], pre-
designed templates are used which consist of cells for photos and annotations applied to
these cells. The layout is filled by matching the metadata of photos to the annotations in
the cells using an optimization algorithm. An automatic color design for a hypermedia
presentation for a generated spatial layout of a page is presented in [NMH03]. The color
scheme selection, however, is not driven by and targeted at digital photos and photo
compositions.

One of the few approaches that integrate design principles into the automatic presenta-
tion generation is presented by Lok et al. [LFN04]. In their system, the authors introduce
the concept of a WeightMap to solve the problem of visual balance for presentations. A
work with a motivation similar to ours for automatic photo collage layout is the one pro-
posed by Geigel et al. [GL03]. The authors try to mimic the artistic nature of the album
layout process by employing genetic algorithms. A more recent work [Gao09] presents
an interesting authoring system for the selection, of photos for photobooks and theme-
based grouping, automatic background selection and automatic cropping. Following a
similar goal, this approach however is based on a limited set of basic templates and does
not consider images as backgrounds which, however, are very common in profession-
ally designed photobooks. Another recent work of the same group [BHW09] presents an
aesthetically-driven layout engine for the automatic generation of page-based presenta-
tions with pre-defined static content where pre-assigned areas can dynamically be filled
with content whilst following aesthetic principles. In [DJLW06] a very interesting and
extensive study on analyzing aesthetics of photos and deriving an aesthetic rating for
these is presented. While not targeting at photo presentations, the concepts and ideas in
this work have been one of the inspirations for our work.

In conclusion, the approaches we find in the field provide methods which are algorith-
mically elegant and have been providing good contributions with regard to automating
photo compositions. However, they do not sufficiently address the aesthetics of the gen-
erated results. To bring the end user in the position of becoming a great designer of his
or her photo compositions, we advance the work in the field in a number of ways: (1)
We do not only consider photos as input to the system but also headings and text blocks,
and we reflect their specific characteristics in the layout, taking into account that in the
digital age photos often come with additional labels and descriptions. (2) We implement
a page design that is strongly based on aesthetic principles stemming from common de-
sign rules and on the analysis of existing, professional designs. (3) We understand the
background and foreground as a coherent presentation and automate the layout of both.
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(4) We aim at creating compositions that are unique and reflect the features of just the
individual media set.
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4 Photo Usage for Semantic Image Under-
standing

Features extracted from the content and context of digital photobooks usually form the
basis to semantically annotate images, e.g. if they are more important or more appealing
than others. However, it is difficult to decide how exactly these semantics can be derived
from the features or which features are discriminant for this. This is problem is also
well-known as the semantic gap in multimedia information retrieval.

Looking at the history of multimedia information retrieval we generally see two dif-
ferent approaches for semantic media analysis [HSL+06]: One taking an bottom-up
approach by inferring semantics from the signal level such as providing detectors for
different scenes or concepts. Top-down approaches leverage additional context infor-
mation such as ontologies or context associated to the media to improve the semantic
understanding. These approaches for enriching media and therefore building the basis
for retrieval are all based on the underlying data.

On the other hand there is an emerging trend for human-centered multimedia retrieval
and [LSDJ06] states that “the foundational areas of MIR were often in computing-centric
fields. However, since the primary goal is to provide effective browsing and search tools
for the user, it is clear that the design of the systems should be human-centric.”. This
implies that the means for interacting with a retrieval system are driven by the user taking
the personal needs and habits into account. [ES03] for example identifies different user
groups and types of images based on the usage of the photos. Affective computing tries
to consider the user’s emotional state and takes this into account, e.g., [SLC+02] detects
emotions by analyzing the users’ faces and considers these emotions as an additional
input for a multimedia retrieval system. This approach of taking the user in the loop
when designing a retrieval system seems natural as in the end the user decides if a result
is satisfactory for his needs or not. However, it seems that in a way these human-centered
approaches stop halfway: They still rely on semantics and metadata which are often
extracted without having the application of the retrieval system in mind. It seems that
many methods for extracting semantics for media are not developed to be useful for
the user but because it can be done. One rare example where a method to derive an
aesthetics rating for images is developed in [DJLW06]. Here a top-down approach has
been chosen to select the content-based image features relevant for the decision process,
based on photographic and aesthetic rules, such as the rule of thirds or the golden ratio.
Semantic analysis of digital media is usually driven by the methods available for content-
and context-based media analysis and thus the means of accessing and retrieving media
are driven and often limited by the kind of metadata and semantics extracted. However,
it is the human giving things semantics, stating that a particular photo is more interesting
than others or captures that specific moment more accurately than others. Thus, it seems
obvious to consider the human and human’s interaction with media as the preferred
source for semantic media annotation. Some research has been done on understanding
the ways people interact with their photos, how they organize and access them, but the
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findings of these investigations have had little impact on media analysis and retrieval so
far.

It is difficult to derive semantics from photos such as interestingness or applicability
for a specific task from only analyzing the photo itself. However, if one would know,
that a photo has been viewed very often and long in slideshows compared to other photos
or has been ordered as a print, one might derive that this photo is more important to the
owner than other photos. Similarly, if a photo was published on a web site with public
access one might derive that this is a photo which is appropriate to show it to other,
unknown people. These events in a photo’s life cycle can be seen as the history of the
photo. In contrast to information derived from the photo’s context or content, usage is
a highly dynamic and subjective source of information: Photos have different semantics
for different users and usually photos can not be seen individual but are embedded in an
environment which is living and evolving continuously. The usage history of a single
photo can therefore not only change the semantic of a the photo itself, but also the
semantics of related photos. Despite this high potential, the history of a photo has so far,
contrast to other media such as audio, surprisingly seldom been used for annotation and
retrieval of personal photos.

The goal of this chapter is to partly close this gap and to investigate, how observing
the usage of photos can potentially help in semantically analyzing them. One way to
accomplish this is to analyze the usage of photos in scenarios where it is possible to
more or less directly observe certain semantics and try to determine the features which
show a correlation with this semantic. We want to analyze if and how knowledge about
the image usage can contribute to a better image understanding. For this it is important
to know what photo usage is exactly. We understand photo usage as the life cycle photo
which consists of a series of different usage events. We further define our understanding
of these usage events in the following by building up a photo usage model. We also an-
alyze which usage events and which parameters can potentially be used to derive image
semantics. To prove our assumption we conduct two experiments capturing photo usage
in a slideshow situation and show how captures measurements correlate with the photo
importance.

4.1 Forms of photo usage

Only some works have analyzed and categorized the uses of photos. One of these works
is [FKP+02] where the author categorizes and analyzes one of the main forms of photo
usage, sharing, which involves at least two persons. Frohlich categorizes these usages
along a temporal and a spatial dimension. While sharing being the main form of photo
usage, it is by far not the only one, e.g. many photos are not shared but only shot for
personal purposes. We therefore take a different approach define photo usage as a life
cycle consisting of different types of usage events. Our proposed model is shown in
Figure 4.1. We distinguish between four types of photo usage: View, Compose, Share
and Archive. Usages in these categories can either be analog or digital, e.g. a photo can
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Figure 4.1: Photo Usage event types and exemplary life cycle of a photo

be viewed on a computer or on a print. At the beginning of each life cycle stands the
Capturing of a photo which is either be done by camera or a scanner. This leads to three
kinds of stages for a photo which is visualized by three rings in Figure 4.1. A photo can
always change from an inner to an outer ring, but not back. E.g. by printing a photo it
is transferred into the analog circle, but a photo can not be transferred back into to the
digital circle (we assume that by scanning a photo, a new photo is captured). The life
cycle of a photo is then defined by a series of usage events in this model. An example is
illustrated in Figure 4.1: A photo is first captured, then downloaded to a computer’s hard
disk, then used for assembling a digital photo album which is then ordered at a photo
printing company. This photo album is then viewed by a group of people.

In the following we take a more thorough look into the four usage categories:

View

Viewing a photo can be done in various ways. According to our model we distinguish
between a digital and an analog form. Viewing images digitally is usually done on a
PC or some kind of digital device, like a cell phone, a digital photo frame or even the
camera itself. Viewing a photo on a PC can be done through many different channels.
The simplest form is viewing a photo or a series of photos with some kind of photo
viewer software, like e.g. flipping through a set of photos in a shoebox of photo prints.
These kind kind of viewing events can be distinguished in the number of people involved
(e.g. alone or with friends) and the purpose (e.g. quickly scanning a set of photos to find
a specific one or doing a slide show documenting a holiday for friends). A special case
of viewing is when viewing a photo with a group of people. By viewing a photo you also
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share it with them. In our model we distinguish between sharing and viewing. However,
when, e.g., watching a photo slideshow with friends, we can model this as two separate
events: The first event is a share event slideshow which involves none or multiple view
events for each photo (The slideshow could have been stopped before the last photo or a
photo could be viewed more than one time).

Viewing a photo is a type of event which can tell us much about its semantics. Es-
pecially setting information about if, how and why a photo was viewed into relation to
other photos can bear al lot of interesting information. We will specifically prove this
assumption in the next Section.

Compose

By composition we mean the usage of the photo as part of a multimedia composition.
Examples for this are slideshows, web albums, or photobooks. All of these compilations
employ a set of photos to produce a new multimedia asset. Besides the information that
the photo was used in a composition it is also interesting to know how this photo was
used. As shown in [SBC06], the placement of a photo in a multimedia presentation tells
us much about its semantics and importance for the author of the presentation, e.g. if
a photo is bigger than other photos on a page than one may conclude that it is more
important. A composition can be made both in the analog and in the digital world, e.g. a
photo can be done virtually on a PC or by placing prints in a conventional photo album.
A Slideshow can be compiled by placing image files in a folder or by organizing analog
slides for a diascope.

It is hard to present a general model to capture all aspects of different uses in a com-
position. We therefore opted to define the more general aspects in the Composition
class and provide the possibility to define subclasses of this class for a more detailed
description. We assume that in a composition some kind of importance ordering exist
on the photos embedded, e.g. based on the size of a photo in a photobook or the time
duration of a photo shown in slide show. The position in this ranked list is designated by
the attribute rank. Together with the attribute nrOfAssets the position in the rank
can be determined. The attribute type gives a textual representation of the composition
type. In Figure 5.3 we have given an example subclass for photobooks which defines
if the photo was used as a cover photo, which percentage of the page is covered by the
photos, and the overall number of photos on the page.

Share

We consider sharing of photos as all activities where photos or photo compositions are
handed over or made available to another person or a group of persons. This can, e.g.,
be done by sending photos as an attachment of an email, loading them up to an online
community such as Locr, or Flickr, or physically handing them over to another person
by handing over a burned CD or downloading them from a friend’s camera. Most of
these activities are hard to track, especially when no dedicated software application is
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involved in the relevant processes. For example when copying some photos on a friend’s
flash drive it is hard to infer that this is for sharing the photo with others rather than
for making a personal backup. However in our model we try to cover the aspects that
seem to be most interesting subsequent usages. Again we provide an attribute type to
specify the kind of sharing activity, e.g. e-mail or upload to a web site. What is particular
interesting is how the photo was shared, that means if it was made publicly available to
an unknown audience, to a small group of users, or only to a single person. For this
we have defined three levels: private (1), restricted (2), and public (3). With the URL
attribute a location for the shared photo can be given,e.g. the URL of a photo community
site where the photo was uploaded.

Archive

As Archiving a photo we see all activities which preserve a photo in any form. A special
form of archiving is printing a photo which is the only way in our our model to transfer a
photo into the analog world (indicated by a dashed curve in Figure 4.1). This can be the
printing of photos on a printer attached to a home PC or ordering prints or other photo
products from a professional photo services provider. The process is heavily intertwined
with composition processes, e.g., authoring a photobook on a PC (composition) and
ordering the result at a photo finisher company (printing).

As with composition activities it is on the one side interesting if a photo was printed
and how often, but on the other side also how this was done. When ordering photos
from a photo finisher interesting information are the size of the print, the kind of order,
e.g., a cup, a t-shirt, or an ordinary paper print, and how often it was ordered. By setting
this information in relation the other items of the same order, one can infer additional
information, e.g., if a specific photo was ordered in a larger size than the others or if
more copies were ordered than from other photos in the same order. On the other hand
photos can be printed on a home printer. Basically the same attributes apply here.

The usage history of a photo can be modeled as a series of usage events according
this model. In Section we will present a formal and practical definition of this model.
We have extended the categorization of [FKP+02] to reflect the additional dimensions
photowork and end use. Additionally we have illustrated the life cycle of a photo which
potentially ends in a final end usage such as a print or a photobook. This categorization
is shown in Figure 4.1. Additionally, as we are not only interested in sharing activities
of photos but in general photo usages, we also consider additional usages not directly
related or targeted at sharing such as editing.

4.2 Photo Annotation from Photo Usage

Having identified potential interesting metadata about a photo’s life cycle we now want
to give some examples of the potential uses of this additional information. We first intro-
duce a framework to define custom ratings for photos based on our introduced metadata
usage model. After that we give some concrete examples to employ the usage history of
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for the automatic creation of photo slide shows and the automatic creation of a yearbook.

Generally a photo can be rated by evaluating the different usage information attached
to the photo. Suppose there are n different types of usage events E1 . . . En and let p ∈ P
be a photo out of a set photos P and ei ∈ evi(p), where evi(p) denotes the set of events
of type i associated with a photo p. If the event ek ∈ Ek is defined by l attributes then
let ak : Ek → Rl be a mapping to an equivalent real valued vector. A rating for such an
event ek is then defined as Rvk(e) = v0k +

∑n
i=1 vikak(ek)i, where vk ∈ Vk = Rl+1 is

a vector of parameters to customize the rating function. An overall rating for a photo p
for a parameter vector v ∈ V = Rk × V1 × . . .× Vk is then defined as:

Rv(p) =

n∑
i=1

(
∑

ei∈evi(p)

(Rvi(ei))|evi(p)|−1 + vi0|evi(p)|)

The parameters vi0 denote, how the number of events of type i a photo was involved
does affect the overall rating. A simple application for this is to set all components of vi
to 0 except the vi0. Then the corresponding rating function would not take into account
what the parameters of a specific event were, but only how often this events occurred
during the life cycle of the corresponding photo.

This general model is the basis for the derivation of concrete semantic annotations
from image usage. In the next section we will apply this model to our use case of
viewing a photo slide show.

4.3 Examining photo usages

Having introduced our general model for image usage in the following we want to ana-
lyze a specific walkthrough through this model for its potential to hold semantic infor-
mation about the photos. As shown by [FWK08] the main usages of photos are end uses
involving more than one person. Thus, we chose to analyze a typical scenario involving
photos, the presentation of a photo slideshow. We will analyze several measurements of
this slideshow and relate them to their importance for the owner. The goal of this exper-
iment first to understand if and how these measurements relate to semantic information.
From this we aim to derive which kind of information is useful to be captured and how
this information can be combined with additional context or content information to de-
rive meaningful semantics.

4.3.1 Photo Slide Show

One typical form of co-present photo sharing are slideshows where one or more persons
present photos to an audience, usually as a mean to present a specific event such as a
holiday trip or a family party [FWK08]. In the analogue days this have usually been
conventional slides presented with an diascope. Today digital images are usually shown
on a home PC, a laptop computer which can be connected to a TV, or via a projector. We
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Lanzarote Crete
Nr of Photos 578 447
Selected for Album 272 140
Guests 29m,28w,25m 56m, 54w, 25m
Presenter 29w 29m

Table 4.1: Data and Participants of slide show user study

mean viewing time (clustered)
selected unselected

Lanzarote 6,1 (7,3) 5,8 (5,4)
Crete 7.0 (8.0) 6,1 (5.6)

Table 4.2: Mean viewing durations in seconds for the two test sets

assume, that the way people deal with a specific photo at the slide show correlates with
its importance for the user.

Setup

We conducted a user study with two distinct user groups and two photo sets. The details
are shown in Table 4.1. All photos were more or less unselected photo sets, only some
obviously bad photos had been deleted directly on the camera. We wanted to observe a
common situation were photos are shown to friends and family to document a holiday
trip. In both experiments a host invited several people to his/her home to show them
photos on his/her laptop in the living room. The hosts were operating the laptop and were
skipping through the photo set while talking about the holiday. The photos were viewed
with a modified version of an open source photo viewer. With this we recorded how long
every single photo was viewed on the screen. Our hypothesis was that the longer a photo
was viewed the more important it is to the person. To prove this hypothesis we compared
the view durations times with photos selected from the same data set for compiling
a photobook by the host. We assumed that photos selected for the photobook were
more important to the user than photos that have not been selected. Thus we took the
information if a photo was selected or not as the ground-truth of the semantic annotation
important or not important.

Figure 4.2a shows the setting where the experiment took place and an example of a
page of a photobook containing a subset of the photos show in the slide show.

Results

Figure 4.3 shows the results of the photo viewing times and an indication if a photo was
selected for a photobook or not. The slideshow of the first experiment lasted about one
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(a) Setting (b) Photobook

Figure 4.2: The setting of the experiment and a photobook containing a subset of the photos
shown in the slide show
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hour and the slideshow of the second about 45 minutes. For both data sets two regression
curves indicate the mean viewing time for every photo. In Table 4.2 the mean viewing
times of the photos distinguished by the fact if they have been selected for the album or
not is shown.

Analysis

Looking at the regression curves in Figure 4.3 we can observe that it is decreasing for
both classes in both test sets. This effect seems reasonable as we might expect, that
viewers tend to get bored to the end of a slide show and skip faster through the images.
The second obvious result is, that the regression curves are more or less parallel, but
are separated by an offset of several seconds. This is a hint for a possible correlation
between the viewing duration for a photo and the choice for a selection for a photobook.
However, it seems impossible to decide if a photo should be selected for a photobook
based on the viewing time alone. This assumption is backed by the result of a Fisher test
which results in a p-value of > 0.05.

A way to overcome this problem is motivated by an interesting observation during the
experiments: A specific event, such as a landmark or situation was usually documented
by several photos. When conducting the slide show, the host often stopped at the first or
one of the first photos of this event and took it as a handle to tell an interesting story or
provide further details about the event or place. When skipping further through the slide
show often better or more appealing photos of this event were shown, but the host did
not stop at these photos as he had already talked about the event. This lead us to the idea,
rather than assuming a correlation between viewing time and the choice if a photo was
selected, to assume a correlation between the viewing times of an event and the choice
if this event was documented in the photobook or not.

To test this hypothesis we first performed time clustering on the two photo sets ac-
cording the algorithm presented in [Pla00] to determine separate events in the data sets.
This resulted in 58 events in the Lanzarote data set and 71 events in the Crete data set.
We then assigned to each cluster the viewing time of the longest viewed photo in the
respective cluster. Based on this viewing time, each cluster was classified into belonging
to one of three groups:

• long viewed: Viewing time is above or equal to the third Quartile (t >= Q3)

• medium viewed: Viewing time is between first and third Quartile (Q1 > t > Q3)

• short viewed: Viewing time is below or equal to the first Quartile (t <= Q1)

The clusters were additionally classified into three classes regarding their representa-
tion in the photobook:

• strongly represented: The percentage of selected photos in the cluster is above the
mean percentage over all clusters.
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Crete Lanzarote

Nr. of clusters 71 58
Photos per cluster Ø 6,3 9,97
selected photos per cluster Ø 1,97 4,69

long viewed cluster
strongly represented 3 (37,5%) 7 (63,6%)
weakly represented 5 (62,5%) 4 (36,4%)
not represented 0 (0,0%) 0 (0,0%)

medium viewed cluster
strongly represented 18 (66,6%) 8 (44,4%)
weakly represented 5 (18,5%) 9 (50,0%)
not represented 4 (14,8%) 1 (5,6%)

short viewed cluster
strongly represented 20 (55,5%) 13 (44,8%)
weakly represented 5 (13,9%) 4 (13,8%)
not represented 11 (30,5%) 12 (41,4%)

Table 4.3: Results of time clustering analysis

• weakly represented: The percentage of selected photos in the cluster is below the
mean percentage over all clusters.

• not represented: No photo of the cluster is included in the photobook.

The results are shown in Table 4.3. The first obvious fact is that every long viewed
cluster is represented in the resulting photobook at least to some extend in contrast to the
medium and short viewed clusters where some clusters are not represented at all. Thus,
we can conclude for the two test sets that if events are viewed comparably long during
a slide show they will also be represented in a photobook of the same event. However,
the opposite is not true: If clusters are viewed comparably short it does not necessarily
mean that they are underrepresented in a photobook of the same event.

To conclude our analysis, at least on the basis of our our two test sets the viewing time
alone is not a valid hint for the importance of photo to a person. It can only act as an
additional means in a system of combination of other context- or content-based features
to support the derivation of higher-level features such as the importance of a photo to a
user.

4.4 Summary

In this chapter we have given a brief overview of related works in the field of photo usage
analysis and have proposed a model which categorizes different kinds of photo usage
and based on this different life-cycles of photos. This model distinguishes between the
categories view, compose, share, and archive on the one side and digital and analog on
tho other The history of a photo can be modeled as a series of events belonging to on of
these categories.
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We have also given the hypotheses that this photo history can act as a means to derive
higher-level metadata for a photo. This hypotheses has been proved by conducting two
experiments which compared the duration a photo was viewed during a slide show with
the fact, if this photo was included in a photobook of the same event. The presence in
this photo book was taken as an indicator if this photo is important to the person having
compiled the photobook or not.

Based on these experiments we come to two conclusions: First, the viewing time is
not a sufficient indicator for the importance of a photo to a user. It is however a cue
for the importance of the underlying event. Second, at least in our our experiments the
viewing time alone cannot be taken as the only feature to decide about the importance
of a photo or a event.

This has two important impacts for the use of this usage information for the selection
of relevant photos: A framework for the selection of photos has to consider not only
features of single photos but has to be aware of related photos. This might different for
other scenarios and other usage information, but we can at least conclude that we should
always consider the context of the single photo. Second, usage information alone seems
not to be sufficient for the automatic selection of photos. However, it can be an additional
means, in combination with other metadata, to enhance quality of the selection of photos
for photobooks.

In this chapter we have only considered the viewing time of a photo in a slide as a
form of usage, which has however been proven to be useful for the semantic annotation
of photos, in our case to gather information about the importance of photos. This is a
reasonable motivation to capture and preserve such data.
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5 Structural and Semantic Analysis of Photo-
books

Photobooks have for decades been a vehicle to present photos in a pleasant and organized
manner. There is evidence, that these photobooks are not designed by chance, but that
authors aim to support the underlying story with the design. In addition to conventional
paper-based photobooks, the authors of digitally designed photobooks are faced with
much more degrees of freedom for the design, e.g. cropping and resizing photos. It
is important to understand, how people actually use these various options to be able to
provide methods to support the process. Especially important is to understand, how a
good photobook distinguishes from a bad photobook.

In this chapter we will approach this question by analyzing a large amount of real
world photobooks. With CEWE Color as a project partner we have access to a large
number of structural representations of photobooks as well as their pixel-based content.
By exploiting a large number of photobooks we can strive to understand how people de-
sign their personal photobooks. Furthermore, we can learn what kind of photos actually
find their way into the album.

The results of our analysis are meant to drive the development of methods for the
automatic content selection and design of photobooks in the remainder of this thesis.
The analysis is split into two parts: The first part focusses on the structural analysis of
photobooks. Thus, we aim to gain more insight into typical characteristics of photobooks
regarding the placement, number and and size of photos and texts, the amount of pages,
and other structural characteristics.

In addition, we seek to get to know more about typical photobooks on a semantically
higher level. For this we develop a semantic classifier for photobooks which distin-
guishes between different types and by this also find out, which features enable us to
distinguish between these different types. A second semantic classifier developed in this
chapter detects semantic entities in a photobook which typically relate to separate events.
These two semantic classifiers are partly used find out semantic differences between
between different types of photobooks. In particular we aim to answer the following
questions:

How social are photobooks? We are interested in the question of how social aspects
are represented in photobooks. Thus, how are social relations between people reflected
in the photobook, how prominent are people shown in the book and are there differences
for different types of photobooks. How expressive are photobooks? By expressive
we mean, how explicit or well one or more events are documented in photobooks. A
photobook can, e.g. be not much more than a collection of more or less unrelated photos,
or it can be a detailed documentation which is which is supported by how the user has
designed the photobook, how he has placed and structured the photos and how he has
annotated them.

How vivid are photobooks? Photobooks can be either quite uniform and factual in
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their overall impression or more vivid and informal. One might suspect, that this is
different for different purposes or classes of photobooks, e.g. a book documenting a
party might be more vivid then a professionally designed photobook of a wedding.

We start by giving a description of the photobooks in general and the characteristics of
our dataset and our overall analysis approach in the next section. Section 5.2 describes
the results of the structural photobook analysis. In Sections 5.3 and 5.4 we introduce
the development of semantic classifiers for photobook types and sub-albums which are
partly used in Section 5.5 approaching the questions above. The chapter closes with a
summarization of implications for the remainder of this thesis.

5.1 Digital Photobooks

Personal photobooks have always been a popular way for organizing photos in a pleas-
ant way and to preserve memories and share them with others. For this people do not
only place photos in a book, but decorate them with additional snippets like text annota-
tions or page decorations. Have glue, scissors, and pencils been the tools in the analog
days to assemble a photobook, the process has become digital nowadays. The user gets
support by authoring tools like the CEWE photobook application 1 to digitally master
photobooks. Such authoring software allows to arrange digital images on the pages of
an album, add textual annotations, and design the book with the preferred colors and
style. In the end the user can order a print from a photo finishing company. A typical
example of a double page of such a photobook is shown in Figure 5.1. Such a double
page typically consists of both photo and text elements which can occur in various sizes
and orientations and can also overlap each other.

Creating a photobook is a form of digital story telling that reveals much about the user,
the album and the different parts of the album. By authoring the photobook the user has
implicitly enriched the photos, the single pages and the book as a whole with different
kinds of semantics: She or he has established relations between photos, texts and pages.
Photos and text become more prominent than others by their size and placement in the
book, which may reflect their importance for the user. Some photos are clustered into
groups or put on special pages which might allow to draw conclusions about relations
between photos and their semantics. We aim to reveal these hidden semantics by an-
alyzing authored photobooks and the contained photos. Basis for this are the CEWE
photobook software and photobooks which have been digitally authored and ordered.

5.1.1 Analysis Concept

We are dividing the analysis of photobooks in this Chapter in into two steps: a structural
and semantic analysis. Photobooks, as present at CEWE Color, are already available in
a well-structured form: We can clearly distinguish between pages, text areas and image

1 http://www.smilebooks.com

http://www.smilebooks.com
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Figure 5.1: Example of a typical photobook double page with photos in different sizes and
orientations
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Data Set

40.000 Photobooks

Semantic
- Chapter
- Colors
- Vividness
- Seasonal DIfferences
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- Visual Appeal

Structure
- Books
- Pages
- Images
- Texts

Figure 5.2: Concept for structural and semantic analysis of photobooks

areas on the pages. Details are given in Section 5.2.1. Based on this structure we are
aiming to learn more about the characteristics of real world photobooks by statistically
analyzing the values of these characteristics in our data set.

Such a structural analysis has the advantage of giving an overview about directly mea-
surable characteristics of a photobook. However, many aspects are not captured this way.
The given structure, e.g. does not directly tell us how and if a photobook is divided into
several semantically distinct parts or chapters or how much effort the user spent in de-
signing the photobook. Such semantic characteristics cannot fully reliably be extracted
but are still very valuable cues to better understand how people design photobooks. The
second part of this chapter thus aims at developing methods to extract such semantic
characteristics of photobooks. This is partly done by employing results from the struc-
tural analysis. An illustration of this approach is given in Figure 5.2.

5.1.2 Test Data Set

Basis for our analysis are about 44.000 photobooks which have been ordered at CEWE
Color. The photobooks have been authored and ordered by users with the help CEWE
photobook application in the time period from 3/2008 to 8/2010. From all orders in this
time period, a portion of the daily orders of the day are selected and added to our test
data set. The photobooks originated from all over Europe but the majority of orders
come from Germany.

For our analysis, the photobooks have been completely anonymized, that means that
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all information about the person having placed the order has been removed from the
photobook. Also, to maintain the privacy of the test data, our semantic analysis runs
only on photo features, the photos themselves are removed from the data set. Thus,
our test data set consists of all structural photobook information and the extracted photo
features.

CEWE Color offers a wide variety of different kinds of photobooks ranging from low
budget soft cover albums for a couple of Euros to premium books printed on photo paper
in linen or leather cover. The photobooks of our test data set are not selected according
to this criteria and therefore this variety is also reflected in our test data set.

5.2 Structural Analysis

One goal of this chapter is to gain insights in the general characteristics of photobooks.
For this we look at the different semantic levels of a photobook separately. This means
we take a look at the photobook as a whole as well as the single entities such as a single
page, photo or text description. In the following we perform a statistical analysis of
features on each of these levels. Which statistics have been chosen is mainly motivated
by explorative analysis of the album features.

Besides the structural photobook information our data set consists of information
about the authoring process. This means we know how long the user spent authoring
the album and which actions he performed during this time. This information can also
help us to understand the photobook and the user authoring the album and we will thus
take a look at some aspects of the authoring process.

5.2.1 Structural Photobook Model

Photobooks are represented by a structural model capturing their content and layout over
the pages of the book. This model serves as the input for the semantic analysis and di-
rectly represents the structural representation of photobooks ordered at CEWE Color.
Figure 5.3 illustrates this structure in a UML model. It is divided into two parts, repre-
senting the photobook as a whole, the contained photos and their associated metadata.

A photo is defined by a number of features which stem from the photo’s content and
context together forming the Photo Metadata. These features are either directly extracted
from the photo or derived by analyzing and combining other features. Extracted features
are, e.g., the capture time and location or the camera extracted from the photo’s Exif
header. Derived features are, e.g., the percentage of photos that contain faces or the
brightness of the photo derived from the brightness histogram of the photo. A more
thorough description of our framework for content-based and context-based metadata
enhancement for photos is given in Chapter 6.

A Photo Album consists of one or more pages which each holds an arbitrary number
of photos and text areas. A page can either be an album cover, the book spine or a regular
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page. It may hold a single image acting as the background. Photos and text areas can be
of arbitrary dimension and can be rotated and overlap.

5.2.2 Album Level

Looking at the photobook as a whole helps us to understand characteristics of photo-
books in general. The main aspects we looked into are the number of pages, the size and
kind of the photobook, the time span covered in the album, and the usage of cameras
for the photos in the album. In the following we take a deeper look into the latter two
aspects as this happened to be the most interesting.

Album time span: One of the central aspects is the time period that is covered by
the photobooks, that means the difference of the time stamps of the oldest and newest
photo in the album. We performed a temporal analysis on all albums in our data set.
A plot of the probability density function of album time spans is shown in Figure 5.4.
This plot also shows the 30 quantile, the mean, and the median time span. The most
obvious result is, that the time spans are not evenly distributed, but show a strong peak
in shorter time spans. 30% of the albums have a time span of 26 days or less and 50%
a time span of 276 days or less. Really short term events of only a couple of days are
rare: Only 10% of the albums have a time span of up to 3.5 days. If we think of events
such as a wedding or a birthday party than photos albums documenting such events are
either very rare or these events are only documented as part of an album documenting
several separate events. Interesting to see is that the peak in the density plot is at about
26 days as this is a typical time period for a long holiday trip which could be worth to
be documented in a photobook. The rest of the albums is distributed over a rather broad
time range. This seems reasonable as we can expect that the variance in the time spans
of long term albums is much higher than the variance in short term albums.

Number of cameras: Another interesting feature is the number of cameras used for
the photos in an album. To a certain degree we can derive the number of people having
contributed photos to the photobook when assuming that every person only owns one
camera or one camera is not shared among a group of people like a family. We know
that this is a strong assumption, but from our own experience and from interviewing
people in our group we found out that people rarely own more than one camera. The
presence of more than one camera in an album therefore at least seems to be a good
indicator if more than one person was involved contributing photos to the photobook.

To determine the number of cameras we looked at the number of distinct values for
the camera information in the photos’ Exif headers of one album. To minimize the error
we preprocessed the data set by removing photo without an Exif header or a missing
value in the camera field which, from our analysis of the data sets, is usually an indicator
has been edited or scanned from a print.

The mean number of cameras was 2.8 which is a strong sign that not only one’s own
photos are used for an album but photos are shared among others. The photobook could
be a compilation of photos from attendants of a holiday trip or the author of the photo
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could have added single photos from photo sharing sites or other sources to enrich his
album.

5.2.3 Page Level

Besides looking at a photobook as whole, we are interested in characteristics of the single
album pages. The most obvious characteristic of an album page is what kind of contents
it holds. We analyzed our data set regarding the number of photos and text items on a
page.

The number of photos and text items are a way to distinguish between different types
of albums, e.g. a holiday album may hold more images on a page than a baby album.

Text items per page: The mean number of text items per page is 0.5. Only about
30% of all pages do contain text. This may be hint that only special pages are annotated
with text and these pages may be a way to identify the beginning of a semantic unit in
a photobook. Also, only 10% of the pages do contain more than one text item. This
may be a hint that people tend to annotate pages as a whole rather than annotating single
photos.

Images per page: The mean number of photos per page is 2.9 and the majority of
pages does not contain more than 3-4 images. This shows us that users, despite having
the possibility to place much more photos on page, prefer to have their photos been
shown comparably large in a photobook.

Page Layout

(a) Cumulated Borders of Photos (b) Cumulated Photo Areas

Figure 5.5: Distribution of borders and areas of photos for XXL CEWE photobooks

Besides knowing how many elements are present on the single photobook pages it
is important for the development of automatic photobook layout methods to know how
they are placed in typical photobooks. What we are looking are typical patterns in the
individual page layouts which can lead to rules for the automatic layout. However, it is
hard to automatically derive such patterns by analyzing thousands of photobook pages.
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(a) Cumulated Borders of Photos (b) Cumulated Photo Areas

Figure 5.6: Distribution of borders and areas of photos for Small CEWE photobooks

Thus, we opted for a manual approach by visually analyzing the layout of the photobook
pages. For this we built separate border and weight maps for each type of photobook:
For the weight maps, we first built a mask image for every (inner) photobook page in
our dataset by setting pixels which correspond to a point in the photobook page to black
and the remaining pixels to white. We then built the mean image from all of these mask
images resulting in a weight map. We did the same for the border maps but for this only
set the borders of the photo areas to black and leaving the inner part of the photos white.

Two results of such cumulated maps are depicted in Figures 5.5 and 5.6. These maps
correspond to the two extremes in the portfolio of CEWE Color: XXL CEWE photo-
books are the largest and most expensive photobooks wheres SMALL CEWE photo-
books are the smallest and cheapest photobooks.

Looking at Figure 5.5b we can observe, that there is a strong accumulation of photo
borders both at the borders of the photobook page and in the middle horizontal and verti-
cal line. Additionally there also strong accumulations both in the horizontal and vertical
axis which correspond to the golden ratio. This is an interesting finding as the golden
ratio is one of the fundamental design principles (for details see Chapter 9) which obvi-
ously is also present in the design of digital photobooks. What we can generally observe
is that users seem to prefer layout which do not incorporate tilted photos. Looking at the
cumulated photo areas of the same photobook type in Figure 5.5b we can additionally
see, that people seem to favor photo being places in the top left or bottom right part of
the photobook page.

The same observations are generally also true for the smaller and cheaper photobook
type shown Figure 5.6. However, the presence of the golden ratio is a lot less obvious.
One explanation for this might be that these types of photobooks much cheaper than the
XXL variant and thus less effort is done by the user to carefully arrange the individual
pages. This might also be an explanation why the accumulation of photos in the top left
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and bottom right part of the pages is not present in the Small variant of photobooks. We
found out that text is significantly more often present in higher price photobooks than
in budget photobooks. The top right and bottom left parts are typical places for textual
annotations for the images on the page. This can not be found in the cheaper photobooks
which most do not contain any text at all.

5.2.4 Texts

Besides photos the pages of an album can contain one ore more text items which further
describe one or more photos or one or more pages. We have already shown that only
about 30% of the pages contain text which is a strong sign that such a text description
is a way to emphasize specific parts of an album. One of the main characteristics of
text descriptions is their length in words and their font size. Knowing these features
may be a way to further semantically categorize text items as, e.g. a page or image
description. Thus we analyzed the text items in our test data set regarding these two
features. The median number of words is 5 and 30% of the text items contain up to 3
words. Thus, descriptions seem to be rather short in albums and only very briefly give
additional information to the album contents. Text items with more words may designate
a different kind of annotation, e.g. diary type text describing a specific day or place of a
holiday but not solely describing a single photo.

In this context it may also help to take the font size of the text into account. We found
out, that the median text size is 22 and that 30% of the test items have a font size of at
most 16. Thus, these seem to be typical sizes for general annotations in a photobook.
A text with a font size significantly exceeding these values may be a candidate to be a
more important annotation such as an album title or the title for an event in an album.

5.2.5 Authoring Process

Insights into the authoring process of a photobook gives additional insights into the
photobook and its meaning for the user. One important aspect is how much time the
user spent to author the album as this gives us a hint for the importance of the album
for the user: An album for which the user spent a couple of hours to author may be
more important to him than an album only quickly put together in a couple of minutes.
However, we have to be careful with assumption as some users may be more skilled than
others and might be able to author a comparably good photobook much quicker than
others. Thus when employing this information for deriving the importance for the user
we have to take into how much time the user spent for other albums.

Thus we analyzed the authoring times of the photobooks in our test set. The proba-
bility density plot of the according time lengths is shown in Figure 5.7. For the analysis
we summed up the time spans of the separate authoring sessions and removed time slot
with no activity for at least 10 minutes to compensate for times where the authoring tool
was actually running on the computer but not used. The median of the authoring times
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is 3.3 hours. This shows that people generally put a considerable amount of effort into
the authoring process.

The information about the authoring time enables us to estimate how strong thoughts
and intentions of the the photobook author are reflected in the photobook: Semantics
derived from an album with a comparable long authoring time might therefore be more
confident than from quickly authored albums.
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Figure 5.7: Time to author a photobook

5.3 Photobook type classification

One goal of our analyses is to detect differences between different types of photobooks.
As shown in Section 5.1 these semantics are not directly present in the photobooks’
structure of our test collection. Thus, we need a way to automatically extract these
semantics for a large set of photobooks. In the following we describe the development
of such classifiers by using a small portion of photobooks as a training data set.

The main requirement for the the reliable derivation of characteristics for a specific
semantic label is the availability of a sufficient large, labeled data-set. This labeled data
set is the ground truth for our analysis. Our problem is, that we are equipped with a
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quite large data, but this data set is not semantically labeled in any sense. E.g., we do
not know if a photobook is documenting a holiday or a wedding without looking at the
book manually.

To compensate for this, we opted for a quite pragmatic method: We choose those sam-
ples from our test data set for which we are quite sure about their semantics according
to the values of one or more features. By this we select only a small portion of the test
data set as training samples. Samples of this labeled set are manually inspected to avoid
wrong labels. With the help of this labeled samples we determine additional features
discriminant for the respective semantic label. By this we are able to derive rules for the
semantic annotation of book parts, also for samples not fulfilling our initial character-
istics. We are aware that this approach has two major drawbacks: The labeled training
samples are not evenly distributed over the test data set and therefore we can not be sure
that derived rules for this labeled set can be used for labeling the rest of the data set.
On the the other side we can not be sure that the automatically determined does contain
wrongly labeled samples. However, the manual inspection of samples of the automat-
ically labeled data set determined by our approach has shown that that our method is
feasible.

From our and CEWE COLOR’s experience we know that there exist some typical
types of photobooks which are often ordered. Our goal was to determine features to dis-
tinguish between these different kinds of albums. For this we determined a set of labeled
albums by selecting them by characteristics typical for specific kinds of photobooks. We
then analyzed these labeled photobooks for additional discriminative characteristics.

Assumptions on the Data Set

The most typical albums according to CEWE COLOR are travel albums and albums
documenting a party-like event, e.g. a birthday party or a wedding. Thus we opted
to analyze our data set according to these typical event. Specifically chose three event
types: a wedding and a birthday party and photobooks documenting a journey. We
assume that we can select a considerable large subset of all albums belonging to these
classes by looking for typical keywords in the title of the photobooks.

5.3.1 Ground-Truth Determination

We chose a quite pragmatic approach to select albums documenting such an event: We
looked for typical keywords of on the title pages of the photobooks. Photobooks ordered
at CEWE Color origin from countries all over Europe but the majority of albums is
ordered from Germany. We therefore restricted the input data set to albums ordered
from Germany and selected albums that contained of typical german keywords on the
title page of the album. The selected keywords were Hochzeit (Wedding) for the wedding
class, Urlaub (Holiday) for the travel class, and Geburtstag (Birthday) for the birthday
class. We only looked for one very typical keyword for every class as our goal was not
to select as much albums as possible but to select the albums that quite reliably belonged
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to the respective class.

Analysis

Our goal was to find additional features which significantly differ when looking different
classes of albums. For the classification of albums we opted to choose the following
features:

• Average number of words per page

• Average number of images per page

• Album authoring time: How long it took for the author to compile the album.

• Time Span of the album: The time span which is covered in the album, retrieved
from the the time stamps in the photos’ Exif headers.

• Average Number of Faces per photo

We chose these features as we assumed that they would significantly differ for different
classes. E.g., we assumed that a wedding album would show significantly more persons
than a travel album.

Figure 5.8: Results (p-values) of student’s t-test for significance of different features to decide
about different album classes
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Table 5.9a shows the result of our analysis for the classification of albums. As in the
determination of sub albums we performed a t-test for every album class and feature.
A p-value lower than 0.05 designates a significant difference in the respective feature
values.
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5.3.2 Discussion and Classifier Training

One can see that most of the p-value are smaller than 0.05 which means that they are
suitable to differentiate between the different classes of photobooks. The only feature
that is significantly different in all classes is the average number of faces shown in a
photo. Figure 5.9b shows the distribution for the respective classes. The average number
of faces is 4 (wedding), 2.6 (travel), and 3.1 (birthday). The album time span is only
significantly different for the travel class. This seems reasonable as journeys usually
cover time periods of several days or weeks while birthday and wedding events are
only single day events. Another discriminative feature to distinguish between travel
and other album classes is the number of words per page. We observed that a travel
album on average consists of 10.3 per page while a wedding album consists of 6.3 and
a birthday album of 6.5 words. This, again, seems reasonable as we observed that travel
photobooks often contain rather long text passages in a diary-like manner. We used the
labeled data set to train a Multiclass Naive Bayes classifier. The resulting multi-class
classifier showed an accuracy of 79, 46%.

We can conclude that, for a limited number of classes, we have identified features
which quite reliably determine the type of a photobook. The results show that our ap-
proach is feasible and we can expect that the accuracy can be increased more by tuning
the parameters for the training of the classifier or by considering additional features. On
the other hand we can expect that the accuracy of our classifier will decrease if we add
additional classes of photobooks to it.

5.4 Sub-Album classification

Photobooks usually document one or more events of a specific user. As the chapters in a
book, these events can usually be divided into several sub-events. Thinking of a 4-week
holiday trip this could be different places or days or in the case of a wedding album
the ceremony and the evening party. In the remainder we will refer to this sub-events
as sub-albums. We observed that the borders of such sub-albums are usually on page
borders. Our goal was to find features or combinations of features in photobooks which
designate such event borders on page breaks.

5.4.1 Assumptions on the Data Set

As already mentioned we assume that events in a photobook usually happen on page
breaks. This assumption is backed up by our own experience and experience of our
industrial partner. This assumptions enables us to model different events in an album as
sub-albums, where a sub-album is defined as a consecutive number of pages in an album.
The other assumption we make on our data set is that events are usually defined by time.
[RW03] has found out that time is the top-most mean to retrieve from a specific event
and events in a photo collection can be determined by time-based clustering.
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5.4.2 Ground-Truth Determination

Following our general approach for a ground-truth determination we filter our test data
set for such samples that show clear signs to designate an event border. Thus, we filter
our test data set to samples that at least fulfilled the following characteristics:

• All photos should be equipped with a time stamp from their Exif header.

• The time span of the album should be between two and 12 months as we assume that
in long-term photobooks time cluster can be detected more reliable.

• The album should contain at least 60 pictures, 5 text items and 30 pages to be sure
that enough features are available to reliably designate sub-album borders.

From this filtered data set we determined sub-albums by the following method: We
employed the time clustering algorithm proposed in [PCF02] to cluster the album images
according to their time stamp. The advantages of this algorithm are that it does not
expect a number of expected clusters as input, such as in the k-means algorithm, and
that it does not not take a fixed threshold to determine cluster boundaries but rather
adapts this threshold to the time gaps in the data set. This algorithm is parametrized by
a window size d which specifies how many many neighbor time stamps should be taken
into account for the determination of cluster border and a second parameter K which
tunes the amount of generated clusters. We adapted the algorithm by changing these two
parameters to better suit the characteristics of photobooks: We chose second parameter
K empirically to be log(20).

For the window size d we chose a value of 6 as we assume that most event breaks
happen before a double page and the median number of photos on a single photobook
page is 3 according to the analysis in Section 5.2. We clustered the photos of the filtered
albums accordingly with leaving out the photos on the title of the photobook as we
experienced that these photos are usually taken randomly (according to their time stamp)
from the input photo set. This resulted on the one hand in a couple of big clusters with
more than 10 photos and on the other hand in several small clusters of one or two photos.
The big clusters usually had their borders on page breaks which backs our hypothesis
that event borders usually take place at page breaks. The smaller clusters however were
either spread over a very long page span, e.g. the two photos of a cluster were put on
page 2 and 90 of the album, or a group of small clusters was put on a single page. To
compensate for this we filtered out cluster spread over a page range of more than double
their cluster size to remove outliers. Additionally if the boundaries of two consecutive
clusters did not coincide with a page break we merged the two cluster. Interestingly on
average only 7, 8% of the cluster were filtered out in the first step. This shows us that
most photobooks are temporally ordered. The result is a set of pages labeled with being
the beginning of a sub-album or not.
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sub-
album
break

other
pages

p-value

#words 5.99 3.3 < 0.0001
#images 3.65 3.8 0.084
Color Layout 50.83 41.6 < 0.0001
Edge Histogram 211.17 187 < 0.0001
Scalable Color 208.55 163.1 < 0.0001

Table 5.1: Average values for features for sub-album determination

5.4.3 Analysis

Having determined a labeled set of pages being the begin of a sub-album or not, we
determined and analyzed additional features potentially indicating such a border:

• number of words on the page

• number of images on the page

• picture similarity between consecutive pages based on three different content-based
similarity measures

These features have been chosen based on various assumptions based on exploratory
analysis of sample photobooks. First we found out that a sub-event in an album is often
marked by a separate text title. Second we observed that often the start of a sub-event
is marked with one or two single photos on a page while putting more photos on the
other pages. Third we assume that the photos inside a sub-event are significantly more
similar to the rest of the photos in the album. That is why we calculated the differ-
ence between different pages according to three different dissimilarity measures based
of content-based image descriptors adopted from the MPEG-7-Standard [MSS02]. We
chose to employ the color-layout and scalable color descriptor to measure changes in the
color scheme and the edge histogram descriptor to measure changes in the texture of im-
ages. The MPEG-7 standard also makes recommendations for suitable distance measure
for the descriptors which we adopted. To compensate for outliers we chose to employ
centroid-based cluster similarity. Thus for every page we determined the medoid image
according to the different descriptors and distance measures and determined the distance
between two pages by calculating the distance between these medoids accordingly. By
this we calculated three content-based similarity measures for every album page to its
preceding page.

A summary of the results of our analysis is given in Table 5.1. Figure 5.9 exem-
plarily depicts the distribution of page similarity based on the MPEG Edge Histogram
Descriptor.
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Figure 5.9: Page similarity based on MPEG-7 Edge Histogram Descriptor
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5.4.4 Discussion

One can observe that all features but the number of images feature seem to be good
indicators to distinguish between a page being the beginning of a sub-event or being a
normal page. This is backed up by the result of a student’s t-test. Usually a p-value
under 0, 05 considered as showing a significant difference between to data sets. We
experimentally trained a Naive Bayes Classifier based on these features which resulted
in an accuracy of 82, 45%. This is still not accurate enough to employ this classifier
on our whole data set to determine boundaries of sub-albums, but it shows that event
borders in a photobook can be detected even when not considering time as a feature.
However we expect that the accuracy be even be significantly increased when combing
our method with clustering based on the photos’ time stamps. By this we can, to a
certain extend, also quite reliably detect event borders when having to cope with invalid
or missing photo time stamps.

5.5 Semantic Photobook Analysis

In the following we answer questions which help to understand photobooks on a seman-
tic level. For some some of these questions we employ the semantic classifiers which
were described in the last two sections.

5.5.1 Socialness

To answer the question if a photobook is also a social photobook or to which degree,
we first have to define, what makes a photobook social or how we can measure the
socialness of a photobook. The common understanding of social is referred to as the the
kind and degree of interaction between two or more individuals. Thus, the socialness of
a photobook can be described as the degree to social relations shown in the photobook.
In addition, we can also differentiate these social relations on their degree of intimacy:
How close are the relations of people in the photobook? Are they only strangers to each
other or are they intimate friends or a couple?

We are aiming to at least some extent find answers to these questions by analyzing
the contents of the photobooks of our test collection. As indicators for the degree of
socialness we have identified a number of indicators which will be further explored in
the following.

Number of Persons

The presence of persons in a photobook is generally a good indicator, that the photobook
has a social aspect. The more people are shown, the more social the underlying event
or story is. E.g. if a photobook shows many photos with people one may generally
conclude that the photobook comprises of a strong social aspect. However if looking on
a photo level, thus how many persons are shown in the photo, one may also be able to
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decide, how much the people are related to each other.

In Figure 5.10 the distribution of number of faces in a photo is shown. For this we
employed the face detection algorithm proposed in [VJ01]. We found out that over 85%
of all photos in our test collection contain faces. The presence of persons in a photo
is usually a sign that it is a quite personal and emotional photo. Knowing how many
photos in an album contain faces can in turn tell us more about the type of the album.
One may assume that a rather emotional event such as a wedding would also contain
a lot of photos showing persons. 5.10 shows the distribution over all photobooks for
the average number of faces per photo. Obviously the majority of photobooks show an
average of nearly two persons per photo.
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Figure 5.10: Distribution of average number of faces per photo per photobook

Looking again at the results of our initial analysis of features for the development of a
classifier for photobook types, we are also able to derive semantics for different kinds of
photobooks. Figure 5.9b shows that the number of faces significantly differs for different
photobook types: On average, travel photobooks show less people (2.6) in the contained
photos than photos in birthday (3.1) or wedding photobooks (4). This backs up the
common intuition that, e.g. weddings in general incorporate much more social aspects
than e.g. a holiday trip. Also our manual inspection showed, that almost all photos show
people and often large groups of people e.g. in the wedding ceremony or at an evening
party. On the other side, photobooks documenting a journey also show people, but to
a much less extend as not only the social relations are documented, but often the main
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topic are, e.g. a nice landscape or famous landmarks or buildings. Thus, we can conclude
that there is a significant difference between different kinds of photobooks regarding the
presence of social aspects.

Person Dominance

Not only the number of persons in a photo is an important indicator for the socialness of
a photobook, but, perhaps more important, how dominant they are shown in the photo
or the photobook. Thus, one person, which occupies a large portion of a photo could
indicate a portrait shot which would be considered as much more social than a photo
which shows a large group of people, but only in the background.
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Figure 5.11: Face coverage and portrait shots

To cope with these differences we additionally determined the fraction of portrait shots
taken over all photos in out test set. As portrait shots we have defined photos which
show a single or two faces which occupy at least 20% of a photos’ area. The result is
depicted in Figure 5.11a. The majority of photobooks does not have more than 10% of
photos showing portraits. Giving the average number of faces per photo (nearly 2) per
photo photobook, this seems to be not much much, but backs up our visual inspection of
the photobooks: Most photos showing people are showing their full body or additional
objects besides the person itself. Typical examples are, e.g. photographs with one or
two persons in front of landscape or a famous building. Figure 5.11b shows an overview
over the area in photos showing faces which is covered with faces.

5.5.2 Intimacy

Besides at looking at the content of photobooks, one may also consider the origin of the
contained photos as an indicator of the socialness of a photobook. If the photos in a
photobook only originate from a single person, supposedly the author of the photobook,
this can be an indicator of lesser social involvement than if the photo originate e.g. from
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a two or more people.

As a measure for the the diversity of origins of photos in a photo the number of dif-
ferent cameras can be taken. To a certain degree we can derive the number of people
having contributed photos to the photobook when assuming that every person only owns
one camera or one camera is not shared among a group of people like a family. We
know that this is a strong assumption, but from our own experience and from interview-
ing people in our group we found out that people rarely own more than one camera. The
presence of more than one camera in an album therefore at least seems to be a good
indicator if more than one person was involved contributing photos to the photobook.
To determine the number of cameras we looked at the number of distinct values for the
camera information in the photos’ Exif headers of one album. To minimize the error we
preprocessed the data set by removing photos without an Exif header or a missing value
in the camera field which, from our analysis of the data sets, is usually an indicator has
been edited or scanned from a print.

The mean number of cameras over all photobooks in our test set is 2.8 which is a
strong sign that not only one’s own photos are used for an album but photos are shared
among others. The photobook could be a compilation of photos from attendants of a
holiday trip or the author of the photo could have added single photos from photo sharing
sites or other sources to enrich his album.

5.5.3 Expressiveness

Often photobooks are not only a means to preserve the memory to events for only the
owner and creator, but can also act as vehicle to express one’s feelings and thoughts to
others. This can be done done on various ways, either rather factual or more emotional.
E.g. a photobook could have a very strict visual layout with none or only a few, but very
precise and emotionless descriptions for the photos (like a photo of the Eiffel Tower with
only the words Eiffel Tower as a description). A more emotional photobook would e.g.
have a more casual layout (like tilted photos) and a more slang like language (Wow, what
a cool view of that old tower!).

In this section we are aiming at analyzing this expressiveness of real world photo-
books. For this we will mainly focus on the text portions of photobooks.

Image-Text Ratio

In a first step, we analyze the ratio of text and image items in the photobooks of our test
set.

Text items per page: The mean number of text items per page in our test set is 0.5.
Only about 30% of all pages do contain text. This may be hint that only special pages are
annotated with text and these pages may be a way to identify the beginning of a semantic
unit in a photobook. Also, only 10% of the pages do contain more than one text item.
This may be a hint that people tend to annotate pages as a whole rather than annotating
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single photos.

Images per page: The mean number of photos per page is 2.9 and the majority of
pages does not contain more than 3-4 images. This shows us that users, despite having
the possibility to place much more photos on page, prefer to have their photos been
shown comparably large in a photobook.

Text lengths and font sizes

Besides photos the pages of an album can contain one ore more text items which further
describe one or more photos or one or more pages. We have already shown that only
about 30% of the pages contain text which is a strong sign that such a text description is
a way to emphasize special parts of a photobook. One of the main characteristics of text
descriptions is their length in words and their font size. Knowing these features may be
a way to further semantically categorize text items as, e.g. a page or image description.
Thus we analyzed the text items in our test data set regarding these two features.

The median number of words over all text items in our test set is 5 and 30% of the
text items contain up to 3 words. Thus, descriptions seem to be rather short in albums
and only very briefly give additional information to the album contents. Text items with
more words may designate a different kind of annotation, e.g. diary type text describ-
ing a specific day or place of a holiday but not solely describing a single photo. The
distribution of text lengths is depicted in Figure 5.12b.

In this context it may also help to take the font size of the text into account. We found
out, that the median text size is 22 and that 30% of the test items have a font size of at
most 16. Thus, these seem to be typical sizes for general annotations in a photobook.
A text with a font size significantly exceeding these values may be a candidate to be a
more important annotation such as an album title or the title for an event in an album.
The distribution of font sizes over all text items in our test set is depicted in Figure 5.12a.

5.5.4 Vividness

So far we have analyzed the degree of socialness and expressiveness of photobooks.
Another interesting characteristic is the vividness: Photobooks can be designed rather
factual and cold or more lifely, e.g. by the use of many colors or strong variations
in the visual layout. To some degree this is strongly related to the expressiveness of
photobooks. However, unlike in the last section, we will focus more on the overall
visual impression of photobooks rather than on the photobooks’ textual contents.

As indicators for the vividness we have chosen two features, the diversity of colors
and the intensity of the photobook pages. We have derived these features for the same
photobook classes as in the the last section.
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Figure 5.12: Distribution of font sizes and text lengths over all photobooks
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Figure 5.13: Degrees of colorfulness and number of edges for different classes of photobooks



5.6 Summary 71

Color Distribution

As way to rate the vividness of a photobook from a visual perspective is how diverse the
colors of the photos throughout one page are. E.g. a photobook with sepia or gray photos
or photos which often show the same scene would be perceived as much less vivid than
photos with very diverse colors. We have analyzed all pages of our photobooks regarding
this diversity in colors and have compared this to different classes of photobooks with
the help of our photobook classifier. For the comparison of photo we have employed
the Color Distribution Descriptor defined in the MPEG-7 standard. For every album we
have determined the average pairwise similarity of photos on a page.

The result is depicted in Figure 5.13. Compared to travel and birthday photobooks,
wedding photobooks show a much lower variation in their color layout throughout a
page. This seems reasonable and backs up the impression from the manual, visual anal-
ysis of a number of wedding photobooks. These photobooks usually mainly incorporate
very light and non-intensive colors and are limited to only a couple of colors. Thus, we
can conclude that wedding albums are visually less vivid than other types of photobooks
and create a rather calm, romantic and perhaps more intimate impression.

Intensity

As a second indicator for the vividness of photobooks we have identified the degree of
smoothness or the intensity of the individual photobook pages. Thus we determined how
many strong edges are present in the photos: A layout aiming at a more romantic style
will often contain quite uniform areas with a strong use of depth-of-field smoothness.
This effect is e.g. often used in professional portrait shots. Thus, we similarly ana-
lyzed our test set regarding the sharpness or contrast of contained photos and compared
different classes of photobooks. For this we employed the MPEG-7 Edge-Histogram
Descriptor and determined the percentage of non-edged pixels for every photobook page
for different classes of photobooks.

The result is depicted in Figure 5.13b. Interestingly the degrees of edge intensity have
a stronger variety in the travel photobooks compared to wedding or birthday photobooks.
This can probably be explained with the variety of different events for travels. E.g. one
could be on a winter skiing trip with a lot of smooth white areas in the photos or on
a city trip where there are a lot of strong edges in the photos due to a lot of buildings.
Also, again, the wedding photobooks shows significantly less strong edges than the other
photobook types, which also backs up up our visual impression of wedding photobooks,
which usually create a more intimate, less vivd and romantic impression is in line with
the results of the color distribution analysis.

5.6 Summary

In this chapter we have presented the results of a large-scale analysis of real-world pho-
tobooks regarding the presence and degree of socialness, expressiveness and vividness.
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For this we have distinguished between different types of photobooks and have devel-
oped a classifier to automatically decide about the type of a photobook. In conclusion
we can say that photobooks are showing very strong social aspects and persons are very
prominent in most photobooks. However, we have also observed significant differences
for different types of photobooks. One example is that wedding photobooks aim to cre-
ate a much more intimate and calm atmosphere than other types. Although we limited
the categorization to only three important photobook types, our analyses have shown that
photobooks a very interesting means to reveal more about peoples’ incentives to design
photobooks and how they express semantics and emotions for different types of events
documented in these photobooks. We see the results in this chapter only as a first step. In
the future we aim to identify additional photobook types and their special characteristics.

The main incentive for our analysis, besides to better understand peoples’ behavior
in photobook design, was to gain knowledge for being able to develop methods for au-
tomatic photobook design which take characteristics and implicit rules of real world
photobooks into account. The main conclusion of our analysis is, that a meaningful lay-
out system has to take into consideration the type of photobook which has to be created.
E.g. different kinds of photos should be selected and a different layout should be chosen
when designing a wedding photobook compared to a book documenting a journey.
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6 Multimodal Semantic Photo Analysis

Prerequisite to be able to automatically select the right photos from a collection of photos
and to be able to meaningfully place these photos in a photobook is a good semantic un-
derstanding of the photos. Looking at the related works in the field (See Section 3.2) we
can conclude than neither pure content nor pure context analysis has been proven to be
a success model. The approach we are following in this thesis is therefore a multimodal
one where we combine context and content analysis.

6.1 Objectives and Approach

The methods for photo analysis developed in this thesis are aiming at solving differ-
ent problems in the context of automatic photobook generation. In the following these
different objectives are discussed:

Photo Retrieval

To be able to determine a reasonable selection of photos from one or more photo col-
lections for a photo photobook, a good semantic knowledge about the photos is needed.
This selection is influenced by various criteria, e.g. the quality or aesthetic of single
photos but also the relation of photos and their semantics to each other. A more detailed
discussion about these different factors is done in Chapter 7. The photo analysis meth-
ods developed in this thesis are partly targeting at providing measures or features which
allow for deciding about the quality, relevance and importance of photo.

Content Enrichment

As elaborated in Chapter 2 a photo usually consists of content besides the user’s photos.
To be able to automatically decide if and what additional content could be added to a
photobook, also a good understanding of the the relevant photos is needed, e.g. where
a photo was shot, who is is shown on the photo or which kind of content could visually
match specific photos.

Photobook Layout

To be able to automatically decide which photos should be placed on one page to best
support the story represented in the photobook one has to be able to decide which photos
do semantically belong together. Additionally, the visual character of photos, e.g. which
colors are dominant in the image and are persons shown in the photo or significantly
influences the visual character of a photobook. Also the decision of which parts of a
photo can be trimmed or can be overlaid by other elements should be based on a good
semantic understanding of the photos.

The goal of the system described in this chapter is to support these different require-
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ments.

6.2 Photo Analysis Framework MetaXa

The goal of MetaXa1 (Content-based and Context-driven metadata enhancement archi-
tecture) is to provide an architecture and infrastructure to automatically extract and en-
hance the metadata of digital photos and the initial metadata that comes with these pho-
tos. We aim at exploiting and enhancing the media content by using media analysis,
multimodal retrieval techniques, and the integration of content-based and context-based
metadata enhancement to create semantically rich personal media collections. Exist-
ing technology from content-based media analysis is advanced towards multimodal and
context-driven enhancement of meta data extraction and deduction of higher-level se-
mantic descriptions of the content. For this the architecture defines a plug-in infrastruc-
ture, an interface, and component definition as well as workflow specification for the
flow of the extraction and enhancement steps.

6.2.1 Architecture

In this section, we briefly introduce the general architecture with its central elements and
features which are illustrated in Figure 6.1.
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Figure 6.1: General metadata extraction and enhancement architecture

Input for the architecture are the images taken by a digital camera. These images,
together with their contextual metadata that are available, e.g., within a so called EXIF
header, enter the central MetaXa Manager for extraction and further enhancement of

1 Metaxa is a Greek liqueur, a blend of brandy and wine, invented by Spyros Metaxa. In our system,
Metaxa figuratively means an architecture that is a blend of content-based and context-based metadata
enhancement.
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the available metadata for the given image content. The image undergoes a sequence of
extraction and enhancement steps in which iteratively the existing or derived metadata
is input to the next enhancement step. This allows to modularize the metadata creation
process into different steps. Increasing the amount of available metadata and also in-
creasing the quality and confidence in the metadata each step contributes to a better
semantic description of the personal photos. As illustrated in Figure 6.1, the raw image
from a trip to Athens in Greece comes with its metadata to be analyzed both with regard
to content-based but also context-driven features. Different extraction components can
be employed to extract low level features such a color histogram or use edge detection
to determine the degree of sharpness of a photo. Combination of features can be used
to derive higher level metadata. For example, the analysis of pictures taken can be com-
pared to an existing set of reference photos to get an understanding of the persons on the
picture and to derive a semantic annotation for the photo. As we specifically aim at a
combination of content-based and context-based metadata enhancement, there are also
components that combine the signal analysis with existing context information to derive
higher level metadata. For example, the analysis of an image and information about the
exposure can be combined with information from the context such as the flash to un-
derstand if an image was taken indoors or outdoors. Also, components can be purely
context-based: Time, date, location or a calendar can be used to derive the name of the
place, the season and other relevant metadata from this.

The architecture provides an interface to plug-in new enhancement components. Each
extraction and enhancement component which is plugged into the architecture reveals
the input parameter it needs for the metadata enhancement and also which metadata is
created or enhanced by the component. For example, the color histogram just needs the
image and the data format and delivers the color histogram. An EXIF header extractor
delivers all metadata that the EXIF header actually provides, given the image comes with
such a header information. A component can also just increase or decrease a confidence
value of metadata.

The different enhancement steps are driven by a workflow. This workflow configures
the sequence of enhancement components that is carried out for each of the photos. This
allows to configure the metadata extraction and enhancement for the actual application
needs without having to change the system. The declarative workflow description identi-
fies the different components and the metadata enhancement manager uses the workflow
to drive the enhancement of the content.

6.2.2 Components in MetaXa

The different extraction and enhancement tasks are realized by software components.
Software components encapsulate their implementation and interact with the environ-
ment by means of well-defined interfaces [SGM02]. Thus, a software component comes
with a clear specification of what it requires and provides. As Java is used to realize
the MetaXa architecture, which does not natively allow for such a detailed specification,
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the interface specification is implemented with Java Annotations. Java Annotations are
a method to add metadata to Java source code which can be evaluated at run time. In
MetaXa components two kinds of annotations are being used to specify the what kind
of metadata a specific component expects (Pre-Condition) in order to function properly
and which kind of metadata it provides (Post-Condition). The following listing shows
an excerpt from such a file for the in-/outdoor enhancement component. This enhance-
ment component requires the light status, time, brightness, and flash usage to determine
whether the photo has been captured in-/outdoor.

1 @ P r e c o n d i t i o n ( {
2 @Datum ( name = I M e t a d a t a E n r i c h m e n t . LIGHTSTATUS ) ,
3 @Datum ( name = I M e t a d a t a E n r i c h m e n t . EXPOSURE_RATING ) ,
4 @Datum ( name = I M e t a d a t a E n r i c h m e n t . EXIF_HEADER)
5 } )
6 @ P o s t c o n d i t i o n (
7 @Datum ( name = I M e t a d a t a E n r i c h m e n t . INDOOROUTDOOR)
8 )
9 p u b l i c c l a s s InOutDoorEnr ichment

10 implements I M e t a d a t a E n r i c h m e n t { . . . }

Listing 6.1: Interface description for a MetaXa component

With the help of these annotations it is possible to determine for a set of components,
in which order photos are processed by these components. Furthermore it is possible to
automatically parallelize certain components. Another benefit of this system is, that the
same type metadata can potentially be provided by different methods. THese methods
can be implemented in different components and easily be substituted.

6.3 Content-based Analysis

In the following the components of MetaXa are described which deal with the content
of the photos.

Luminance Histogram

Histograms are useful as input for several analysis techniques. A histogram is the static
distribution of color or brightness values in a picture and designates how often a color
or brightness value occurs in the picture. In the histogram generation component four
types of histograms are generated for each photo. First, separate histograms are built
for each color channel in the RGB color space. Based on these histograms, we generate
a brightness value histogram. According to [Ham92] the brightness of a pixel can be
derived from its RGB values as follows:

Y = 0.299R+ 0.587G+ 0.114B (6.1)
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As seen, the colors are not treated equally. This is due to the fact that the human eye
is for example more sensible for changes in the green channel than in the blue channel.
Merging the three color histograms accordingly, we get a brightness histogram.

6.3.1 Edge histogram

Edge detection is used in computer vision to find regions of high spatial frequencies in
an image. These regions visually correspond to edges. We use the sobel operator to
detect this regions. This operator relies on the the mathematical operation convolution
which is fundamental to many common image processing operators [Jäh06]. Let our
input gray level image be represented by a matrix Imn which consists of M rows and
N columns. Then we convolute this image with convolution kernel Kkl. This kernel is
typically much smaller than the input image. In the case of the sobel operator it has a
size of 3 × 3. The actual convolution resulting in an output image Omn is defined as
follows:

Oij =

m∑
k=1

n∑
l=1

Ii+k−1,j+l−1Kk,l (6.2)

The sobel operator is defined by to of these convolution kernels Kkl, namely:

−1 0 1
−2 0 2
−1 0 1

  1 2 1
0 0 0
−1 −2 −1

 (6.3)

By the use of these kernels two partial derivations of the input image are calculated,
one for the horizontal and one for the vertical direction. These two pictures are used to
calculate an overall edge direction histogram

6.3.2 Similarity analysis

Often a series of photos is taken from a motive to make sure that at least one photo is
sharp or correctly exposed. We use a simple technique to detect similarities between
certain photos and so to be able to detect such series. Therefore, we segment each
photo into a 8× 8-matrix and calculate the average RGB values for each of these fields.
Assuming the RGB values each can consist of 256 different values similarity between
two photos can be calculated with the according 8× 8-matrizes p and q:
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sim(p, q) =
1

82

(
0.299

∑
i,j

|R(pij)−R(qij)|
256

(6.4)

+0.587
∑
i,j

|G(pij)−G(qij)|
256

(6.5)

+0.114
∑
i,j

|B(pij)−B(qij)|
256

)
(6.6)

We weight the separate RGB channels with different shares, because the different
colors are not sensed equally by the human eye.This results in a similarity value between
0 (very similar) and 1 (not similar at all). The size of the matrix has to be carefully
chosen. If the segmentation is too coarse the differences between two pictures can not
be reliably detected because too many details get lost by the calculation of averages. This
can result in a high similarity value even if the two pictures are not considered as similar.
However, if the segmentation is too fine grained, two pictures that e.g. only differ in a
small horizontal or vertical shift, would possibly get a relatively small similarity value.
From our experience we conclude that the best trade-off is a size of 8× 8.

6.3.3 Saliency Map
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Figure 6.2: Original Itti & Koch Model for visual attention

The human visual system has a remarkable ability to interpret complex scenes in real
time, despite the the humans brains inability to interpret all sensory information. There
is a strong evidence that the human brain is able to distinguish between important and
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Figure 6.3: Original photograph and extracted saliency map

unimportant parts of a visual scene and tries to reduce the analysis complexity by fo-
cussing on the important parts [IKN98]. Studies have shown, that the human eye is only
able to focus its attention to a limited area in the visual field and rapidly shifts this focus
over the visual field. A couple of psychological works have tried to model this phe-
nomena. Most models usually distinguish between a rapid, or bottom-up and a slower,
task-driven top-down manner. Most systems for visual attention modeling follow are
using a so-called saliency map for a visual scene where areas with high values designate
areas of high visual attention in the corresponding location. Such saliency maps can thus
also be a means to decide about interesting areas in a photograph.

In the following a method is described to extract such a saliency map from a photo-
graph which closely follows the model developed by Itto & Koch [IKN98]. Unlike this
model, in thesis the Lab color space is used in favor to the RGB color space. The Lab
color space is known to better model the human visual cortex and thus is likely to lead
to more realistic results than the RBG color space. In the following the model used in
this thesis is briefly described.

A saliency map is built according to the method depicted in Figure 6.2. The basic idea
behind this model is, that the human visual system is sensitive to various visual features
which compete for attention. In [IKN98] three types of feature have been used, which
are intensity, color, and orientation. These features are represented by different feature
maps which are combined in a master saliency map. All features are computed by a set of
linear center-surround operations: Visual neurons are most sensitive in a small region of
the visual space, while stimuli in regions concentric to this center region (the surround)
inhibit the neuronal response. Thus, objects which locally stand out from their surround
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are potentially areas of high saliency. Itti[IKN98] has modeled this effect by building
the difference between coarse and fine scales of feature maps: For every input map a
pyramid of 8 maps is constructed. Hereby every map has half the scale as its predecessor.
The center-surround of a pixel is then defined as the difference between fine and coarse
scales. Hereby the center is a pixel at scale c ∈ {2, 3, 4} and the corresponding surround
is the same pixel (relative to the scale) at scale s = c + δ whith δ ∈ 3, 4. The across-
scale difference between such two maps is done by interpolating the coarser (c) to the
finer scale (s) and building the point-by-point subtraction (denoted by 	): A(c, s) =
|A(c)	A(s)|.

The feature maps are built as follows:

Intensity: The intensity of a pixel basically represents, how bright it is perceived by
the human eye. A set of 6 intensity maps and an across-scale combination is built as
follows:

I =
4⊕
c=2

c+4⊕
s=c+3

N (I(c, s)) (6.7)

Color: The retina of the human eye consists of three types of color receptors (cones)
which are bound to different bands of wavelenghts of light. This bands broadly corre-
spond to red, green and blue. The human brain does not primarily interpret responses on
these receptors separately but either detects differences in responses of these different
types of receptors at the same place to perceive colors. These differences are reflected in
the Lab color space by the a and b components. Thus, the Lab color space is much better
complies to the human visual system than the RGB color space which was originally
used by Itti & Koch. The color feature is thus reflected by 6 feature maps for the a color
channel and 6 feature maps for the b color channel and an across-scale combination as
follows:

C =
4⊕
c=2

c+4⊕
s=c+3

(N (a(c, s) + b(c, s)), Cb =
4⊕
c=2

c+4⊕
s=c+3

(N (b(c, s)) (6.8)

Orientation: Another cue for objects to stand out from their surrounding is a differ-
ence in their direction. To detect the orientation of of an image a series of gabor filters is
applied to the image. Is of these filters broadly responses to one specific direction. The
corresponding features maps and an across-scale combination is defined as follows:

O =
∑

θ∈{0,π/4,π/2,3π/4}

N (

4⊕
c=2

c+4⊕
s=c+3

(N (O(c, s, θ))) (6.9)

N (...) in the above formulas refers to a normalization operation which is done at each
step. These three different feature maps are combined and again normalized to a final
saliency map. An example of such a map and the corresponding image is depicted in
Figure 6.3.
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6.3.4 Face detection

For this component, we rely on a face detection method implemented in the OpenCV
imaging library [Int, VJ01]. This method uses previously trained classifiers to rapidly
detect object, in our case faces, in a picture. The classifiers were trained with several
hundreds positive samples, namely faces, of the same size and also a few hundred nega-
tive examples, that means arbitrary images of the same size. The result was a a cascade
of boosted classifiers. Cascade means, the resultant classifier consists of several sim-
pler classifiers (stages) that are applied subsequently to a region of interest until at some
stage the candidate is rejected or all the stages are passed. At each stage more classifiers
are applied to the region of interest. This results in a very fast algorithm as regions that
do not have the shape of a face are considered as not being a face at a very early stage,
where only a small number of simple and therefore fast classifiers have been used.

6.4 Context-based Analysis

6.4.1 Photo header Metadata Extraction

Most consumer camera write an EXIF header to the photos they store. It is estimated that
60 percent of the photos of digital cameras do have an EXIF header, and this percentage
increases constantly. The contents of this header vary from camera brand to camera
brand but most cameras at least store information like a timestamp of the date and when
the photo was taken, information about used ISO, aperture and exposure time settings,
and if a flash was fired or not. In addition to that some cameras provide also information
about the used focal length, the orientation of the camera or even location information
if the camera is equipped with a GPS receiver. All of this information is extracted by an
EXIF reader component.

6.4.2 Social Network Derivation

One outcome from the analysis of photobooks in Chapter 5 was, that persons are one of
the main motifs shown. Thus, it is reasonable to also let the mere presence of a person,
but also the relationships between different persons shown in a photo set influence their
presence in an automatically designed photobook.

In the following a method is described to derive the social network of several persons
from a set of photos where these persons are shown. The assumptions we stem from are
the following:

Appearance in same photo

If two persons have a strong relationship, they appear often together in photos. Let ni
be the number of photos which show person i, nj the number of photos showing person
nj and nij the number of photos showing both persons together. A function modeling the
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relationship between persons i and j based on this assumption can then be modeled as
follows: f1(i, j) =

nij

ni+nj
. This leads to a value between 0 and 1, 0 meaning the persons

do no appear together in one single image and 1 meaning they only appear together in
images. The function is only defined, if at least one person is present in at least photo.

Spatial distance

If two persons have a strong relationship, they often stand together on photos. The
shorter this distance, the closer the relationship of these two persons is. This assumption
is modeled as follows:

f2(i, j) =
1

1
nij

∑N
k=0 (disti,j(k) + 1

,

Again, nij ist the number of photos where both person i and j appear in an N is the
overall number of photos in the set. disti,j(k) models the distance from person i to
person j in photo k. It takes into account the size of the detected faces and their distance
from each other and from this provides a distance rating which is a logarithmic function
dependent on the determined spatial distance. A distance of 0 cm leads to a rating of 1
and a distance of 1 m to a rating of 0.5.

Overall number of people

As a third function we take into account the overall number of people in a photo. The
central assumption behind this is, that the more are shown in a photo the less strong
the relationship between each two people in the photo is. Imagine, e.g. a group of
20 people where people are shown very close together to able to into the scene and
photo of a couple. According to function f2 both photos would lead to the same value
based their distance in the photo, but one would assume that the couple in the second
photo has a much stronger relationship than two people standing together in a group
shot, which could barely know each other. This third assumption can be modeled in the
following way: f3(i, j) = 1

1
nij

∑N
k=0(numPers(k))+1

numPers(k) designated the number

of persons shown in photo k. This function leads to high values if only few persons are
shown in photos with both person i and j and to low values if many persons are shown.

To derive a social network graph with the help of these three functions is a matter of
combining the functions in a meaningful way. The overall social distance of two persons
i and j can be calculated by the function SocDist(i, j) = w1f1(i, j) + w2f2(i, j) +
w3f3(i, j). The values for the weightings have been determined on the basis of photo
set of a wedding party showing 9 Persons. Table 6.1 shows an overview of the number
of appearances of each person in the set. The social distances for each two persons have
been assigned by a person knowing all persons in the photos and having attended the
wedding party. As the optimal weighting factors to best match these assignments, the
following values have been determined: (w1, w2, w3) = (1.1, 0.9, 2.2).



6.5 Higher Level Semantics Derivation 83

Figure 6.4: Visualization of a social network derived from a set of photos.

Ha EH He UH JF WF SF NF HW VW IN
count 22 23 5 7 9 4 6 9 5 5 4

Table 6.1: Number of appearances of persons in the test data set for determining the parameters
for the social distance function.

6.5 Higher Level Semantics Derivation

In the following higher level components are described which build upon the semantics
of the before described components.

6.5.1 Exposure Analysis

One indicator to decide about the quality of a photo in most consumer photos is to
look at the exposure. The central parameters to control the exposure in a photo camera
are the lens aperture and shutter speed. These two parameters have to be balanced in
order achieve, speaking in technical terms, a correctly exposed photo. If a photo os
overexposed, important bright parts of the photo are washed out or completely white, an
an effect which is also referred to clipped whites. Underexposure on the other side is
visible in a loss of detail in the dark parts of an image (clipped blacks). Sometimes over-
or underexposure is intentionally chosen by the (advanced) photographer to achieve a
specific visual impression. In most cases, especially for conventional consumer shots, it
is a matter of operating a photo camera in a wrong way or the inability of a camera to
automatically choose the right parameters. A common is, e.g. that the built-in flash of a
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camera is not able to light to sufficiently light the scene.

The exposure of a photo can be derived from its luminance histogram. An overexposed
photo leads to high values in the higher bins of the histogram whereas an underexposed
photo exhibits high values in the lower bins. A correctly exposed photo is usually char-
acterized by an even or gaussian-like distribution in the luminance histogram. To be able
to decide about the exposure of a photo we use the following method:

• We transform the luminance histogram of the photo into one with 3 and one with 8
bins (lum3 and lum32)

• Initialize a rating variable with Rexp = 0.

• If
∑3

i=0 lum32[i] < 0.01 then Rexp+ = 0.22

• If
∑31

i=28 lum32[i] > 0.25 then Rexp+ = 0.32

• If lum3[0] < 0.125 and lum3[2] > 0.60 then Rexp+ = 0.46

• If
∑31

i=28 lum32[i] < 0.01 then Rexp− = 0.22

• If
∑3

i=0 lum32[i] > 0.25 then Rexp− = 0.32

• If lum3[0] > 0.6 and lum3[2] < 0.125 then Rexp− = 0.46

This simple analysis of a luminance histogram leads to rating 1− >= Rexp <= 1
where −1 designates a strong underexposure and 1 a strong. overexposure.

6.5.2 In- and Outdoor Derivation

We have developed a simple yet powerful method to detect, if a photo was taken indoors
or outdoor. Therefore, we rely on previously extracted metadata namely the light condi-
tion information, daytime, information, if a flash was fired or not, and the rating for the
exposure. The first three metadata entries are generated from context information and
the last from the image content.

daytime and dark picture 2
very bright picture -2
flash fired and dark picture -1
flash fired, dark picture and night time 1
flash fired and night time 1

Table 6.2: In-/Outdoor detection

For each photo each of the rules shown on the left in Table 6.2 is evaluated. If a photo
fulfills a certain rule, the value shown on the right is added to an overall classification
value. If the resulting value is negative, the photo is considered as being taken outdoors.
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If the value is positive it is considered as being taken inside. If it is zero, no assumption
is made whether it was taken inside or outside.

A similar method has been proposed in [BL05], where Support Vector Machines
(SVMs) are used to classify a photo as taken indoors our outdoors. Unlike our approach
only context information is used to classify the photos. In contrast, we aim at combining
context and content information to achieve an even higher precision.

We have evaluated our approach with a typical photo set from a four week vacation
trip consisting 437 photos from which 68 are indoor and 369 are outdoor shots. The
test set also consists some ambiguous photos like photos made indoor out of a window.
The component misclassified 0.5% of the outdoor shots as indoor and 10.1% of the
indoor shots as outdoor. 10.1% of all pictures were classified as ambiguous. We are
are aiming at improving the classification accuracy. One way would be to take object
distance metadatum into account which is stored by most cameras in the EXIF header.
An object that is very far away from the camera (e.g. over 30 m) can be considered as
being outdoor.

6.5.3 Lightstatus Enrichment

Information about the light conditions when a photo was taken are useful both for search
purposes and as information for further analysis of the photo. With light conditions we
mean if the scene where and when the photo was taken was well illuminated or not.
One possibility would be to measure the light explicitly with a dedicated sensor on the
camera. Most cameras do this to be able to find the right values for setting aperture and
exposure time but do not store this information in the EXIF header. This information
can alternatively be derived from the photographic information aperture and exposure.
In [ISSE02] a method is described to calculate an exposure value from the given values
in the EXIF header for aperture (FNumber) and exposure time (ETime):

Ev = Av + Tv

= 2 ∗ log2(FNumber) + (−1 ∗ log2(ETime))

The value Ev should be proportional to the brightness in the scene and therefore is a
good indicator for the light conditions.

6.5.4 Importance Map

To be able to determine a meaningful layout of photos in a photobook it is important to,
know parts of a photo are perceived as more and which are perceived as less important
by humans. A good starting point is a saliency map as described before. However,
these saliency maps only consider the general case of visual scenes for digital photos,
and especially for consumer photos often shot by lay users, which are present in digital
photobooks, we have made two important observations:



86 Multimodal Semantic Photo Analysis

• The main object is most of the time placed in the middle of the photo making this
part more important to the user than the rest of the photo.

• Person are the most important motif in photos. Thus, emphasis should be put on
persons in a photo.

These two observations have lead us to extend the general saliency by Itti&Koch in the
following way: To model the first observation we determine a map of the same size as
the saliency map following a gaussian distribution with the origin placed in the center of
the map. By this, the most important region is shown in the middle and the importance is
decreasing towards the sides and corners of the input image. Additionally we determine
a map where regions corresponding to a face detected via the face detection component,
are showing the maxim value (256) of the map and regions without a face the minimum
value (0). The result are three maps which are combined into a combined importance
map. Mathmatically, the importance map can be described as follows:

Imp(x, y) = wfaceMface(x, y) + wsalMsal(x, y) + wgauss255 exp
−( (x−

X
2 )2+(y−Y

2 )2

2s2

This function can be adjusted by the three weights for each each map with 1 = wface+
wsal + wgauss and the steepness of the gauss map adjusted by parameter s. A higher
value for s gives more emphasis for the inner part of the photo. We have empirically
determined that the values wface = 0.3, wsal = 0.5, wgauss = 0.2, s = 130 are a good
tradeoffs for most applications and photos.

An example of such an importance map in depicted in Figure 6.5. It is screenshot of
the MeTaxa workbench visualizing the different maps. Based on the combined impor-
tance map the input is automatically cropped by selecting the part of the image which
corresponds to maximum mean value of pixels in the corresponding importance map.
On the right visualizations for the different maps are shown. From top to bottom these
are the Gaussian map, the combined importance map, the face map and the saliency map.

6.6 Summary

In this chapter we have described a novel software architecture for the component-based
analysis of digital photos. This architecture is in first place meant as one component
in the photobook creation process and nevertheless easily be used as a general archi-
tecture for other photo analysis applications. The key idea behind this architecture is
to intelligently divide the analysis process into smaller components which can easily be
rearranged and substituted by other components. For this, every component provides
which kind of metadata it expects and which kind of metadata it provides as output for
other components or applications.

Additionally, a couple of novel methods have been described in this chapter which are
important for the automatic generation of digital photobooks. AMong these are methods
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Figure 6.5: Determining an importance by extending the Itti-Koch saliency model with a gaus-
sian map and a face map. The image is automatically cropped based on the combined importance
map.

for In- and Outdoor detection based on multimodal metadata, Importance Map genera-
tion as an extension of the Itti-Koch saliency model, and social network derivation.

The MetaXa photo analysis architecture is the basis for the automatic retrieval and
also the layout system which are described in the following chapters.
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7 Retrieval

Selecting a meaningful subset of photos from a large photo collection is an important
step when designing a digital photobook. A typical scenario is e.g. the selection of
the best photos from a holiday trip, where several thousands of photos have been shot.
Usually, the user does not want to use all of these photos for a photobook, but rather
a selected and meaningful subset, which best represents the underlying event and is
visually pleasing. A large amount of photobooks (See Chapter 5) covers photos from a
period of about 1 year. Typically, all photos shot by a person in this year are way too
much for a typical photobook and thus a selection of the best photos of the is needed.
From the analysis of real world photobooks we can see that users tend to use mechanisms
for the automatic selection of photos. This both means that photos are selected and that
there is a need for automating this process.

But, what is a good selection of photos and more specifically what is it for a photo-
book? Several works have been published for determining the aesthetic value of pho-
tographs (see Section 3.2.3). However, only few works actually approached the problem
of sub-set selection in general and the selection for photobooks in particular. Recently
Yeh et. al. [YHBO10] have proposed a system for personalized photo ranking and se-
lection. However, as with most approaches, this work also only considers the content of
photos to determine their importance for the user. As it very early became clear that “One
way to resolve the semantic gap comes from sources outside the image ...” [SWS+00]
surprisingly no work so far has considered to also take these sources outside the image
into account for photo selection. One result of the analysis of photo usage in Chapter 4
is that for a meaningful selection of photos one has to not only consider the single photo,
but set this photo in context to other photos in the set. Also this aspect has so far seldom
been considered.

Following this considerations in this chapter we propose a clustering and selection
framework for digital photos. In contrast to other works in the field, it follows a hybrid
approach to consider both the content and the context of photos and follows a two-step
selection process by both considering the single photos, but also the importance of the
event this photo belongs to.

The approach is driven by the following assumptions for a good selection of photos
for a photobook:

1. All photos should be aesthetically pleasing and show a good quality.

2. The underlying event or events should be covered as good as possible. This means
that every sub-event should at least be represented by one photo, even if this photo or
other photos of the same event are of comparably low quality.

3. Near-Duplicate photos should be avoided. Often, an important scene is photographed
more often than once to be sure that at least one good picture is taken. Usually, not
all pictures should then be taken for a good selection, but rather the best out of this
series.
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Figure 7.1: Architecture for photo selection

4. From the analysis in Section 5 we can conclude, that the presence of people is very
important for a good selection for a photobook. Thus, photos with people should be
favored over photos not showing people.

These assumptions were compiled by interviewing several people on their photo se-
lection behavior as well reviewing the results of the study on human image appeal by
Savakis et al. [SEL00]. The authors have performed a ground truth experiment on 11
persons to rank photos according to their relative appeal. One of the main outcomes
was, that image appeal does not directly coincide with image quality, but is rather influ-
enced by the presence of people in the photos and the relation between photos regarding
support to represent the underlying event.

An overview of the proposed system is shown in Figure 7.1.The underlying principle
is the distinction between the rating of events or groups of photos and the rating of single
photos. This meets both assumptions (1) and (2). The ratings for the single photos and
the corresponding cluster are then combined to derive an overall score for every photo.
In an intermediate step near-duplicate photos are detected and rated accordingly. The
result of a selection process is a subset of of the input photo set grouped into separate
events. In the following the details of the proposed selection system are described.

7.1 Event Rating

One outcome of [SEL00] was, that image appeal is not only based on a single photo but
also on the context it is bound to. Thus, the photo itself is considered for a selection, but
rather the underlying event. This hypothesis is also backed up by the results presented in
Section 4.3.1 where a correlation between the rating of photos and corresponding view
durations in a slideshow of photos of the same event could be found. Thus, as one part of
the overall photo rating the proposed system considers the importance of the underlying
event.
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To be able to perform such an event rating on a photo set, two task have to be done: (1)
The identification of events and (2) the rating of events. For the identification of events in
a photo set, several algorithms have been proposed (see Section 3.4.1 for an overview).
The main means to distinguish between different events in a collection are time and place
[NSPGM04, COT06]. However, only a very small portion of photos today is equipped
with a location tag. Thus, for the determination of events in a photos the proposed system
relies on a combination of time information and content-based similarity, developed in
the PhotoTOC system [PCF02]. For this, the photos are first ordered according to their
tim stamps present in the Exif header (it is assumed that every photo contains a valid
Exif header). The problem of finding clusters is broken down to the problem of detecting
noticeable gaps in the photo creation times. These gaps are assumed to correspond to a
change of an event. The proposed system follows the same adaptive approach of Platt
where a gap is considered as an event break when its length is much longer than the
local gap average. Because gaps follow a very large dynamic range, e.g. can range
from seconds to months, the detection algorithm works on logarithmically transformed
gap times. It is assumed, that for every photo p from a temporally sorted set P =
{p1, . . . , pn} of photos a time stamp t(p) can be be extracted. The gap between two
photos is defined as gi = t(pi+1 − t(pi)). A gap defines a cluster break if the following
condition is met:

loggi ≥ K +
1

2d+ 1

d∑
j=−d

log(gi+j) (7.1)

K is a suitable threshold (empirically chosen to log(17)) and d defines the window size
(chosen to be d = 10).

Having determined a set photo clusters from an input photo set, the clusters are indi-
vidually rated. For this, again, several assumptions are made which influence the impor-
tance of a specific event. In the following it is assumed, that a given set of photos P is
clustered into a set of photo clusters C = {c1, . . . , cn} where P = c1 ∪ . . . ∪ cn. For
every photo pi ∈ P a unique cluster C(pi) ∈ C exists.

Nr. of photos

If one event comprises of comparably many photos it is assumed that this event is more
important than other events with fewer photos. As a measure for this the we define

Rc1(p) =
#C(p)

max(#c1, . . . ,#cn)
(7.2)

Cluster Distance

If an event is temporally isolated compared to other events, it is assumed that this specific
event is more important than events which are close together. In our system this is
modeled as follows: For every cluster ci ∈ C a gap gi is defined which is the temporal
distance of its first photo to the last photo of the preceding cluster. Then a rating for a
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photo p ∈ ci in this cluster is defined by the following formula:

Rc2(p) =
gi + gi+1

2 ∗max(g1, . . . , gn)
(7.3)

Intra-cluster similarity

If photos are very similar throughout an event, we assume that one specific motive was
shot more than once and thus was especially important to the photographer. As a rating
for the similarity inside a cluster the average, pair-wise similarity of all photos in a
cluster is taken. As a similarity measure the MPEG-7 Color Descriptor is chosen. The
scores (similarity measures) are normalized to 0 . . . 1 where 0 designates the cluster with
the lowest similarity and 1 with the highest. The rating is defined as Rc3.

7.2 Single Photo Rating

The perceived quality of a photo depends on several factors and the scientific commu-
nity has developed several methods for deciding about this (see Section 3.2.3). All ap-
proaches have in common, that they usually rely on a combination of different ratings
for different aspects to compile an overall score. The approach presented in the follow-
ing follows this same basic approach, but differs in the choice of different aspects of
features. The driving paradigm is the same as presented in some of the newer research
outcomes [DLW07, YHBO10, CI10] which rate a photo according to the conformance
to common photographic rules and aesthetic principles. However, these works solely
concentrate analyzing the content of photos. Additionally, the proposed system takes
also the context of photos and even the combination of content and context into account.
In the following, the different aspects are described in more detail.

Rule of Thirds

The rule of thirds is one the most well-known photographic composition principles
[Kra05, GS90]. The main idea is, that the main object(s) should not be placed in the
middle of a photograph, but roughly at one of the intersections of imaginary lines divid-
ing the photograph equally into 3 horizontal and 3 vertical parts.

In the selection system, two methods are used to rate the degree of conformance to
this rule. The first method employs a importance map (See Section 6) to detect the most
important points of the image (Figure 7.2a). This map is then binarized with an adaptive
threshold filter to eliminate noise, and small and less important parts of the image. This
binarized image is then rated according to the following formula:

Rs1(p) =
∑

s∈bin(sal(p))

swmap(sx, sy) (7.4)

s designates the value of a point in the binary map which is either 1 or 0 and sx, sy the
coordinates of this point. wmap is a weight map which basically rates a pixel higher
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(a) Importance Map (b) Binary Map (c) Weight Map (d) Detected Atten-
tion Points

Figure 7.2: Rule of thirds Rating

the closer it lies to one of the key points conforming to the rule of thirds. The map is
depicted in Figure 7.2c. It is built as follows:

wmap(x, y) = e
− (y−Y

3 )2

x2+y2 + e
− (x−X

3 )2

x2+y2 + e
− (y− 2Y

3 )2

x2+y2 + e
− (x− 2X

3 )2

x2+y2 (7.5)

X and Y designate the height and width of the input photo.

Color Harmony

Besides the overall composition of photos regrading the position of dominant objects,
another important factor to rate a photo is the color composition of a photo. Certain
color combinations are perceived by the human eye as more pleasing than others and
thus humans generally prefer harmonic color combinations. The harmony of colors is not
decided by specific colors but rather by their relative position in color space [COSG+06].
Professionals generally intuitively chose harmonic combinations of colors, but looking
closely at pleasant combinations of colors, several rules can be derived. Itten [Itt97] has
proposed several rules or color schemas which are considered as harmonic to the human
eye (See Figure 9.2). These color schemas can also be used to decide about the color
harmony of an image.

Given a harmonic scheme (m,α) a function F (p, (m,α)) is defined which measures
the color harmony of a picture p with respect to this scheme [COSG+06]:

F (p, (m,α)) =
∑
x∈p
||H(x)− ETm(α)(x)||Ṡ(x)Ṡal(x), (7.6)

where H and S denote the hue and saturation. The original formula from Cohen is
extend with an additional factor Sal(x) which corresponds to the saliency of the respec-
tive pixel (See Section 6.5.4) The distance || . . . || corresponds to arc-length distance in
radians on the hue color wheel to the closest border of a sector in the corresponding
template.
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Intensity

(a) Underexposed (b) Good Exposed (c) Overexposed

Figure 7.3: Different levels of exposure and corresponding intensity histograms

A common problem in typical photos shot by amateurs is over- and underexposement,
thus photos are often much too light or much too dark. The intensity of a pixel is,
e.g. encoded by the Hue Channel in the HSV color space. Sometimes it is wanted that
certain parts of a photo are very dark or very light, e.g. a wedding dress of photo showing
a wedding couple. Such photos are not perceived as under- or overexposed. However,
calculating the average pixel intensity of such a photo would result in a relatively high or
low value respectively. A good way to decide about a pleasant exposure is to look at the
intensity histogram which should ideally show gaussian like distribution over the whole
spectrum. Examples and corresponding intensity histograms are shown in Figure 7.3.
Thus to rate to the intensity of an image, the distance of its intensity histogram to an
ideal Gaussian distribution can be taken:

Rs3(p) =
1√∑k

i=1(histi(p)−
1√
2π
e−

1
2
( i
k
)2)2

(7.7)

Intensity Balance

Besides an adequate overall exposure of an image, a good photo creates an impression
of balance, which is also a fundamental principle in photographic composition. Thus,
ideally all objects in a photo should be equally distributed over the photo and the photo
should evenly be exposed throughout the photo. Figure 7.4 shows examples of a bal-
anced and an unbalanced image. This can be modeled by comparing different areas of
an image regarding their intensity histograms. To simplify this task, we only compare
the right and the left part of an image:

Rs4(p) =
1√∑k

i=1(histi(pleft)− histi(pright))2
(7.8)
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(a) Balanced (b) Unbalanced

Figure 7.4: Examples for balanced and unbalanced intensity within an image

Sharpness

Unsharp pictures are a common problem in consumer photo shots, e.g. caused by shak-
ing the camera having chosen a long exposure time or due to a malfunction in the auto-
focus of the camera. In most cases, a photo is perceived as sharp when a large amount
of sharp edges is present in the photo. Thus, a rating for the sharpness of a photo can
be done by counting the number of detected edges from its sharpness histogram (See
Section 6.3.1):

Rs5(p) = 1− sharphistnonedge(p) (7.9)

Presence of people

According the analysis of existing photobooks in Chapter 5, people are present on more
than 70% of all photos on average in a photobook. Thus, the presence of people is an
important way to select photos. Rather than solely taking the number of people as an
indicator, the face-covered area is taken as a feature. This avoids that photos are favored,
where many people are shown, but rather small or in the background and thus are not
the main object in an image:

Rs6(p) =
FaceCoveredArea(p)

Area(p)
(7.10)

7.3 Combination and Selection

As depicted in Figure 7.5 the actual photo selection is done in several steps. First an input
photo set is clustered according to the clustering algorithm described above. The individ-
ual clusters are then rated according to the different cluster features and the additionally
single photos are rated separately according to the different single rating features. An
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overall rating for a photo is then determined as follows:

R(p) =
3∑
i=1

wciRci(p) +
6∑
i=1

wsiRsi(p) (7.11)

This overall rating function is parametrized by the 9 weighting factorswc1, . . . , ws3 and
ws1, . . . , ws5. As an additional step, the photo clusters are scanned for near-duplicate
photos. These are clusters where the intra-cluster similarity exceeds a certain degree.
From these clusters, the weighting of the best photo, according to the single photo rating,
is increased, while the rating of other photos in the cluster is decreased.

Figure 7.5: Screenshot of retrieval workbench to manually tune selection parameters

In Figure 7.5 a screenshot of a workbench is shown to manually adjust the parameters
for the retrieval system. In our experience, the choice of suitable parameters is highly
dependent on the kind of photos and the application of the retrieval system. E.g. for
the application of automatic photobook creation one has to take into account the number
of desired pages, the size of the individual pages and the maximum number of desired
photos per page. Thus, the we did not aim to find an optimal set of parameters for the
selection process but rather to provide a flexible toolset which takes into account the
most important aspects which drive the human selection process.
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7.4 Summary

In this Chapter we have provided a novel system for the automatic retrieval of photos
from a larger set of photos which is flexible enough to be used in various retrieval tasks.
The system both provides means to select the most important photos from an input set
as well clustering these photos in a meaningful way. Its primary application is the use in
the automatic photobook creation process.

The novelty of the proposed retrieval lies both in the explicit consideration of multi-
modal metadata driving the selection and introducing and explicit cluster rating step into
the selection process which is motivated by modeling the human photo taking behavior
which is usually driven by events that lead to photos taken in bursts.
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8 Augmentation

With the increasing availability of online communities and the trend to collaboratively
tag and organize shared multimedia content, a great potential lies in utilizing this ever
growing pool of knowledge and media to augment personal photobooks and add collab-
orative content and knowledge to the personal media collection. Imagine, e.g., having
spent a nice holiday in Paris but having missed the chance to take a decent picture of
the Eiffel tower. This missing photo might be searched on a photo community site like
Flickr and added to the personal media set. For photobooks, a day in Rome could be aug-
mented by a description of the Colosseum from a Web 2.0 travel blog. The Internet is
an ideal pool to search and find collaboratively created content to augment the personal
media collection.

The sources for the photobook contents are not only solely the users’ own hard disks
any more. The results of the analysis of real-world photobooks in Chapter 5 shows, that
most photobooks already contain photos from more than one camera. With the growing
success of photo sharing platforms and photo sharing in social networks, photobooks
are more and more getting a representation of the users’ social interactions: Important
photos not only sit in the users’ personal accounts, but are are spread widely over their
social network [RSB10]. This social aspect is also present in the users’ photobooks:
Typical events seem to incorporate people to a quite large degree and photobooks are
often a reflection of the authors’ social life.

One of the key features of the Web 2.0 is the fact, that it contains a vast amount of
user generated content and often interfaces on standardized web technologies (REST,
JSON, RSS, ...) to easily access this content from applications. Users can also shape the
content in the Web 2.0 world themselves: They can add, delete, comment, organize and
alter content. A good example for this are photo communities: One can add or delete
a photo, tag it in various ways add it to groups or comment it. Several of the provided
Web 2.0 services are of interest for the creation of personal photobooks.

One way to employ the Web 2.0 is to directly add content to a personal photobook.
Semantics, like descriptions or locations, extracted from the photobook can be used to
formulate adequate search requests to, e. g., photo community sites like Flickr or online
encyclopedias like Wikipedia.

Besides photos, other visual media can be an attractive means to enrich personal pho-
tobooks. With the availability of location information from the photobook, for example,
geographical maps from services like Google Maps or Yahoo Maps can be retrieved.
A map showing the route taken in a 4-week trip to Mexico can, e. g., be added to the
beginning of the photobook.

Also textual content can augment one’s personal photobook. For example, web ser-
vices like geonames.org provide a geographical name, like a city or country, for a given
GPS-Position. This can be used to, e. g., be added as a label to a specific photo in the
album, which is equipped with a GPS datum. But it can also act as a search request
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to other services. The result can be, e. g., a Wikipedia article describing the place the
photos were shot. An excerpt, perhaps the first paragraph, can be used as a description,
which can be added to the photobook. Also photo communities often provide rich textual
descriptions of photos.

In this Chapter a generic system is described which leverages contextual information
which is available during a photobook design process to retrieve content from the internet
as a sensible extension to the individual photobook. For this generic system a couple of
modules are provided to support geographical maps, photos and textual content. The
system is meant to be integrated into the generic photobook design process.

8.1 Rule-based Content Augmentation

The core idea of the photobook augmentation system is to automatically decide which
kinds of contents are sensible for a specific part of a photobook (page, double page,
chapter, ...) and then to try to retrieve this content from the web. In a nutshell, for
an input photobook, the system formulates a number of search requests which results
are then integrated into the photobook. To be able to perform adequate search requests
on web services a good semantic understanding of the photobook and its content is
needed. One way to achieve this is to extract metadata from the photos itself. For
this the photo analysis system presented in Section 6 is used. Additionally, semantics
are derived from the structure of photobook, e.g. the number and size of photos on a
page. The more information is available the easier it is to formulate adequate search
requests. To not blindly flood the photobook with content when certain information are
available, it is necessary to limit the amount of added content by putting restrictions on
the augmentation process. For this we follow a rule-based approach. Each rule stands for
the definition of one specific kind of content which is subject to augment the photobook.
A rule consists of a set of preconditions which have to be met in order to have the rule
evaluated, a description of what content should be queried with what parameters and how
this content should be integrated into the photobook. An example for such a precondition
can be, e. g., that the amount of photos on a page should not exceed a certain number
to prevent the photobook page from appearing too packed. For actually performing a
request on a web service, definitions for such services have to be provided which have
to be registered to the system.

Figure 8.1 shows an overview of how rules are used to integrate Web 2.0 content.
An existing set of photos or a photo album together with relevant semantics is used to
determine which rules are applicable for the photobook, that means for which rules the
preconditions are met. These rules are evaluated, that means it is determined if a service
is registered that provides the requested content. It is possible that more than one service
has to be called for this. A good example for this is a query to Flickr to retrieve photos
which are tagged with the name city other photos on a page are tagged with. When these
tags are not available but the photos contain GPS data, the corresponding city name can
be retrieved from a web service such as geonames.org.
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Figure 8.1: Steps of integrating Web 2.0 content into a photobook

The resulting content is integrated into the photobook. How this is done is defined
by a set of rules. The photobook user can, but does not have to be integrated into this
process. He can, e. g., control which parameters are used for querying external sources,
perhaps by manually adding annotations to a specific photobook page. It is also possible
that rules do not define how content should be added to the photobook but that the users
can choose from a list of automatically retrieved content.

8.2 Augmentation Rules

Rule

AbstractCondition

ComplexCondition
operator {and,or}

SimpleCondition
attribute : Metadatum
value
operator {>,<,>=,<=,!=,=}

2
operand

1

Action
type : {map, photo, text}
attributes
source : DataSource {optional}

1 1..*

Figure 8.2: UML Class Diagram for he representation of rules for querying external data sources

For the definition of rules we distinguish between four granularity levels: A rule ap-
plies either to a photo, a photobook page, a photobook section or a whole photobook. A
rule consists of a condition and an action. The condition itself can be a basic condition or
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a complex condition which combines two rules by a boolean operator. A basic condition
defines a simple restriction, e. g. the number of pictures on a page is three or more. The
action part of a rules defines what should be retrieved if the condition are fulfilled. This
is the type of media (a map, a text, image, ...) and a set of parameters for this media
type. These are static parameters like a text length restriction. The data source from
which the content should be retrieved is an optional attribute. If not present, the pool of
defined data sources is searched for a suitable web service. An overview over this model
is depicted in Figure 8.2.

We briefly describe each rule and present a semi-formal definition based on OCL1.

Evaluate Location

A rule does not necessarily have to lead to instant visible changes in the photobook. The
following rule enriches a photo which consists of a GPS information with the according
location names.

context Photo::evaluateLocationEnrichmentRule()
pre: captureLocation -> notEmpty()
pre: countryOfCapture() -> empty()
pre: cityOfCapture() -> empty()
pre: streetOfCapture() -> empty()

body: let
parameters = captureLocation()

in
countryOfCapture =

ServiceConnector::
getCountry(parameters).content)

cityOfCapture =
ServiceConnector::

getCity(parameters).content)
streetOfCapture =

ServiceConnector::
getStreet(parameters).content)

Evaluate Map

This rule applies to a photobook page. It says that if the number of photos on a page is
not larger than two and if at least one photo consists of a location information, a map
should be retrieved with these locations as parameters and the map should be added to
the page.

context Page::evaluateMapRule()

1 Object Constrained Language
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pre: photos -> size() < 3
pre: photos -> size() > 0
pre: photos -> exists(photo |

photo.captureLocation -> notEmpty())
body: let

parameters = photo.captureLocation()
in

photos = photos@pre.union(
ServiceConnector::
getMap(parameters).content)

Evaluate Location Label

This rule employs information from the photo level rule defined above can use this in-
formation to add a descriptive label to the beginning of the album episode, if all pictures
have been taken in the same city.

context AlbumEpisode::evaluateLocationLabelRule()
pre: pages.first().pageLabel -> empty()
pre: pages.photos ->

forAll(p1, p2 |
p1.cityOfCapture = p2.cityOfCapture)

body: let
label = pages.photos.first().cityOfCapture

in
pages.first().pageLabel =

’Visiting ’.concat(label)

Evaluate Title Picture

The following rule looks for an additional photo for the title page when a title is present
in a photo album.

context Album::evaluateTitlePictureRule()
pre: episodes.first().

pages.first().photos -> empty()
pre: title -> notEmpty()
body: episodes.first().

pages.first().photos@pre.union(
ServiceConnector::
getPhoto(title))
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Connectors to Web 2.0 sources

The rules in the previous paragraph do not define, how content is actually retrieved.
Instead a single service connector is called for this. The idea behind this is to keep
the rules independent from specific services. Concrete definitions for services can be
registered at this service connector. An example for such a service is:

context GoogleMapsService::getContent(parameter)
pre: parameter.captureLocation -> notEmpty()
post: result.type(’Map’)

This definition specifies that the provided parameters should consist of at least one
location metadatum and that content of the type Map is provided. Based on these pre-
conditions and the provided output the right service for a rule can be chosen.

8.3 Integration into photobook creation process

The described system and exemplary rule sets are meant to be integrated in into the
automatic photobook creation process. This can either be done in a fully automatic or
an interactive way:

In a fully automatic approach the system is integrated as shown in Figure 2.1. Here
the augmentation is done after selecting and clustering, but before actually placing the
photos on the individual photobook pages. Based on the defined rule and available infor-
mation the individual photo clusters are augmented with additional content. A screenshot
as part of a wizard for the automatic photobook generation is shown in Figure 8.3a. Here
the user can choose, if the photobook should be augmented with additional content or
not.

In addition the augmentation is automated in the manual photobook design process
when the user is adjusting an automatically designed photobook or has started a photo-
book from scratch. In this approach the user can choose which part of the photobook
(current page, episode or album) should be augmented and with what kind of content.
An example of such an interaction with the system is shown in Figure 8.3b. In this exam-
ple photos are shown which are relevant for the current page. For this the augmentation
rules are chosen which correspond the page level and result in the media type image.
In this concrete example some photos on the corresponding page were equipped with a
location stamp in the Exif header and a rule to search for nearby photos at Flickr has
been chosen.

8.3.1 Examples

Figures 8.4 - 8.7 show examples of the application of the augmentation system. Figures
8.4 and 8.5 are the results of a manual application of augmentation rules according to
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(a) Automatic (b) Semi-automatic

Figure 8.3: Dialogues as part of a wizard for the automatic generation of a photobook. On
the automatic variant the user can only decide, of the photobook should be augmented with
additional content or not. In the semi-automatic variant he can augment parts of the photobook
within manual authoring process.
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the dialogue shown in Figure 8.3b. The user has chosen to augment the the current
photobook part with additional content. As some of the photos are augmented with
location information the rule Evaluate Map is applied to the page. In the system a
map service connector is defined which retrieves a map from Google Maps where the
locations of all photos on the page are shown. This map is then added to the current page
and the design of the page is then rearranged (See Chapter 9 for details on this). The
second example in Figure 8.5 shows the application of a rule to retrieve additional photos
from the same location from FLickr when the there is only one photo on the current page
which consists of location information. The retrieved photos are added to the page and
the layout is again rearranged.

Figure 8.4: Application for a rule to augment a double page with a suitable geographical map if
location data is available.

The example in Figure 8.6 shows the integration of the augmentation system in a web-
based photobook design tool based on Microsoft Silverlight. The photos on the shown
page were all taken near the Louvre and are equipped with location information. The
has been augmented with a map retrieved from OpenStreetmap containing thumbnails
of the photos at the respective places they were taken. Additionally an excerpt from a
Wikipedia article was added with the help of the web service DBPedia. DBPedia is a
semantic layer on top of Wikipedia which enables developers to access the metadata
of articles through a webservice. In this case the location information attached to the
Wikipedia article for Louvre was used to retrieve the article describing a place which is
the closest to the pictures shown on the page.

8.4 Summary

We have described a method for the automatic and interactive augmentation of digital
photobooks with the web. This approach is based on the definition of rules which in-
telligently combine semantic information present in the photos and the photobook and
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Figure 8.5: Example of augmenting a photobook page with Flickr photos based of text on the
photobook page.

Figure 8.6: Integration of augmentation system in a prototype based on Microsoft Silverlight.
Automatically added contents are a generated map showing where the photos on the page were
shot and an excerpt from a Wikipedia article describing the visited place (Louvre in Paris).
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Figure 8.7: Integration of augmentation system in the xSmart authoring system. The title page
of an album is augmented with a geographical map showing places visited in a USA trip and a
descriptive text retrieved from Wikipedia.

webservices suitable for the augmentation. In this chapter we have proposed connecters
to exemplary webservices providing image, geographical maps and text content, which
are common additions for photobooks. However, our system is flexible enough to be
extended by additional connectors.



109

9 Design and Layout

Crucial for visually appealing compositions of photos are the layout and the design of
the photos in the 2D space. By the layout and style of the composition on the users
aim to create visually appealing presentations which should reflect his or her experience
of the event captured in the photos. The layout of these composition typically defines
the size, rotation and placement of content elements. The design includes aspects such
as color schemes, additional design elements in the presentation, or decorations of the
content.

People appreciate if their composition of photos looks nice and makes a nice present
or souvenir. The creation of an appealing photo composition, however, can become a
very tedious task. Many users do not have the compositional skills and the technical
skills needed in a creative authoring process with today’s commercial editing programs.
Research and industry started addressing the demand of photo compositions by automat-
ing certain aspects of the design and layout processes. Applications such as the Smile-
Book photobook creator1 or Apple’s photo management system iPhoto2 provide rich
sets of professionally designed templates defining the layout and design of photobooks,
calendars, greeting cards and so on. The underlying templates are prepared by skilled
designers with a sufficient knowledge about principles of layout and design. With the re-
spective authoring tool the end user can then add photos and select the desired template.
A few clicks and these tools fills placeholders with the user’s personal photos and create
the photo composition. Presentations created this way usually lead to a pleasing result
but rather factual and uniform presentation, due to the limited amount of templates for a
given number of photos. Skilled users might exploit all the different options of profes-
sional graphics authoring tools and typically spend much time to manually achieve an if
at all satisfying result. Depending on the user’s abilities the results might be great but
given the skills and the time the author needs to create the composition this is addressing
only a few expert users.

The dilemma is that the unexperienced and potentially technically uninterested user
has no way of becoming a good designer by the tool. The latter, however, is a crucial
factor when it comes to the commercialization of photo products such as photobooks,
calendars, or posters. In an age in which the number of digital photos is exploding, com-
panies in the field of photo finishing and photo services are searching for new products
and business models to convert these photos into visually appealing digital presentations
or physical products. We argue that the driving factor for success will be to bring design
to the people, i.e., to transfer knowledge from visual arts and design into a wizard-like
authoring environment. We can literally hear the outcry by professional designers say-
ing that layout and design will never be automatable and that the end result will never be
meeting the standards of a manually and professionally curated presentation. Well, let’s
give it a try and see how far we can get for the end consumer.

1 http://www.smilebooks.com
2 http://www.apple.com/ilife/iphoto/

http://www.smilebooks.com
http://www.apple.com/ilife/iphoto/
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In this chapter, we present an approach for the automatic generation of photo com-
positions based on fundamental design and layout principles. We follow a generative
approach in which the photo composition is created from a set of underlying rules. Each
composition is unique and arranged according on the individual photo set.

Existing approaches are either purely template-based or provide algorithms that pro-
ducing layout that are usually not following any sophisticated, aesthetic design princi-
ples. We take a different approach and specifically take aesthetic rules as our starting
point. Additionally, we explicitly consider not only photos but also media types such as
texts into account for the resulting layout and accommodate for the specific characteris-
tics of these. Finally, we take the content of photos into account to a degree not present
in other approaches by considering features such as the color layout, the saliency, and the
presence of faces in the photos for the design of backgrounds, the spatial composition
and the placement of photos in the foreground and background.

Our technical solution heavily relies on the use of genetic algorithms as these very
much comply to the nature of our problem. Therefore we want to quickly review the
rationale behind genetic algorithms and how they apply to our approach. Genetic al-
gorithms do not mimic or model a specific process, but create solutions more or less
randomly and evaluate the results according to certain criteria. This very much fits our
problem for album page layout as it is very hard to come up with an algorithmic so-
lution to produce a pleasant layout. It is however possible to find measures for certain
characteristics and provide ratings for the compliance to certain rules. The general idea
behind genetic algorithms is to simulate evolution by generating several potential solu-
tions (populations) and then to combine (crossover) the best solutions (survival of the
fittest) resulting in a better population of better solutions which is fed back into the evo-
lution cycle (illustrated in Figure 9.1). As in evolution, also inferior solutions can survive
by chance or a solution can mutate randomly. When applying this general concept to a
specific problem, three important tasks have to be performed:

• The solutions to a problem have to be encoded somehow in a specific data structure
or genotype. A specific instance of such a genotype is called a chromosome which
consists of several genes, possibly organized in a specific structure. Another impor-
tant task is to provide methods to translate a chromosome into the actual solution of
the problem (phenotype).

• Based on a defined genotype specific genetic operators have to be defined which
combine two chromosomes (crossover) or mutate a given chromosome by altering
the values of its genes or altering the structure of the chromosome.

• The most important task is define a fitness function. This fitness function rates a
specific chromosome and thus decides if it is kept for the next evolution or not and
determines the best resulting solution.

The rest of this chapter is organized as follows. We identify relevant design and layout
rules from the literature and examples of professionally designed photo albums which
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Figure 9.1: General layout of genetic algorithms

are the basis for the development of our automatic layout system described in Section
9.1. These rules are the basis for our system for automatic photobook layout presented
in Section 9.2. This system is implemented in two applications described in Section 9.3
before closing with a conclusion.

9.1 Aesthetic Principles for photobooks

One does not need to be a skilled designer to distinguish between an appealing pho-
tobook presentation and an unaesthetic photo presentation. Some photobooks instantly
catch the viewer’s eye and others are not really a pleasure to look at. Looking more
closely at such photobooks reveals certain patterns and applied rules regarding layout
and design in the more appealing books. Many of these rules have been known for a
very long time and are employed by skilled artists and designers. In this section, we
review selected rules for visual layout from the literature and discuss how they can be
mapped to the automatic generation of photobooks. We also analyze samples of photo
compositions that have been built by skilled designers to verify the usage and applica-
bility of these rules in the context of our domain.

9.1.1 Principles of layout and design

The rules and principles we consider for visual layout are mainly adopted from the the
works presented in [Itt97, LHB03]. Lidwell [LHB03] gives a good overview over univer-
sal design principles which are approved over many years by many designers. Addition-
ally Itten [Itt97] provides a good overview over different models for color combinations.
From [LHB03] we identified those principles which are in our opinion applicable for
photobooks. We divide these principles into the categories spatial layout, color layout,
and highlighting. We show how these principles are eligible and applicable for photo-
book designs.
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9.1.1.1 Spatial layout

Two of the central aspects of a layout are the size and position of the contained items.
A well-known underlying principle creating the impression of balance and stability is
the golden ratio (divine proportion) which describes a rule for the relation between two
lengths: If a line ac is divided by a point b into the segments ab and bc the resulting
sections follow the golden ratio if bc/ab = ab/ac = (

√
5 − 1)/2. A similar proportion

can be achieved by employing the Fibonacci sequence, which is defined recursively:

Fib(i) =

{
1 i = 0, i = 1

Fib(i− 2) + Fib(i− 1) i > 1

The proportion defined by two consecutive Fibonacci numbers is similar to the golden
ratio. By taking more elements of a Fibonacci sequence into account, additional visually
appealing proportions can be determined. These principles can be applied to many as-
pects in the photo composition such as the proportions of the size of different sub-areas
or the position and relation of width and height of items on a page. Layouts following
these principles are usually perceived as more balanced and appealing than layouts that
do not. Golden ratio and Fibonacci sequence are well-known for the design of still im-
ages, e.g., by placing the horizon or the main object in a picture not in the middle of
the image but at a point according to the golden ratio or the Fibonacci sequence. When
thinking of photo collages these principles can be employed when placing photos on
a page, e.g., at or along sections of virtual horizontal and vertical lines following the
golden ratio. Similarly, the aspect ratios of photos and more general logical subareas in
a collage should follow these rules to create a balanced and visually pleasing layout.

Another principle for distributing objects and partitioning areas are different forms of
symmetry. According to [LHB03], symmetry creates an impression of health and bal-
ance. Lidwell distinguishes between different kinds of symmetry: reflection symmetry,
rotation symmetry, and translation symmetry. Reflection symmetry refers to the mirror-
ing of an equivalent element around a central axis or mirror line. Rotation symmetry
is referred to the rotation of equivalent elements around a common center. Translation
symmetry refers to the location of equivalent elements with the same orientation and
size in different areas of space. Translation symmetry is often combined with additional
restrictions such as the placement of several elements along a line. These symmetry
principles can, e.g., be seen in nature: A butterfly or a human’s face exhibit reflection
symmetry, a sunflower exhibits rotation symmetry in its petals around the center of the
blossom. These symmetries can be used to distribute photos over a page and also to
partition the page in subareas that are filled with different photos.

9.1.1.2 Color layout

When different colors are applied to the same design they usually lead to different per-
ceived emotions [LHB03]. An important guideline is to limit the number of colors to the
amount which can be processed at one glance. [LHB03] suggests about 5 colors for this.
In the following, we present the principles for combinations of colors and the choice of
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a color in different situations.

Color combinations: We can observe that some color layouts are perceived as more
appealing than others. Looking more closely at such appealing color combinations one
can observe a number of patterns. [Itt97] has structured such combinations of colors
in different color schemes. One of the main attributes of a decent color layout is the
limitation of colors. [Itt97] suggests not to consider more than three and has structured
such color combinations into six schemes which are depicted in Figure 9.2. The color
wheels are a flat representation of the HSV color scheme where the angle designates
the hue value and the distance to the center the saturation of the color. One can see
that different saturations of the same hue can always be combined which is shown in
the monochromatic scheme (a)) which only allows the same hue value for all colors.
Other combinations incorporate adjacent colors (analogous, b)), colors at the corners of
a symmetrical polygon circumscribed in the color wheel (triadic,c) and tetradic,d)) or
opposing colors (complementary,e)). The split-complementary scheme (f)) is a variation
of the complementary scheme where additional, adjacent colors of the two opposing
colors are allowed. These color combinations can not only be found in artificial design
but are also present in nature, e.g., in color combinations in the petals of flowers.

(a) Monochromatic (b) Analogous (c) Triadic

(d) Tetradic (e) Complementary (f) Split
Complementary

Figure 9.2: Different color schemes [Itt97]

We employ these color schemes to rate the overall color layout of a photobook page

Color choice: Color schemes provide an easy way to algorithmically determine com-
binations of matching colors. To employ these rules for photo collages we have to decide
for which colors we want to determine matching colors. We opted to determine the col-
ors based on those colors appearing in the pictures contained in the presentation for two
reasons: Colors that appear in nature, such as in landscape images, are perceived as har-
monic and natural [Itt97], which is a good starting point for finding matching colors.
Second, colors in the images are part of the overall color layout of a photo composition



114 Design and Layout

anyway. Thus, it is reasonable to consider the dominant colors in the photos of a photo
composition as a starting point for the determination additional, matching colors for the
color layout of a composition.

9.1.1.3 Highlighting

Not all elements in a presentation have the same importance. One means to reflect
this is the distinction between background and foreground. [LHB03] suggests that the
foreground should be clearly distinct from the background to create a more appealing
impression. They present various means to highlight elements on the one side and on
the other side making other objects less salient. Regarding color, objects are generally
perceived as more salient if they incorporate a couple of vivid and rich colors. The
reverse is that lowering these factors and reducing the number of colors results in a less
salient impression. Another way of highlighting objects is to create the visual effect of
physically separating objects from the their surroundings. This can, e.g., be achieved by
employing a drop-shadow effect which creates a three-dimensional effect and visually
separates an element such as a photo from its background.

9.1.2 Professionally authored photo albums

Figure 9.3: Example of professionally designed wedding photo album, the preparation of the
bride following principles of color choice and layout according to golden ratio and the Fibonacci
series, and symmetry
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In addition to the review of relevant design principles applicable to photo composi-
tions, we analyzed several professionally presentations regarding the application of these
rules. We carried out a qualitative analysis of selected photo compositions from public
album sites on the Web345. Our findings show that the principles we identified for design
and layout hold true for most of these examples. An exemplary page of a wedding album
is shown in Figure 9.3. The page shows the scene of the preparation of the bride. The
photos show the finishing of the make up, the putting on of the earrings, the dressing
of the corsage and bridal veil. From a design and layout perspective we see that the
focus is put on the images in the foreground by maintaining the photos in color while
the background photos are reduced to black and white. One can also see that the layout
is symmetric in many ways. The page is reflection symmetric along a horizontal line the
middle. The two foreground photos are placed in translation symmetry and reflection
symmetry. The ratio of the horizontal aspects of the foreground photos and the whole
canvas follows the rule of the Fibonacci sequence. The two foreground photos are verti-
cally aligned along an axis according to the golden ratio. An interesting characteristic of
this and most other photo albums we analyzed is that often one or two photos are used
for the background and a comparably small percentage of the area is highlighted with
single photos which coincides with the highlighting principle presented by [LHB03].

9.2 Automatic Photo Album Layout

Text Text

Text

Page 1 Content

Page 2 Content

Preperation Content 
Distribution

Background + High 
Level Layout

Detailed 
Foreground Layout

Text

Text

Figure 9.4: System overview for our automatic photo album layout

The aesthetic principles for photo album layout discussed in the previous section form
the basis for our proposed system for automatic layout of digital photobooks. As input
3 http://customalbumdesign.com
4 http://www.embassyprobooks.com
5 http://www.rhemastudio.com

http://customalbumdesign.com
http://www.embassyprobooks.com
http://www.rhemastudio.com


116 Design and Layout

to our system we assume an ordered set of photos and text elements. Usually the order
of the photos is derived from their time stamps but can also depend on the application.
The text elements are assumed to be assigned to one photo or a series of photos. An
origin of these kind of media could be a travel blog with text and images from which one
would like to create a photobook. But also other type of sources like photo management
tools or social media would come with photos and additional text in some kind of order.

Based on the input media the system creates an automatic layout in five consecutive
steps which are illustrated in Figure 9.4. The Preprocessing analyzes and structures the
input elements into different groups that form the basis for the different pages. These
groups are then assigned to the different pages in the Content Distribution. The creation
of the layout begins with the determination of the Background Layout of the individual
pages. The creation of the layout of the foreground is divided into two steps: For a High-
Level Foreground Layout the pages are divided into separate areas according to certain
layout principles, one for each element group. These areas are then laid out detailed in
the Detailed Foreground Layout step. The different steps of the automatic layout creation
are presented in the following.

9.2.1 Preprocessing

To be able to assign the different image and text items to the single pages, the content
distribution step expects the elements to be structured in a certain way. This is accom-
plished in the preprocessing step. Basically two operations are performed on the input
photos and text elements:

• In case no pre-defined order and structure is present in the photo set, they are ordered
and clustered according to their time stamps. For this we employ the algorithm pre-
sented in [PCF02]. By this we keep semantically close photos also together in the
final photobook and thereby support the story-telling aspect of a photo album. The
parameters of the clustering algorithm are chosen in a way that at 5 photos form a
group and the majority of groups only consists of one photo.

• Large text blocks are divided into several text blocks. The threshold number of char-
acters used for the split depends on the resulting size of the pages. The reason behind
this is to also allow longer text passages in the photo while avoiding cluttering the
pages with text and maintaining a minimum threshold for the font size. Longer text
passages can thereby be split over different parts of a page or even different pages in
the resulting album. Additionally, if not already present, a distinction between head-
ings and descriptive text is made. This categorization can usually be derived from the
application. If no distinction is present, we simply categorize text elements with 5 or
fewer words as headings.

The intermediate result is an ordered set of sets containing either one ore more photos,
a long text, or a heading text. These sets are assigned to the single pages in the following
step.
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9.2.2 Content Distribution

The purpose of the content distribution step is to distribute the preprocessed elements
over the photobook pages. For this we assume that the number of pages is predefined,
which is reasonable in practical applications: For commercial photobook printing ser-
vices, due to production limitations, usually only a fixed number of page numbers (e.g.
8, 16, 32, ...) and page sizes are offered. An optimal distribution of photos and text
elements is defined by best meeting the following restrictions in our system:

R1 The predefined order of items should also be kept in the layout of the photobook.

R2 The pages should be visually balanced, this means that roughly all pages should
contain the same amount of items.

R3 The text to photo ratio should be roughly the same on all pages. Therefore, the
system should avoid to have pages only containing text or only photo items.

R4 The content distribution should not extend the defined maximum of pages but at the
same time avoid empty pages. This restriction stems from practical facts in some of
our applications. Usually, when designing a printed photobook, one can only choose
to increase the number of pages in multitudes of pages of, e.g. eight. A person
who wants to order such an album usually wants to avoid having empty pages in the
photobook but also wants to limit the number of pages as the price of the printed
photobook increases with the number of pages.

R5 Ensure that all page elements do really fit the page. Images should not be scaled
down too much to ensure their visibility on the page and the font size of a the element
should not be too tiny to be easily readable. This leads to minimum sizes both text
and images.

R6 The color layout of the page should be balanced, this means combinations of pho-
tos corresponding to one of the color schemes presented in Section 9.1 should be
preferred.

The problem of content distribution can be seen as an optimization problem of which
an optimal solution is that solution which best meets these partially competing condi-
tions. We opted to solve this problem with the help of a genetic algorithm. For our ap-
plication of the genetic algorithm, we defined the chromosome as a simple list of genes
(nextPage), one for every for every element group. These genes have boolean types
and decide if the corresponding element group is placed on the current or the next page.
The phenotype or interpretation is then done simply defined by going to the ordered list
of genes, placing the corresponding element groups on the current page (starting with
the first page) and switching to the next page, if a corresponding gene has a positive
value. Hereby we implicitly meet the restriction R1. The genes are simply initialized
by evenly distributing all elements over the pages so that every page contains the same
amount of groups. The interesting part of the genetic algorithm is the definition of the
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fitness function. This function rates a specific distribution of groups over the pages of a
photobook and consists of the sum of the following ratings. We also indicate in brackets
[] which rating addresses which restriction from the list above.

• r1 = 1/(1 − (#ElementsOnPage − avgNrElements)2), a rating how close the
number of elements meets the average number of elements per page of the book [R2]

• r2 = #PagesWithTextAndPhotos/#Pages [R3]

• r3 = 1− (#EmptyPages/#Pages) [R4]

• r4 = #PagesExceedingPageArea/#Pages, for this all pages are determined
where the containing elements exceed the overall page area by more then 80 %. The
preferred spatial extension is defined for every photo by a minimum size of 4cm2 and
for each text element derived from the number of characters and the font size. [R5]

• A rating r5 is determined by checking, if the dominant colors of all photos on the
page adhere to one of the presented color schemes. If such a color schema is met,
a rating of 1 is given, otherwise 0. The dominant colors of a photo are determined
by building their color histograms in the HSV color space and selecting the bins
exceeding a threshold value. [R6]

The overall rating function is defined as rdist =
∑5

i=1 ri. The maximum number of
evolutions (cycles in the graph, see Fig. 9.1) was heuristically set to 400. As genetic
operator only crossover was considered. By this, two chromosomes of a population are
combined.

A good tradeoff between the computation time and the quality of the solution could
be found at 200 evolutions in experiments. The result of this step is a set of pages with
assigned groups of elements.

9.2.3 Background Layout

After distributing all elements over the pages, the single pages are laid out individually.
First for every page a background is determined as follows: An important principle
regarding background vs. foreground of presentations is that the background should not
distract from the foreground. We also have found out that the majority of photobooks is
designed by placing a suitable photo in the background. We therefore wanted to prefer
layouts where a non-distracting photo is used as the background for a page and if no
suitable photo can be determined, a color complementing the colors of the photos on the
page should be taken. An overview the algorithm is depicted in Figure 9.5.

In our system, distraction is modeled by two components: Color and Saliency. We
assume that photo with a lot of different colors distract the viewers eye more than photos
only consisting of a few colors. We also assume that photos having a lot of salient
regions like e.g. a photo showing a rough sea scenery do distract the viewer more than
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Figure 9.5: Algorithm for the background determination

e.g. a photo with a very calm sea scenery. Thus, we have modeled these two aspects as
follows:

• Color: To determine the degree of colorfulness of a photo we analyze the histogram
of the photo in the HSV Color space. We only consider the histogram of the H
component and count the bins which exceed a certain threshold value. The degree of
colorfulness is then determined by the number of bins exceeding this value.

• Saliency: For every image a saliency map is determined, an example is shown in
Figure 9.8. This map indicates regions in a photo which potentially catch the attention
of the viewer. For this map we employ an extended version of the algorithm presented
in [IKN98]. The saliency map from the original algorithm is overlaid with a gauss
map, which amplifies regions near the middle of the photo. This stems from our
observations, that the important parts of an image are usually placed in the middle of
the photo. Additionally, we employ the face detection algorithm of [VJ01] to amplify
regions containing faces. A score for the overall saliency of the image is determined
by simply calculating the average saliency value of the resulting saliency map.

For every photo on the page we determine a distraction value according to these scores.
Photos exceeding a certain threshold value are automatically rejected as a background
photo candidate. For the remaining candidates additionally the number of faces in each
photo is determined. Then the photo with the least number of faces is chosen as the
background photo. If there are more than one photo with the least number of faces
the one is chosen with the least distraction rating. If there are no remaining photos a
uniformly colored background is generated.

When a background image is determined, usually some parts are nevertheless inter-
esting to the viewer’s eye and should not be overlaid with other elements. To ensure
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this a additional, empty dummy group is added to the page, when a background photo
is determined. Thus the result of this step is a layout for the background for each page
together with a set of groups of elements assigned to each page determined from the
content distribution step, possibly augmented with a single empty group.

9.2.4 High-Level Foreground Layout

The design of the page’s foreground is divided into two phases, a rough and a detailed
layout process. In this first step the page area is divided into several rectangular areas,
one for each group. The spatial layout of these areas follows several, partly competing
restrictions:

RL1 All elements of one group have to fit in the assigned area.

RL2 The pre-defined order of connected groups (text groups) should be reflected in the
layout.

RL3 Keep text items within their preferred spatial extension.

RL4 Prefer overall layouts following principles of golden section and symmetry.

RL5 Prefer aspect ratios following the golden ratio for text items.

RL6 Avoid changing the aspect ratio of groups with one photo.

RL7 Prefer keeping headings in the upper part of the page.

RL8 Do not cover salient areas of the background.

RL9 Items should be evenly distributed over the page and thus the visual weight should
be placed in the middle of the page.

To meet these rules we again formulated the automatic design employing a genetic
algorithm with a fitness function rating designs according to these rules. The generation
of rough layouts is accomplished by recursively dividing the page into rectangular areas
following slice principles depicted in Figure 9.6. This is again accomplished by employ-
ing genetic algorithms. For this, a page is encoded by a chromosome consisting of a
series of compound genes, each these compound genes representing an element group.
A compound gene is built up by three genes:

• hOrV: This boolean gene decides, of the current available space is split horizontally
or vertically.

• whichSide: This boolean gene decides, in which half of the split area the correspond-
ing element group is placed.

• splitAmount: This gene decides, at which percentage the available area is split. The
possible values correspond to the slice primitives depicted in Figure 9.6.
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(a) Reflection Symmetry (b) Golden Ratio

Figure 9.6: Slice primitives for rough foreground layout employing the principles of (a) reflec-
tion symmetry and (b) golden ratio

The corresponding to a specific chromosome is simply computed by building a graph by
interpreting the series of compound genes. Two samples of such graphs and their visual
representation in a page layout are depicted in Figure 9.7.

Heuristically, a population size of 50 and a fixed number of 100 evolutions was cho-
sen. As genetic operators only a simple mutation operator was. This mutation operator
randomly alters one to three genes in one chromosome. The fitness function evaluating
the resulting layout consists of two parts. The first part consists of functions testing for
mandatory conditions to the layout. If these conditions are not met, the correspond-
ing chromosome is deleted from the population. These conditions consist of the above
mentioned restrictions RL1- RL3. If these restrictions are met, the chromosome is rated
according to the following definition (we also indicate in brackets [] which restriction is
addressed):

• r1 = #bordrat
#bord : This determines the percentage of borders in the layout, which follow

the golden section and the Fibonacci Series. By following we mean we determine x
position for vertical and the y position of horizontal and set this in relation to overall
height or width of the page. Considering the nested nature of constructed layouts, it
can happen, that borders do not follow this rule despite they are split according to the
pre-defined slice primitives. This can also happen when considering aspect ratios of
pages, which do not follow the golden section. [RL4]

• r2 = #textgs
#text : This determines the percentage of text items on the page, which aspect

ratios follow the golden section. [RL5]

• r3 =
∑

i∈images coveredAreai
#images : This determines, to which percentage area can be cov-

ered by the image for single image groups. This favors layouts following the aspect
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Figure 9.7: Examples of resulting layouts according to recursive algorithm
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ratio of the image and downgrades areas being degraded to long stripes or not fol-
lowing the image’s aspect ratio. [RL6]

• r4 =
∑

h∈headings distanceToBottomh

#headings : For Every heading in the page it’s distance to
bottom of the page is determined favoring headings being in the upper part of the
page. [RL7]

• r5 = salienceSum(freeArea): As mentioned before, if a page consists of a back-
ground photo, one empty group is added to the page to allow keeping parts of the
page free showing a very salient background. This rating determines the average
salience value of the part of the background being covered with this empty group. If
the page does not contain a background image, this part of the rating is discarded.
[RL8]

• r6 = 1 −
∑

e∈elementspage

ex−widthpage/2

widthpage
+

ey−heightpage/2

heightpage

#elementspage
: This determines a rating for

the visual balance of the page. By ex and ey the center of an element group e is
defined. The closer the average of all of these is placed to the center of the page, the
higher the corresponding rating for the visual balance is. [RL9]

The overall rating function is defined as rlayout =
∑6

i=1 ri. This genetic algorithm is
performed for every page. The result is a high level layout for each page with a group
of elements assigned to each of the resulting sub-areas of the page. These sub-areas are
further laid out in the next step.

9.2.5 Detailed Foreground Layout

Giving a high level layout for a page, the different sub-areas are further laid out depend-
ing on the kind of their content.

Areas containing of a single photo a filled entirely with this photo while keeping a
small border. If the photo does not have the same aspect ratio as the assigned sub-area,
it is cropped accordingly. For this the saliency map of the photo is determined and the
photo is cropped in a way that the resulting photo corresponds to the aspect ratio of the
sub-area while keeping the most salient regions of the photo. An example of cropping a
photo according to its saliency map is depicted in Figure 9.8.

Areas consisting of text items filled entirely with this text. Additionally we ensure,
that the text is easily readable on the background. For this, as described in Section 9.2.3,
we analyze the color histogram of the covered area of the background. If the background
consists of only a few dominant colors (we chose 2), a color for the text is chosen which
best complements these colors. If the background consists of too many dominant colors,
the part of the background is overlaid with a translucent white area and the text color is
set to black ensuring easy readability (see examples in Figure 9.9).

Areas consisting of groups of photos are laid out according to a set of pre-defined
layout primitives. These are not templates but rather a set of visual rules to define the
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Figure 9.8: Example of cropping an image according to its saliency map

Figure 9.9: Examples of text areas where the text color was automatically set to the best com-
plementing color black (left) and where it was chosen to add a white shaded area to ensure easy
readability
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spatial relationships of a small set of photos. Figure 9.10 illustrates some of the layout
primitives for our application which follow the principles of symmetry and the golden
ratio. The figure shows only examples for a specific aspect ratio, the primitives are
adjusted accordingly for different aspect ratios. The primitives are either examples of
primitives found in professionally designed photobooks or developed by us following
the rules of golden ratio and symmetry. Row (a) depicts four examples where photos
are laid out on an invisible line incorporating reflection symmetry along two axes. In the
layout primitives shown in row (b) photos are placed along an invisible diagonal line and
therefore following the principle of translation symmetry. Row (c) depicts various forms
of rotation symmetry and in row (d) the concepts of translation symmetry are present.
We limited the the number of photo per primitive to at most four as we experienced from
early prototypes that more photos lead to photos which were perceived as too small for
the overall layout.

(a)

(d)

(b)

(c)

Figure 9.10: Examples of layout primitives used for positioning photos inside a sub-area of a
page

Examples of resulting layouts according to our algorithm are depicted in Figure 9.11.
The figure shows pages that have applied different of the layout primitives to the different
page sub-regions.

9.3 Application

One characteristic of our system is its ability to consider images along with photos as
input. Additionally, an already existing structure on these image and text items is also
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Figure 9.11: Abstract examples of overall page layouts after having completed the detailed
foreground layout step.

reflected in the resulting layout. This enables the system to be used in applications where
these structures are present and textual content is associated together with the photos.
Examples for this are e.g. travel blogs or photos hosted on social network platforms.
User who want to convert for example a photo into a photobooks would appreciate if
their valuable editing effort be maintained and reflected in the automatic layout. On
the other side, our system is flexible enough to also provide sufficient results when this
information is not available and can e.g. also work on raw photo sets. In the following,
we are presenting two implemented applications of our systems. One application is the
automatic creation of photobooks from a travel blog. The one one is the integration of
the layout mechanism into our online photo album authoring client.

9.3.1 Photo Blogs

Personal blogs are a popular mean to document a person’s life and for some have re-
placed the old paper-based diary. Especially interesting when considering digital pho-
tobooks, are blogs containing of many photos, such as travel blogs. The beauty of such
blogs, from a technical perspective, is their inherent structured presence of text and im-
ages: Blogs consist of several entries, each consisting of a heading, one or more text
blocks and images, possibly annotated with descriptions. Thus, one of the applications
of our system is the automated transformation of these structured media sets into a digital
photobook, e.g. allowing for turning the digitally documented memory to a nice holiday
into a physical counterpart in the form of a digital photobook.

Figure 9.12 shows the result of such an automatic transformation of a travel blog
documenting a trip through Canada and the USA into a digital photobook. Shown are
four pages. On three pages a photo was chosen as the background and on the fourth page
a matching, uniformly colored background was added. Headings from the original blog
have resulted in headings and the entries’ text and image contents have resulted in text
and images on the pages laid out by our system.
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Figure 9.12: Example of two double-pages generated from a blog documenting a journey
through Canada and the USA

9.3.2 Web-based Authoring Tool

We implemented our system for automatic album page layout in a web-based authoring
application on the basis of Microsoft’s Silverlight Technology. With this application,
users are able to upload their photos to a server and to design a multi-page photo album
from their photos. The photos can be freely distributed over the pages, rotated, resized,
clipped and so on. As a means for additional decoration, rectangles and text boxes
can be added to the pages and freely rotated and resized. All objects can be put into
background or foreground and their opacity can be adjusted. Additionally, the borders
of all objects can be adjusted regarding color, thickness and the amount of shadows. A
screenshot of the application is depicted in Figure 9.13. Hence, the system provides a
manual authoring environment for photo albums.

Figure 9.13: Web-based photo album authoring tool

We integrated our automatic layout approach into the system in two ways: By means
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of a wizard the user can chose a set of images from his photo library. He or she can
specify the preferred number of pages and the page size. From this, a suggestion for a
complete photobook layout is automatically generated. The user can though still alter
the pages add text descriptions or add or delete photos. The second integration is much
more embedded in the actual album design process. For this we assume, that the photos
might have been manually distributed and placed on the pages and the background of the
pages has been chosen. The user can now employ our system to receive different layout
suggestions for the elements on the page (images and texts), thus the steps of content
distribution and background layout are skipped. This is done by pressing a respective
button in the application’s user interface. Due to the nature of the genetic algorithm and
some random decisions in the details of the layout step of the algorithm every time the
user hits the button a slightly different layout is produced and offered. The user still has
the choice and go back and forth trough the different layouts and any time.

9.4 Summary

In this chapter we presented an approach for automatic layout of photo compositions
which incorporates the knowledge about aesthetic design principles. We identified and
analyzed rules and principles of design in literature and from existing usage in profes-
sional photo album pages for their applicability in the domain of photo compositions.
The discussed principles of layout and design were systematically integrated the design
of our automatic layout system. We implemented our approach both in a web-based rich
media application for the manual and automatic creation of photo compositions and a
system for the automatic transformation of blogs into photo books.

With our automatic design aid end users are now able to create layouts that are ap-
pealing with very low effort and limited design skills. The users can quickly create one
design after the other until the result meets the personal expectations of a nice design.
The effectiveness of our system could be validated by an informal user study with 10
subjects which showed that the advantages of an automatic creation of appealing com-
positions from photos were appreciated by the users. The study supports the proposed
kind of design support and shows that the resulting presentation are to the users’ satis-
faction.

Although primarily integrated in the automatic photobook design process our ap-
proach can be applied in the many cases in which a set of photos needs to be nicely
arranged (and printed) such as for collage postcards, for posters, calendar pages and so
on. In times of billions of photos captured every year which reside on the users’ hard
disks, our approach provides an important incentive to create, view, share, and give pho-
tos as appealing compositions in many forms and will push commercialization of digital
photo services.



129

10 Conclusions

In this concluding chapter we summarize the research which has been presented in this
thesis. Section 10.1 provides a summary and Section 10.2 lists the concrete results and
scientific contribution of our work. The closes with an outlook to potential extensions
to our system and potential future research topics which have not been addressed in this
thesis in Section 10.3.

10.1 Summary

In this thesis we have described a method and system for the the automatic generation
of digital photobooks. We have partly based this system on the analysis of thousands
of real world photobooks and by analyzing the usage of photos is the context of digital
photobooks. The method for photobook creation is split into the parts analysis, retrieval,
augmentation, and layout. Though meant to be integrated into the overall photobook
creation process they are also designed to be used in other applications in the context of
personal photos.

In Chapter 3 a thorough analysis of existing work in the field is described which
identifies works which relate to the research topics addressed in this thesis. Several
works exist which deal with the topics of photo analysis, selection and photo collage
layout in the context of personal photos. However, none of the works so far specifically
deals with problems and questions which arise from creation of digital photobooks.

Our approach bases on the analysis of a large set of real-world photobooks which is
described in Chapter 5 and the analysis of photo usage in the context of digital pho-
tobooks described in Chapter 4. The analysis of photobooks is done on thousands of
real-world photobooks which have been ordered over the period of about one year at
Europe’s largest photo finishing company CEWE Color. We have analyzed both the
structure of these photobooks as well as the semantic layer of these books. The usage
analysis of photos in Chapter 4 starts by structuring and a general model for different
forms of photo usage which leads to an abstract model for the capturing of usage infor-
mation for digital photos. One form of this photo usage, watching a photo slideshow
is further examined by performing two experiments on two distinct groups of people
attending a slide show. In this experiment we analyzed the relation between the viewing
time of photos in such a slide show and the later selection of photos from the same set
for a photobook.

Chapter 6 introduces our framework MetaXa for the multimodal analysis of digital
photos. Based on this framework a couple of components are developed and described
to analyze and semantically enrich digital photos. The results of these analyses in form
of semantically rich metadata acts as input and basis for the retrieval of photos and the
augmentation and layout of digital photobooks described in the next chapters.

In Chapter 7 we describe our method for the multi-stage selection and grouping of
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photos from a potentially large set of photos. This approach combines the rating of
events and single photos. The retrieval system uses and rates metadata attached to the
photos by our photo analysis system and provides a set selected and grouped photos
which acts as input to the photobook layout system.

Our photobook augmentation system is introduced in Chapter 8. Based on a set of
rules and definitions for relevant sources the system interprets the metadata attached to
the photos and to the photobook to gather additional content from web which smoothly
fits into the resulting photobook. This system is motivated by the insight from the pho-
tobook analysis in Chapter 5 that people tend to augment their photobooks with photos
from other people, text and other types of content, like geographical maps. The aug-
mentation system is meant to be integrated either in a fully automatic process or in a
semi-automatic way during the manual photobook authoring process.

Chapter 9 describes the rule-based photobook layout system which is implemented
with the help of genetic algorithms. We identify and derive a couple of layout rules both
from the literature and from the analysis of photobooks and implement these rules in
our system. The system uses the grouping information from the photo analysis system
to keep semantically related photos together in the final layout. It also uses the content
analysis information of photos to decide, which photos can act as backgrounds, which
parts can be covered and which photos should be placed more prominent than others.
The layout system is designed to be dynamic and thus the final photobook page layout
is not based on a pre-defined layout.

The different parts of our system have been implemented in couple of prototypes
which can be seen in figures throughout this thesis.

10.2 Results and Contribution

Photobooks are one of the oldest and popular means to preserve ones personal history
captured in photos. Interestingly their digital counterparts are still the most popular
methods to preserve such memories for the future (the CEWE Photobook is the compa-
nies best-selling selling product [COL12]). This thesis is giving insight into the human
photobook authoring behavior and provides means to assist the user in designing their
photobooks by automating the relevant steps as far as possible. The central results can
be summarized as follows:

Photobook authoring behavior

Several works exist on the analysis of photo related activities or photowork[KSRW06].
This thesis however specifically focusses on activities in the context of photobooks. To
our knowledge we are the first to provide insights into photobook authoring behavior by
having structurally and semantically analyzed thousands of real-wold photobooks. Fur-
thermore we have analyzed the connection between photo usages such as slide watch-
ing and photo selection for photobooks and have shown that such usage information
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gives valuable hints for the importance of photos for the user and thus their impor-
tance for a photobook. To our knowledge we are the first to consider usage informa-
tion as a source for the semantic analysis of photos and for this have provided a general
photo usage metadata model which can act as the basis for a formal metadata format.
[SB11b, SB11a, SBMB10, SB09, STB08]

Photo Analysis

Our multimodal photo analysis framework MetaXa intelligently combines information
from the content and context of photos to derive information which is more semantically
rich then it would be with content- or context-analysis alone. From a scientific perspec-
tive we have shown, that such a multimodal really works and have provided a couple
of novel methods based on the MetaXa framework that follow this idea. From a techni-
cal perspective we have provided a software framework along with a rich set of photo
analysis components which is easily extensible for, but not limited to the applications of
digital photobook creation. [SB11a, SB09, BSST07, BSSW07]

Photo Retrieval

We have provided a method group and select photos, based on a rich set of semantic
metadata. This method is specifically designed to be used for the creation of digital
photobooks. In this method we combine information about the single photo as well the
event this photo belongs to. From the usage analysis we found out that metadata attached
to a single photo not necessarily provides semantic hints for this single photo but rather
the event it belongs to. This result has driven the design of our novel photo selection and
grouping system. [SB11a, SBF08]

Dynamic photobook layout

This thesis introduces a novel layout method for digital photobooks which easily can
also be applied to other multimedia presentation applications. In contrast to other ap-
proaches it specifically takes into account the content of the photos, their importance and
their relation to each other, which is reflected in the resulting layout. In contrast to other
approaches it does not solely rely on pre-defined layouts but takes a simple set of general
layout primitives together with carefully chosen set of layout rules to dynamically lay-
out the individual pages. As outlined in Chapter 3 other approaches either follow a fully
template-based approach or generate individual layouts which are not based on agreed-
upon aesthetic principles for. In addition to this our approach specifically includes con-
tent besides photos, like texts or maps, into the layout process. [SREB11, SRB10]

10.3 Directions for future work

Throughout the thesis a couple of open research questions and challenges arose. In the
following we will highlight the most promising ones and will give hints for potential
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approaches to solve them.

Social Network Integration

Multimedia in social networks is one of the current hot topics in research. With the rise of
social networks also the human photo capturing and sharing behavior has significantly
changed, also due to the increasing quality of cameras in mobile devices. Nowadays
people are able to always capture important moments of their lifes and instantly share
them with others. This also affects the kind of photos taken and the quality and amount
of metadata which is attached to the single photo. In contrast to only basic photographic
metadata automatically captured by the digital cameras, with photos captured and shared
by smartphones it is comments, annotations, tags, and the sharing history of each single
photo. This rich pool of semantic information has a high potential to be exploited for the
selection and layout of digital photobooks. First research in this direction has already
been started, e.g. in [RSB10] and [RSB11].

Usage Data

In Chapter 4 we have proposed a model for the simple integration of usage data into ex-
isting metadata formats like XMP. This model is general enough to also capture complex
usages like e.g. sharing activities in social networks or the use in photobooks. However,
more research could be done on investing which kinds of information are actually most
important to contribute to a better semantic understanding of the photos and thus are
worth to be captured. Also, there is the open question where this information should be
stored. Should it be stored together with the photo in its header? Should it be stored at a
central metadata storage? How can we deal with copies of photos? How can be ensured
that usage metadata from these copies are preserved and synchronized for every other
copy? Who owns the single photo and who is allowed to contribute to the usage history
and also to view this history? These are only some open questions which arise when
thinking of capturing and using the history of a photo and leads to open and challenging
research topics as well and technical challenges.

Distributed photo collections

In this thesis we have proposed a set of systems which are meant for the application
of photobook creation. For this, we have focussed mostly on the technical aspect and
only barely touched the question to answer what kind of content from a semantic per-
spective summarizes an event. Several works exist on summarization of personal photo
collections (See Section 3.3.3 for details), but very few consider the diversity and dis-
tribution of photos: Today personal photographs not only reside on the peoples hard
drives anymore but are rather distributed over various devices, web platforms and peo-
ple with different types and quality of metadata. This provides many new challenges and
opportunities for the retrieval and layout of personal photos for photobooks.
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Automatic Learning of retrieval parameters

In this thesis we have provided both a system for the retrieval of photos for photobooks.
The result of this retrieval system can be tuned by various retrieval parameters which
adjust the weights for the separate rating components. For our application we have
developed a workbench to manually tune these parameters which can also be used to
adjust the system to different applications. What however is missing is a way to reliably
distinct between different use cases which require different selection parameter sets. On
way to achieve this is to try to learn from existing manual photo selections and to learn
such parameters depending on the photo sets these selections where retrieved from, e.g.
with state-of-the-art machine learning techniques. Similar to the analysis of large sets of
photobooks in Chapter 5, existing real-world photobooks could be used as training sets
for this.
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