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Abstract

Graph transformation systems are a visualizable, yet mathematically precise
formalism for modeling systems. In this perception, system states are cap-
tured by graphs and state changes by graph transformations. Other model
formalisms can often be easily translated into the graph-transformational
setting. Correctness and resilience are broadly used concepts in computer sci-
ence and software engineering. For systems in which correctness w.r.t. a safety
constraint is unachievable, fast recovery is demanded. In general systems
engineering, fast recovery from a degraded state is often termed resilience.
Correctness under adverse conditions addresses systems interacting with
an adversary environment. Correctness in this context means that the
interaction between system and environment satisfies desired behavioral
properties.

The use of visual modeling techniques alone does not guarantee the
resilience of a design. In the context of rising standards for trustworthy sys-
tems, there is a growing need for formal verification of graph transformation
systems. First we present an approach for modeling adverse conditions by
graph transformation systems. We show how to express resilience notions
in temporal logics. Second, we investigate on the decidability of resilience
problems. Given a graph transformation system, a graph set INIT, and
graph constraints Bad and Safe, we ask: starting from any INITial graph,
whenever we reach a graph satisfying Bad, can we reach a graph satisfying
Safe in a bounded number of steps? Solving the corresponding problem for
well-structured transition systems by an ideal-based approach and applying
it to graph transformation systems, we obtain decidability results for suitable
subclasses of graph transformation systems of bounded path length and
so-called proper graph constraints Bad and Safe. Moreover, we identify
sufficient, rule-specific criteria for decidability.
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Zusammenfassung

Graphtransformationssysteme sind ein visualisierbarer Formalismus fiir das
Modellieren von Systemen. Systemzustinde werden als Graphen aufge-
fasst und Zustandsdnderungen als Graphtransformationen. Andere Modell-
Formalismen konnen oft einfach in den Graphtransformations-Formalismus
iibersetzt werden. Korrektheit und Resilienz sind Konzepte, die breite An-
wendung in der Informatik und Softwaretechnik finden. Fiir Systeme, in
denen Korrektheit nicht erreichbar ist, ist eine schnelle Wiederherstellung
gefragt. In der allgemeinen Systemtechnik wird eine schnelle Wiederherstel-
lung ausgehend von einem schlechten Zustand oft als Resilienz bezeichnet.
Korrektheit unter widrigen Umstdnden spricht Systeme an, die mit einer
Umgebung als Kontrahenten interagieren. Korrektheit in diesem Sinne be-
deutet, dass die Interaktion zwischen System und Umgebung erwiinschte
Verhaltenseigenschaften erfiillt.

Der blofle Einsatz visueller Modellierungsmethoden garantiert noch keine
Resilienz des Designs. Im Zuge steigender Anfordungen an zuverléssige Sys-
teme gibt es einen zunehmenden Bedarf an formaler Verifikation von Graph-
transformationssystemen. Zunéachst prasentieren wir einen Ansatz fiir die
Modellierung von widrigen Umstdnden durch Graphtransformationssysteme.
Wir zeigen, wie Resilienz-Begriffe in temporaler Logik ausgedriickt werden
konnen. Anschliefend untersuchen wir die Entscheidbarkeit von Resilienz-
Problemen. Gegeben ein Graphtransformationssystem, eine Graphenmenge
INIT und Graphbedingungen Bad und Safe, stellen wir folgende Frage:
Beginnend von einem INITialen Graphen, kénnen wir, wann immer wir
einen Graphen, der Bad erfiillt, erreichen, in einer beschrankten Anzahl an
Schritten einen Graphen, der Safe erfiillt, erreichen? Durch das Losen des
korrespondierenden Problems fiir wohlstrukturierte Transitionssyteme mittels
eines ideal-basierten Ansatzes und das Anwenden auf Graphtransformations-
systeme erhalten wir Entscheidbarkeitsresultate fiir geeignete Teilklassen von
Graphtransformationssystemen von beschrankter Pfadlange und sogenannte
propere Graphbedingungen Bad und Safe. Dariiberhinaus ermitteln wir
hinreichende, regelspezifische Kriterien fir die Entscheidbarkeit.
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Chapter 1

Introduction

There is a great demand for visual notations in the software development
process and related activities. Graph transformation systems (GTSs), as
considered, e.g., in Ehrig et al. [EHK197, EEPT06], are a visualizable, yet
mathematically precise formalism for modeling a system. In this perception,
system states are captured by graphs and state changes by graph transforma-
tions. Topics in graph transformation are growing in popularity. Other model
formalisms can often be easily translated into the graph-transformational
setting, see, e.g., Baldan et al. [BCMO5].

Trustworthiness is a fundamental paradigm for contemporary system
design. As a matter of fact, correctness of computational systems has proven
to be a key principle throughout almost all areas of computer science, e.g., Apt
et al. [AOdBO09]. In particular, system correctness under adverse conditions
is a topic of recent research, see, e.g., Olderog et al. [OFTK21]. This concept
addresses systems which interact with an environment and finds use also
in the development of evolving technologies such as autonomous driving
(Schwammberger [Sch18]) and neural networks (Worzyk et al. [WKK19]).
For further topics, consult, e.g., [OFTK21]. Correctness in this context
means that the interaction between system and environment satisfies desired
behavioral properties. One assumes that the environment exhibits an only
partially predictable behavior or may have an adverse effect.

Resilience is a broadly used concept in computer science and software en-
gineering with varying notions, see, e.g., Jackson & Ferris [JF13]. For systems
in which correctness w.r.t. a safety constraint is unachievable, fast recovery
is demanded. In general systems engineering, fast recovery from a degraded
state is often termed resilience, e.g., Trivedi et al. [TKGO09]. This underlying
idea can be recognized in several (resilience) notions in the literature, e.g.,
self-stabilization (see Dijkstra [Dij74] and Dolev [Dol00]) and resilience of
timed automata, see Akshay et al. [ACD"17]. Resilience can be classified
as a special case of system correctness under adverse conditions.

The use of visualizable modeling techniques alone does not guarantee the



CHAPTER 1 Introduction

resilience of a design. In view of rising standards for trustworthy systems,
there is a growing need for formal verification of graph transformation systems.
This thesis addresses this need.

Our first objective tackles the following questions:

(1) How can adverse conditions be modeled by graph transformation
systems?

(2) What are meaningful notions of resilience in the setting of adverse
conditions?

(3) How can resilience be checked?

We present an approach for modeling adverse conditions by graph trans-
formation systems. That is, we show how to construct a joint graph trans-
formation system from a system, an environment, and a control automaton.
Both, system and environment, are graph transformation systems. The
control automaton is modeling their interaction. We introduce meaningful
resilience notions for joint graph transformation systems. These notions
capture the recovery of a safety constraint Safe after an interference of the
environment, i.e.,

interference of environment = recovery of Safe.

Resilience of the joint system generalizes classical correctness of safety
constraints. A safety constraint may be violated but must be recovered
within a specified time window. We express these resilience notions by
means of temporal logics s.t. a model checker, e.g., the tool GROOVE by
Kastenberg & Rensink [KR06] can be applied. The temporal logics we use
are linear temporal logic (LTL) and computation tree logic (CTL), see, e.g.,
Baier & Katoen [BK08]. As atomic propositions we use graph constraints.

system
environment . joint GTS yes
Construction AN
Model no

control automaton

Checking
resilience notion (ryrvwan temporal formula Method (no answer)
Reduction s

We perform the construction and reduction as preparation for model
checking of meaningful resilience notions. Unfortunately, decidability is, in
general, not guaranteed and the model checker might deliver no result. The
reason is that graph transformation systems are, in general, working over
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infinite sets of graphs. For finite-state graph transformation systems, this
approach works without major obstacles.

Our second objective is the verification of resilience for graph trans-
formation systems. Abstracting from the original setting, we investigate
on the following bounded resilience problem for marked graph transforma-
tion systems each consisting of a graph transformation system together
with a graph class closed under rule application and an INITial subset of
graphs: Given a marked graph transformation system and sets BAD and
SAFE of graphs, we ask whether there exists a bound k s.t. starting from
any INITial graph, whenever we reach a BAD graph, we can reach a SAFE
graph in at most k steps. A BAD (SAFE) graph is a graph satisfying a graph
constraint Bad (Safe). The bounded resilience problem can analogously be
formulated for marked systems, replacing the graph constraints Bad and
Safe by subsets BAD and SAFE of states.

(1) Under which general assumptions of a system class and sets BAD and
SAFE is the bounded resilience problem decidable?

(2) For which subclasses of marked graph transformation systems and
graph constraints Bad and Safe is the bounded resilience problem
decidable?

(3) What are sufficient, rule-specific criteria for decidability?

In order to analyze graph transformation systems, we consider their
induced transition systems. A transition system consists of a set of states of
any kind (not necessarily graphs) and a transition relation on the state set.
Usually, the state set — also in the context of graph transformation systems
— is infinite. For handling infinite state sets (sets of graphs), we exploit
the concept of well-structuredness, e.g., Abdulla et al. [ACJT96], Finkel &
Schnoebelen [FS01], Kénig & Stiickrath [KS17]. A well-structured transition
system (WSTS) is, informally, a transition system equipped with a well-quasi-
order satisfying that “larger” states simulate “smaller” states and that certain
predecessor sets can be effectively computed. In this well-structured setting,
ideal-based sets (upward- or downward-closed sets) play an important role.
They enjoy a number of properties simplifying verification such as a finite
representation and closure properties. For well-structured transition systems,
the ideal reachability problem is decidable, see, e.g., Abdulla et al. [ACJT%},
Finkel & Schnoebelen [FS01], which is an integrant of our results.

Well-structuredness of graph transformation systems is investigated, e.g.,
in Konig & Stiickrath [KS17] for several well-quasi-orders. The well-quasi-
order we use is the subgraph order which permits strong compatibility but
comes with the restriction of the boundedness of the path length on the
graph class. We show decidability for suitable subclasses of well-structured

3
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transition systems. Applying them, we obtain decidability results for suit-
able subclasses graph transformation systems of bounded path length, as
illustrated below.

Decidability for GT'Ss

[ Bounded Path Length |marked WSTS
subgraph order [KS17] (requirement)
Decidability

for WSTSs

marked GTS

(requirement)

—

yes, Jk...

1
1
1
1
1
1
1
|
1 no, Ak...
1
1
1
1
1
1
1
1

graph constraints

(o sets
Semantics -
(requirement)

(requirement)

Each subclass exhibits additional requirements, i.e., effectiveness or unre-
liability properties. Ultimately, we apply our results to joint graph transfor-
mation systems, i.e., to the setting of adverse conditions. This is a special
case of the decidability results for graph transformation systems.

Thesis Structure

In Chapter 2, we present the main concepts used in this thesis, namely,
graph transformation systems and well-structured transition systems. In
Chapter 3, we present an approach for modeling adverse conditions by graph
transformation systems and express resilience notions in temporal logics.
In Chapter 4, we show the decidability of resilience problems for suitable
subclasses of well-structured transition systems. In Chapter 5, we show the
decidability of resilience problems for subclasses of graph transformation
systems (including results for the setting of Chapter 3) by applying our
results from Chapter 4. Moreover, we identify sufficient criteria of graph
transformations for decidability. In Chapter 6, we recapitulate related
concepts, give a concluding summary, and discuss further topics. In the
Appendix, related formalisms, proofs, and computations can be found.

The preliminaries on graph transformation systems are orientated on Ehrig
et al. [EHK"97, EEPT06]. The preliminaries on well-structured transition
systems are orientated on Abdulla et al. [ACJT96], Finkel & Schnoebelen
[FS01], and Konig & Stiickrath [KS17].

The following publications form the basis of this work. Their content has
been revised and extended.
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[0zk20] Okan Ozkan. Modeling Adverse Conditions in the Framework of
Graph Transformation Systems. In Proc. Graph Computational
Models, volume 330 of EPTCS, pages 35-54, 2020. = Chapter 3 is
based on this paper.

[Ozk21] Okan Ozkan. Infinite-state Graph Transformation Systems under
Adverse Conditions. it Inf. Technol., 63(5-6): 311-320, 2021.
= This is an overview paper which contains ideas used in Chap-
ter 3, 4, and 5.

[OW21] Okan Ozkan and Nick Wiirdemann. Resilience of Well-structured
Graph Transformation Systems. In Proc. Graph Computational
Models, volume 350 of EPTCS, pages 69-88, 2021. = Some parts
of Chapter 4 and 5 are based on this paper.

[0zk22] Okan Ozkan. Decidability of Resilience for Well-structured Graph
Transformation Systems. In Proc. Int. Conference on Graph
Transformation, volume 13349 of LNCS, pages 38-57, 2022. = Most
parts of Chapter 4 and 5 are based on this paper.

Adverse Conditions Verification of Resilience
Chapter 2
Chapter 3 |

|

|

|

|

|

|
N | \
\ |
\ | |
\ | I
\ Y |

B Chapter 4 ’

\

\ /
\ /
AN . /
/
N ,

Chapter 5 <~

|

Chapter 6

Figure 1.1: Reading guide.
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In Figure 1.1, ways to read this thesis are depicted. The solid arrows represent
the recommended reading directions, i.e., in the numerical order. The dashed
edges are other possible reading directions.

This work comprises three main aspects: the modeling of adverse con-
ditions, the verification of resilience for well-structured transition systems,
and the verification of resilience for graph transformation systems. The
modeling of adverse conditions is based on graph transformation systems,
graph constraints, and temporal logics. The verification of resilience for
well-structured transition systems is based on the established theory of well-
structuredness which uses the concept of ideals in well-quasi-orders. The
verification of resilience for graph transformation systems is based on our
results for well-structured transition systems and the theory of graph trans-
formation systems. Our results for graph transformation systems can be

used for the verification in the context of adverse conditions. An overview is
depicted in Figure 1.2.

GTSs WSTSs
Temporal Logics single-pushout transition system
transition systems well-structured GTSs well-quasi-order
LTL & CTL subgraph order ideals & anti-ideals
graph constraints ideal reachability
Modeling Adverse Conditions Verification of Verification of
Resilience for GTSs Resilience for WST'Ss
[Ozk20, OW21] P [OW21, Ozk22] [OW21, Ozk22]
resilience notions for joint GTSs | .-~ decidability decidability
reduction to model checking for subclasses for subclasses

Figure 1.2: Overview of this thesis.



Chapter 2

Preliminaries

We present the main concepts used in this thesis, namely graph transfor-
mation systems and well-structured transition systems. In Section 2.1, we
give a review on the basic notions of graphs and graph transformation sys-
tems. In Section 2.2, we recapitulate the basic notions of well-structured
transition systems.

2.1 Graph Transformation Systems

In the following, we present the definitions of graphs, graph constraints, rules,
and graph transformation systems, see, e.g., Ehrig et al. [EPS73, EHK 97,
EEPTO06].

A directed, labeled graph consists of a set of nodes and a set of edges
where each edge is equipped with a source and a target node and where each
node and edge is equipped with a label. This kind of graphs are a special
case of the hypergraphs introduced in [Hab92].

Definition 2.1 (graphs). A (directed) (labeled) graph over a finite label
alphabet A = Ay U Ag is a tuple G = (V, E, src, tgt, lab", lab®), with finite
sets V and E of nodes (or vertices) and edges, functions srcq, tgt : E — V as-
signing source and target to each edge, and labeling functions lab" : Vg — Ay,
lab” : Eq — Ap. We may denote the components of a graph G with an
index G. A node v is incident to an edge e, and vice versa, if src(e) = v or
tgt(e) = v.

Convention. We draw graphs as follows. Nodes are drawn as circles and
edges as arrows. Labels are indicated by a symbol or a color. If we consider
only one label, we do not indicate the label. Opposite edges may be drawn
as one line without an arrow tip or as one line with two arrow tips.

In definitions, words in brackets are optional, i.e., we allow to leave out words in
brackets. E.g., if (directed) (labeled) graphs are defined, we allow to speak of “directed,
labeled graphs”, “labeled graphs”, “directed graphs”, as well as shortly of “graphs”.

7



CHAPTER 2 Preliminaries

Example 2.1. Consider a graph G with the nodes vg,v1,v9, the edges
ep, €1, €2, €(, €], €5, and the following source, target, and labeling functions:

labY (v;) =0  fori=0,1,2
sre(e;) = v;,  tgt(e;) = v, labE(ei) =¢ fori=0,1,2
sre(el) = v;, tgt(el) = wviy1, labP(e)) =P, fori=0,1
src(eh) = vg, tgt(eh) =wvo, labP(eh) = P

The drawing below is a representation of G.

C1

50) Py
(67) C2

P

It consists of three nodes with the same label (O), three loops with three
different labels cg, c1, co, and three edges, which are not loops, with three
different labels Py, P;, P,. Every node is incident to one loop and has, besides
the loop, one incoming and one outgoing edge.

Graph morphisms consist of partial functions between nodes and edges,
which preserve the graph structure.

Definition 2.2 (graph morphisms). Given graphs G and H, a (partial)
(graph) morphism g : G — H consists of partial functions gy : Vg — Vi and
9r : Eq¢ — Ep which preserve sources, targets, and labels, i.e., gy osrcg(e) =
steg o ge(e), gy o tgta(e) = tgty o gr(e), labl(v) = labl; o gy (v), and
lab&(e) = lab% o0 gr(e) on all nodes v and edges e, for which gy (v), gg(e)
is defined. Furthermore, if a morphism is defined on an edge, it must be
defined on all incident nodes. The morphism g is total (injective, surjective)
if both gy and gg are total (injective, surjective). If g is total (and injective),
we write ¢ : G — H (g : G — H). The composition of morphisms is
defined componentwise. An isomorphism is a total, bijective morphism.
Two graphs G and H are isomorphic, written as G = H, if there exists an
isomorphism from G to H.

Convention. In drawings of (partial) morphisms, we equip the image
of a node with the same index. Nodes on which the partial morphism is
undefined have no index.

Example 2.2. Consider the graph G with nodes v1,v9,v3, edges e, es, e3
labeled with Py, Pi, P>, and a ci-labeled loop e4 and the graph H with
nodes v}, v}, edges e}, €}, labeled with Py, P, and a ce-labeled loop €f, both
as in the drawing representations below. The morphism g : G — H is
formally given by the partial functions gy : {vi,v9,v3} — {v},v}} and
gr : {e1,e2,e3,e4} — {€],€h, €4}

8
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It is represented as follows:

c1
Py P p, 2
G @ -, |
P2 P2

The nodes v1,v9, v3 with indices 1,2,3 are mapped to the nodes with the
indices 1,2, 3. In particular, the nodes with indices 2 and 3 are identified.
The morphism ¢ is undefined on the c;-labeled loop and the P;-labeled edge.
The cy-labeled loop is not in the image of the morphism.

Graph constraints are well-known (e.g., Rensink [Ren04], [HP09]) and
equivalent to first-order graph formulas in the sense of Courcelle [Cou90,
Cou97]. We focus on a special case of graph constraints, which are non-
nested and based on “pure positive” / “pure negative” constraints, considered,
e.g., in [HST18]. A definition of general graph constraints can be found in
Appendix A.

Definition 2.3 (positive & negative constraints). A pure positive con-
straint is an expression of the form 3C' where C is a graph. A pure negative
constraint is an expression of the form —3C where C is a graph. A pure
constraint is a pure positive or pure negative constraint.

The class of positive constraints is the smallest class of expressions, which
(i) contains all pure positive constraints and (ii) is closed under A, V. The
class of negative constraints is the smallest class of expressions, which (i) con-
tains all pure negative constraints and (ii) is closed under A, V. A proper?
constraint is a positive or negative constraint.

The class of non-nested constraints is the smallest class of expressions, which
(i) contains all pure positive constraints and (ii) is closed under —, A, V.

A graph G satisfies 3C if there is a total, injective morphism C' — G. It
satisfies the negation —3C' (the negation —c) if it does not satisfy 3C' (the non-
nested constraint ¢). A graph satisfies a disjunction of non-nested constraints
if it satisfies one of them, and a conjunction of non-nested constraints if it
satisfies both of them. We write G |= ¢ if the graph G satisfies the non-
nested constraint ¢. For a non-nested constraint ¢, we denote by [c] the class
of all graphs G with G |= ¢. Two non-nested constraints ¢, ¢’ are equivalent

if [c] = [¢]-

Assumption. In the following, we focus on proper, i.e., positive and negative
constraints.
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non-nested

proper

positive | negative

30,V pure —3C1 A
3C —=3C

1C [-3C

—-3C1V
—-3C>

AC, A =30y

Figure 2.1: Non-nested constraints.

In Figure 2.1, the subclasses of non-nested constraints are illustrated:
Proper constraints subsume positive (e.g., 3C7 V 3C3) and negative con-
straints (e.g., -3C1 A =3C2). The non-nested constraint 3C; A =3C5 is not
proper. Pure constraints subsume pure positive (3C') and pure negative
(=3C) constraints.

Example 2.3. Consider a single node label and three edge labels cg, c1, cs.
The expressions

Co

Loop(co):EI( Q ) and NoLoop(co):ﬁE|< (0(5 )

are pure constraints. The pure positive constraint Loop(cg) expresses that
there exists a cp-labeled loop. The pure negative constraint NoLoop(cy)
expresses that there does not exist a cp-labeled loop. The expressions

Loop = \/ EI( (3 ) and NoLoop = /\ —S( (Cé )

i=0,1,2 i=0,1,2

are proper constraints. The positive constraint Loop expresses that there
exists a loop. The negative constraint NoLoop expresses that there does not
exist a loop.

In Sandmann [San22], another type of proper constraints is defined.

10
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The validity of positive contraints is inherited to “larger” graphs. Analo-
gously, the validity of negative contraints is inherited to “smaller” graphs.

Fact 2.1 (upward & downward inheritance). Let G — H.
(a) For a positive constraint ¢, G |= ¢ implies H |= c.
(b) For a negative constraint ¢, H |= ¢ implies G = c.

Proof. We show (a) by structural induction over positive constraints. Let
h : G — H be a total, injective morphism and ¢ a positive constraint.
Hypothesis. G |= ¢ implies H |~ c.

Base case. Let ¢ = 3C and G [ ¢, i.e., there exists g : C — G. Then,
hog:C < H is a total, injective morphism, i.e., H = 3C.

Induction Step. (i) Let c=1¢; V2 and G = ¢, ie., G = ¢; where i =0 or
i = 1. We apply the induction hypothesis to ¢;. We obtain H = ¢; where
i=1ori=2. Thus, H =c. (ii) Let c=c1 Acz and and G [= ¢, ie., G =1
and G = co. We apply the induction hypothesis to both ¢; and ca. We
obtain H |= ¢; and H |= ¢p. Thus, H = c.

Statement (b) follows by the contraposition of statement (a). O

For every positive constraint, an equivalent constraint in “reduced V-
normal form” is computable. A disjunction of pure positive constraints is
reduced if for different graphs C, C’ in the disjunction, there is no total,
injective morphism from C to C’.

Lemma 2.1 (V-normal form). For every positive contraint, we can ef-
fectively construct an equivalent, reduced disjunction of pure positive con-
straints.

Proof sketch. The conjunction of two pure positive constraints can be
expressed as an equivalent disjunction of pure positive constraints. This is
done by considering all possible overlappings of two graphs. Thus, every
positive constraint can be written in a disjunctive normal form. Formally, we
perform a structural induction over positive constraints, see Appendix B. [

In graph transformation, the most popular approaches are the double-
pushout approach (DPO) and the single-pushout approach (SPO). We use
the single-pushout approach with injective “matches” for modeling graph
transformations, see, e.g., Lowe [Low93], Ehrig et al. [EHK'97]. For our
purpose, SPO is favorable, see Fact 2.8. In [Par92|, Parisi-Presicce pro-
vides a comparison of DPO and SPO.

A rule is given by a graph morphism. It is applied to a graph by means
of a set-theoretical or “pushout” construction. In a set-theoretical manner,
the result of the application of the rule r = (p : L — R) according to the
“match” m : L — G is constructed from the graph G as follows:

11
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(1) Delete all “dangling edges”, i.e., egdes incident to nodes which are
undefined under p.
Delete all items which are undefined under p.

(2) Add all items which are new in R.

The construction is illustrated in Figure 2.2.

| o |

W ]

Figure 2.2: Illustration of a pushout.

The red area is undefined under p and therefore deleted. The green area
is added. The light-blue area is preserved. The gray area illustrates the
context of the left-hand side.

Definition 2.4 (rules & transformations). A (graph transformation) rule
r = (p: L — R) is given by a partial morphism from a graph L to a graph R.3
A (direct) transformation G = H from a graph G to a graph H via (applica-
tion of) the rule r according to a total, injective match morphism m : L — G
is given by a pushout of r and m as shown below. For a formal definition of
pushouts, see Appendix A.

p
L R
m[ (PO) [
G H
We write G =, H to indicate the applied rule, and G =r H if G =, H
for a rule 7 in a rule set R.
A transformation sequence is a (possibly infinite) sequence Gy = G1 = ...
of consecutive transformations. A transformation sequence (from Gy to Gy)
of length k is a finite transformation sequence Gy = G1 = ... = G. We

denote a transformation sequence from G to H of length k by G =% H, of
length < k by G ==F H, and of length > 0 by G =* H.

3We use rules with names for referring to them.

12
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Example 2.4. In Figure 2.3, the rule on the top is applied to the graph in
the bottom left corner. The construction of the pushout yields the graph in
the bottom right corner. This transformation deletes (creates) one cy-labeled
loop at the source (target) node of the Pj-labeled edge.

Co €0
< ) P1 P 1
1 2 - 1 @2
<0 Po Py
Yo RiEe
3 P 2 3 P 2

Figure 2.3: Example of a transformation.

For obtaining a graph transformation system, we restrict the graphs to
which the rules shall be applied to a specified “closed” graph class. A graph
class S is closed under (rule application of) R if for every transformation
G =R H with G € 5, also H € S.

Definition 2.5 (graph transformation system). A graph transforma-
tion system (GTS) (S,R) is a finite set R of rules together with a graph
class S closed under R.

Example 2.5. The Initiate-rule and the two Forward-rules in Figure 2.4
together with the class of “cyclic” graphs of the form

Py Py

!

Py

with some additional cg-labeled loops form a GTS. The application of the
Initiate-rule creates one cg-labeled loop at the target node of a Py-labeled
edge. The application of the Forward-rules delete (create) one cg-labeled
loop at the source (target) node of a Pj-labeled edge where i = 1, 2.

Co Co
< ) Py Py E )
‘o T 2 T 97 2
L Po Pog )
Initiate: Oo—>0, — O3 9 Forward

Co Co
P P
< D0, o) >

Figure 2.4: The Initiate-rule and two Forward-rules.

13
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Example 2.6 (reset Petri nets). Petri nets and reset Petri nets? can be
seen as graph transformation systems. There are several possibilities for the
encoding. Kreowski [Kre80] shows that Petri nets can be described by graph
transformation in a very intuitive way. Baldan et al. [BCGM10] compare
different variations of generalized Petri nets regarding their encodings.

2.2  Well-structured Transition Systems

Transition systems are an abstract model for describing transitions between
the states of a system. The concept of well-structuredness (e.g., Abdulla et
al. [ACJT96], Finkel & Schnoebelen [FS01], Konig & Stiickrath [KS17]) is

built upon the notion of transition systems.

Definition 2.6 (transition system). A transition system (S, —) consists
of a (possibly infinite) set S of states and a transition relation —-C S x S.
Let —%=1Idg (identity on S), ='=—, and =*=—F"1 o — for every k > 2.
Let —»=F= Uogjgk —J for every k > 0. The transitive closure is given
by =*= U0 —*_ A transition sequence is a (possibly infinite) sequence
S9 — 81 — ... of consecutive transitions.

Fact 2.2 (induced transition system). Every GTS (S, R) induces the
(graph) transition system (S,=g). Every reset Petri net together with
the set of all markings and the firing as transition relation induces a (net)
transition system.

The graph class is usually infinite as in the following example.

Example 2.7. Consider the graph class which consists of “cyclic” graphs
with additional loops. The basic structure of these graphs is given by a cycle
of three nodes connected by three edges labeled with Py, Pi, and P» (the
graph on the top left in Figure 2.5). Every loop is labeled with ¢y. This
graph class is closed under application of the Initiate-rule and Forward-
rules shown in Figure 2.4. These rules together with the depicted graph
class induce a transition system. An excerpt of the transition is shown in
Figure 2.5.

Often we are interested in the predecessors or successors of a set of states.

Definition 2.7 (pre- & postsets). Let (S, —) be a transition system. For
S’ C S and k > 0, we define pre*(S’) = {s € S| I’ € §' : s =F 5’} and
posth(S) = {s € S| 3s' € § : 5" =F s}. Let pre=F(S’) = U<k pre’ (S7),
pre*(S') = Ugsopre®(S’), post=F(S') = Uj<k post?(5’), and post*(S') =
Ugso post®(S’). We abbreviate post! (S”) by post(S’) and pre!(S’) by pre(S’).
For a singleton S’ = {s}, we omit the braces.

4For a formal definition of reset Petri nets, see Appendix A.

14
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Co Co

P P 0
0 ! P Py Py Py
P
2 P P

s P o
0 100 Py Py
— cg —— - - -
p)

oo

Figure 2.5: Transition system induced by a GTS.

A transition system (S, —) is recursively finite-branching® if post(s) is finite
and computable for every given state s.

Example 2.8. An example of a transition system consisting of four states
S0, 81, S2, 83 and transitions sg — s1,Sg — S2,S51 — S3, S2 — S3 is given below.
The set post®(sg) of all states reachable from sy contains all four states. The
set preS!(s3) of states from which s3 can be reached in at most one step
contains only s1, So, S3.

51
/ \
S0 S3
\ /

52

Pre- and postsets exhibit a “duality” in the following sense: for a predeces-
sor s of a state s’, the state s’ is a successor of s, and vice versa.

Fact 2.3 (pre- & postsets). Let (S, —) be a transition system and s, s’ € S.
For every k > 0,

s € pref(s') <= s’ € post¥(s).

®The same terminology is used, e.g., in Abdulla et al. [ACJT96]. The word “recursively”
refers to the computability of the postset.

15
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Several problems are undecidable for transition systems, in general, due
to their infinite state space. However, interesting decidability results can be
achieved if the system is well-structured, see, e.g., Abdulla et al. [ACJ T96],
Finkel & Schnoebelen, [FS01]. A prerequisite for this concept is a well-quasi-
order on the set of states.

Definition 2.8 (well-quasi-order). A quasi-order is a reflexive, transitive
relation. A well-quasi-order (wqo) over a set S is a quasi-order <C S x S s.t.
every infinite sequence (sg,s1,...) in S contains an increasing pair s; < s;
with ¢ < j. A (well-)quasi-order is decidable if it can be decided whether
s < & for every 5,5’ € S.

In our setting, the subgraph order is of crucial importance.

Definition 2.9 (subgraph order). The subgraph order < is given by
G < H iff there exists a total, injective morphism G — H for graphs G, H.

The subgraph order is a quasi-order on all graphs. However, it is not a well-
quasi-order on all graphs.

Example 2.9 (no increasing pair). The infinite sequence c&)’gg’%%)’ e
of cyclic graphs of increasing length contains no increasing pair.

To obtain a well-quasi-order, we restrict the graph class.

Definition 2.10 (bounded path length). A graph class S is of bounded
path length if the length of any path® in any graph G € S is bounded.

Konig & Stiickrath show that the subgraph order is a well-quasi-order on
graphs of bounded path length, based on a result of Ding.

Fact 2.4 (subgraph order [KS17, Prop. 6], [Din92, Thm. 2.1]).
For a graph class S of bounded path length, the restriction <g of the subgraph
order < to S is a wqo.

Upward- and downward-closed sets w.r.t. a given well-quasi-order are of
special interest. Such sets are called ideals and anti-ideals. Ideals are, in
general, infinite but can be represented by a finite basis (a minimal generating
set), similar to algebraic structures.

Definition 2.11 (ideal & basis). Let < be a quasi-order on the set S.
For every subset A of S, we denote by 1A ={se€ S |3a€ A:a<s} the
upward-closure and by JA={s € S| Ja € A: s < a} the downward-closure
of A. An ideal I C S is an upward-closed set, i.e., 11 = I. An anti-ideal
J C S is a downward-closed set, i.e., | J = J. An (anti-)ideal is decidable
if membership is decidable. A basis of an ideal I is a subset B C I s.t.
(i) 1B =1 and (ii) b#b = b L b for all b,V € B.

SA path in a graph G of length ¢ is a sequence v1, €1,z ..., s, e¢, vet1 of nodes and
edges s.t. srcg(e;) = v; and tgtg(e;) = viy1, or tgte(e;) = v and srcg(e;) = viqa for every
1 <4 < /¢, and all contained nodes and edges occur at most once.

16
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Since a downward-closed set does not have a finite representation in
general, we will demand that membership is decidable.

Convention. The symbols “t” and “|” are binding stronger than the
symbols “N” and “U”, e.g., T AN B is the intersection of the upward-closure
of the set A with the set B.

The upward- and downward-closure of a set A with three elements are
visualized in Figure 2.6. The nearer to the bottom an element, the “smaller”
the element. All elements “larger” (“smaller”) than an element are located
in the “cone” above (below) that element.

Figure 2.6: Visualization of upward- and downward-closure of a finite set A.

An ideal and an anti-ideal (its complement) are visualized in Figure 2.7.
The basis of the ideal is given by the three elements represented by blue
nodes.

Figure 2.7: Visualization of an (anti-)ideal.
Regarding the subgraph order, positive and negative constraints constitute
ideals and anti-ideals, respectively. For a graph class S, [c]s denotes the

class of all graphs in S satisfying c.

17
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Fact 2.5 (ideals of graphs). Let S be a graph class. For every positive
(negative) constraint c, the set [c]s is an ideal (anti-ideal).

Proof. Let ¢ be a positive constraint and G € S a graph with G | ¢. By
Fact 2.1, for every graph H € S with G < H, also H = ¢. Thus, [c]s is an
ideal. The statement for negative constraints follows analogously. ]

Example 2.10. Let S be the class of all graphs over the node label [J and
edge labels c1, co, c3. For the proper constraints

C; C;
Command = \/ EI( Q ) and NoCommand = /\ —EI( Q ),

i=0,1,2 i=0,1,2

the set [Command]g is an ideal consisting of all graphs in S with a co-, ¢1-,
or cp-labeled loop and the set [NoCommand]g is an anti-ideal consisting of
all graphs in S without cg-, ¢1-, and co-labeled loops. The set

C1 2

Co
{@. 9.9
is a basis of the ideal [Command]s.

For a well-quasi-order, every ideal can be represented by a finite basis.

Fact 2.6 (finite basis [ACJT96, Lemma 3.3]). Every ideal has a basis
and every basis is finite, provided that the superset is equipped with a wqo.
Given a finite set A, we can compute a basis of T A, provided that the
quasi-order is decidable.

For well-structuredness, we demand that the well-quasi-order yields a sim-
ulation of “smaller” states by “larger” states. This condition is called com-
patibility.

Definition 2.12 (well-structured transition systems). Let (S, —)
be a transition system and < a decidable wqo on S, i.e., for each two
given states s,s’ € S, it is decidable whether s < s’. The tuple (S, <, —)
is a well-structured transition system (WSTS), if:

(i) The wqo is compatible with the transition relation, i.e., for all s;, s/,
sg € S with s1 < s} and s1 — s9, there exists ), € S with so < s}, and
s) —* sh. If s) =1 sh, we say that it is strongly compatible.

v S§1 — S92 v S§1 — S92
‘\A HA ‘m HA
AR A= sy -t sy, 3
(a) Compatibility (b) Strong compatibility
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(ii) Pre-effectiveness: For every s € S, a basis of Tpre(1{s}) is computable.

A strongly WSTS (SWSTS) is a WSTS with strong compatibility.
Fact 2.7. Every SWSTS is a WSTS.

Fact 2.8. For the single-pushout approach, the strong compatibility condition
is satisfied. For the double-pushout approach, the compatibility condition is,
in general, not satisfied.

Consider, e.g., the rule (0 01 — <0 1) which requires the existence
of two nodes, deletes a node, and adds a loop to other node.
In SPO, this rule can be applied to the graph consisting of two nodes, yielding
the graph consisting of one node with an incident loop. It can also be applied
to the “larger” graph consisting of two nodes each of which has one incident
loop yielding the “larger” graph consisting of one node with two incident
loops.

In DPO, the application of the same rule to a “larger” graph is not possible,
in general. E.g., the latter rule is applicable to the graph consisting of two
nodes, but not to the “larger” graph consisting of two nodes each of which has
an incident loop. The dangling condition in DPO prohibits a rule application
if incident edges of a node to be deleted are not specified to be deleted.

Assumption. In the following, let (S, <,—) be a well-structured transition
system.

The set of ideals of .S is closed under union, intersection, and preset.

Fact 2.9 (stability of ideals [ACJT96, Lemma 3.2]). Let I,I’ C S be
ideals and J, J' C S anti-ideals. Then the sets I U I’, and I NI’ are ideals
and the sets JU J', JNJ' are anti-ideals. For WSTSs, the set pre*(I) is an
ideal. For SWSTSs, also the sets pre(I), pre=¥(I) for every k > 0 are ideals.

Remark. The upward-closedness of pre*(I) for WSTSs, where I is an ideal,
is shown, e.g., in [FSO1, Proof of Prop. 3.1].

A major point in our argumentation is the observation that every infinite,
ascending sequence of ideals w.r.t. a well-quasi-order eventually becomes
stationary.
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Lemma 2.2 (termination [ACJT96, Lemma 3.4]). For every infinite,
ascending sequence Iy C I C ... of ideals, there exists a kg > 0 s.t. I}, = I,
for all k& > k.

The statement of the latter lemma is indeed equivalent to the definition
of a well-quasi-order (Definition 2.8) as well as to the existence of bases
(Fact 2.6).

Fact 2.10 ([Mil85, Thm. 1.2]). For a quasi-order, the following statements
are equivalent:

(1) The quasi-order is a wqo.
(2) Every ideal has a basis.
(3) Every infinite, ascending sequence of ideals becomes stationary.

Abdulla et al. exploit Lemma 2.2 to show the decidability of the ideal
reachability problem for SWSTSs.

Lemma 2.3 (ideal reachability [ACJT96, Thm. 4.1)).

Given a state s of a SWSTS and a basis of an ideal I C S, we can decide
whether we can reach a state sy € I from s. In particular, a basis of pre*(I)
is computable and pre<¥(I) = pre*(I) <= pre=F*1(I) = pre=k(I).

The proof idea as well as the decidability of the ideal reachability problem
will be used in Chapter 4 and 5 as an important integrant for the decidability
proofs. For this reason, we present a sktech of the proof.

Proof sketch. We sketch the proof of Abdulla et al.: For an ideal I, an-
other ideal I* is constructed s.t. 35’ € I : s —=* & iff s € I*, ie., I* =
pre*(I) = U;>o pre/ (I). The idea is to iteratively construct the sequence of
the ideals I, = pre=F(I) until it becomes stable. It is shown that I}, = I},
is a decidable stop condition, i.e., a condition which guarantees that we can
stop the algorithm, since I 11 = I U pre(Iy). Since ideals are infinite, this
construction cannot be carried out directly but using bases for representing
ideals. By the definition of SWSTSs, we can iteratively compute bases of
the predecessors of an ideal with a given basis. These considerations are
similarly feasible for WSTSs. Instead of the preset pre(I’) of an ideal I’, one
can consider the ideal Tpre(I’), see, e.g., Finkel & Schnoebelen, [FS01, Proof
of Thm. 3.6]. O
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Modeling Adverse Conditions

The concepts of resilience (e.g., Jackson & Ferris [JF13]) and adverse condi-
tions (e.g., Olderog et al. [OFTK21]) are topics of recent research. Correctness
under adverse conditions captures a variety of areas. To the best of our
knowledge, there is little research on adverse conditions modeled by graph
transformation, e.g., [Flil6, Peul8|.

The concept of adverse conditions addresses systems interacting with
an adversary environment. System correctness under adverse conditions
means that the system withstands the adverse effect of the environment. It
generalizes common notions of correctness. Models of adverse conditions
include, e.g., graph transformational units (Holscher et al. [HKK09]), adverse
reconfiguration and 2-player programs (Flick [Flil6]), and 2-player hyperedge
replacement games (Peuser [Peul8]).

In this chapter, we introduce the model of so-called joint graph transfor-
mation systems each of which arises from the interplay of a system and an
environment. Their interaction is modeled by a so-called control automaton.

System

i joint GTS
environment Construct J
control automaton

The constructed joint system is again a graph transformation system s.t.
graph-based methods and tools can be directly applied. We introduce
meaningful notions of resilience for this kind of systems. These notions
capture the recovery of a safety constraint Safe after an interference of the
environment, i.e.,

interference of environment = recovery of Safe.

In this approach, we reduce verification of resilience to temporal model
checking.
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system
environment . joint GTS yes
Construction AN
Model no

control automaton

Checking
resilience notion (—m=——"—" temporal formula Method (no answer)
Reduction -

For the constructed joint graph transformation system, we try to check
whether the temporal formula expressing a given resilience notion holds. To
this aim, one may use a graph-based model checker.

In Section 3.1, we introduce the model of joint graph transformation
systems. In, Section 3.2, we define meaningful resilience notions for this
kind of systems. In Section 3.3, we show how these resilience notions can
be expressed in temporal logics as a preparation for model checking. An
introduction to temporal logics can be found in Appendix A.

3.1 Joint Graph Transformation Systems

We define so-called joint graph transformation systems, each of which involves
the system, the environment, and a so-called control automaton modeling
the interaction between them. Both, system and environment, are graph
transformation systems.

Example 3.1 (traffic network system). We model a traffic network
system where the adverse conditions are blocked connections due to jams,
accidents, or damages on the tracks. Nodes correspond to traffic junctions
while an edge of the form O===0 represents a connection between them.
An edge labeled with the symbol & describes a vehicle in the traffic line
between the traffic junctions. The rule Ascend (Descend) formalizes the
ascent (descent) of a vehicle onto (off) the traffic network. We realize a traffic
flow by the rule Move, which enables vehicles to change their position to an

adjacent track. Blocked tracks (Oﬂ@) occur only if a connection is highly
frequented, i.e., if n vehicles are on the same track. This is formalized by
the environment rule Block. For the sake of simplicity, let n = 2. Blocked
tracks can be repaired by the rule Repair. Formally, we consider the system
rule set S and environment rule set £ represented in Figure 3.1.
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Ascend : <

Descend : <
S

Figure 3.1: System and environment rules of the traffic nework system.

Assumption. In the following, let S and &€ be rule sets over a joint label
alphabet A, called system and environment rule set, respectively.

We specify the class of automata which are used to model the interaction
between system and environment. These “control automata” are similar
to w-automata, see, e.g., Thomas [Tho90]. Each of the former consists
of a finite set of states, an initial state, and a labeled transition relation.
Labeling the transitions with system or environment would allow us to
determine an “order” according to which system and environment interact.
For more precise modeling, the transitions are labeled with a subset of
rules which are admissible for the respective transition in the automaton.
Equivalently, a transition can be labeled with a single rule. The representation
of the automaton is better comprehensible with subsets of rules.

Definition 3.1 (control automaton). A control automaton (of S and &)
is a tuple A = (Q, d, qo) consisting of a finite set @ disjoint from A, called
the state set, an initial state qo € @, and a (rule-labeled) transition relation
0 C QXP(SUE) x Q where P(S U E) is the power set of SUE. For
R CSUE, we write g =g ¢ for (¢, R,q') € 6 and ¢ —, ¢’ for aruler € R
with ¢ =% ¢'.

Convention. In a graphical representation, a node labeled with ¢ repre-
sents a state ¢ and a R-labeled edge from ¢ to ¢ represents a transition
q —r ¢. Foraset R ={rq,...,ry,}, we allow to omit the brackets.

Example 3.2. A control automaton modeling the interaction between system
and environment in Example 3.1 is given below.

23



CHAPTER 3 Modeling Adverse Conditions

Move, Ascend, Descend

Block

Yol )

Repair

We assume that for a given rule r € S U £, we can infer the information
whether 7 is meant as a system or an environment rule. Formally, this can be
done by considering the disjoint union of & and £ in the set-theoretic sense.

For the synchronization on the level of transition systems, one may
use tuples (G, q) of graphs and states and transitions (G,q) — (H,¢') if
G =, H for some rule r € SUE and q —, ¢ for some q,¢ € Q. For the
synchronization on the level of graph transformation systems, instead of
tuples (G, q), we use graphs GY, i.e., G equipped with a g-labeled node, and
rules (L? — R?) for some rule 7 = (L — R) € SUE and q —, ¢ for some
¢,¢ € Q. This yields transformations G? = H? if G =, H for some rule
re SUE and ¢ —, ¢ for some q,q¢ € Q.

A so-called joint graph transformation system is obtained by synchronizing
each rule set, the system and the environment, with the control automaton,
and then joining both sets of “enriched” rules.

Construction 3.1 (joint graph transformation system). Let A =
(Q,9,qo0) be a control automaton of S and €. A joint graph transformation
system is a graph transformation system (S,S4 U E4) where S consists of
graphs of the form GY, i.e., the disjoint union of a graph G and a node
labeled with ¢ for a state ¢ of the control automaton, and the joint rule set
SpaU&4 of S and € w.r.t. A is constructed as follows: The enriched rule
set Sy 1s constructed as

Sy={(L? = R"Y|r=(L —R) e S and q =, ¢},

and L7 (R?) denotes the disjoint union of L (R) and a node labeled with ¢ (¢).
In the partial morphism L? — Rq/, the node labeled with ¢ is not in the
domain, i.e., deleted, and the node labeled with ¢’ is not in the image, i.e.,
created. The enriched rule set £4 is defined analogously. If the control
automaton A is known from the context, the joint rule set S4 U &4 is shortly

denoted by S€&.

Example 3.3. The traffic network in Example 3.1 synchronized with the
control automaton A in Example 3.2 yields the joint rule set in Figure 3.2.

Joint graph transformation systems may be annotated with the symbols
s,e, T standing for

s:  “last applied rule was system rule”

e: “last applied rule was environment rule”

T: “no last applied rule”.
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Ascend : < = - é >

N Descend 4 : < - o= >
Movey : @ — >
Repair , :

Ea Blocky : <

Figure 3.2: The joint rule set of the traffic network.

The obtained graph transformation system is called “annotated” joint graph
transformation system. This annotation will be used for the reduction to
temporal logics.

It is expedient to include all possible combinations of annotation symbols
and enriched rules. However, this may lead to a large number of annotated
rules. To reduce the number of annotated rules, we use “presymbols” of a state
describing which of the symbols s, e, T can occur before a rule application in
this state. For a joint rule set S, the symbol o(S) =s or o(£) = e, is the
annotation symbol of S or &, respectively. For a rule r € R and R € {S, £},
let o(r) = o(R) be the annotation symbol of . The set of all annotation
symbols {s, e, T} includes also the symbol T, indicating an initial graph.

Construction 3.2 (presymbols). The set of presymbols presym(q)
of a state ¢ of the control automaton is constructed as follows.

(1) For every transition of the control automaton going to ¢, consider its
label, i.e., the subset of rules.

(2) For each such rule, include its annotation symbol into the set of
presymbols of ¢, i.e., if a system (environment) rule is contained,
include the symbol s (e). If ¢ is the initial state, include also the
symbol T.

Example 3.4. In the situation below, the presymbols of the state gg are
the presymbols of R1 U Rs. Since ¢ is the initial state, we also include the
symbol T. These presymbols are used to annotate each rule r with gg — q.
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O
—00
Ok
In Example 3.2, the set of presymbols of gy of the control automaton consists

of o(Move), o(Ascend), o(Descend), o(Repair), T, i.e., the symbols s, T. The
set of presymbols of g; consists of o(Block), i.e., the symbol e.

9

Fact 3.1. For every joint GTS, there is an “equivalent” annotated one.

For simplicity, one may replace presym(r) by the set of all three annota-
tion symbols in the following construction. However, the number of rules
may be larger than in the case using presymbols presym(q).

Construction 3.3 (annotated joint graph transformation system).
Let (S, SE) be a joint graph transformation system w.r.t. a control automaton
A =(Q,0,q0). The tuple (S',S’y UE") is the annotated joint graph transfor-
mation system of (S, SE) where S’ consists of graphs of the form G, i.e., the
disjoint union of GG, a node labeled with a state ¢ € ), and a node labeled
with an annotation symbol ¢, and the annotated joint rule set S’y U &'y
of S and £ w.r.t. A is constructed as follows: The annotated rule set S is
constructed as

8114 = {(LQC N Rq’g/> | <Lq N Rq’> €84 ce presym(q), §/ _ S},

where L% (R?<') denotes the disjoint union of L (R), a node labeled
with a state ¢ (¢'), and a node labeled with an annotation symbol ¢ (¢’). In the
partial morphism L% — qugl, the node labeled with ¢ is not in the domain,
i.e., deleted, and the node labeled with ¢’ is not in the image, i.e., created.
The annotated rule set &y is defined analogously, replacing S by £ (s by e).
If the control automaton A is known from the context, the annotated joint
rule set S’y U &' is shortly denoted by (SE)’.

Fact 3.2. By construction of annotated joint GTSs, the positive constraint
3((e)) is equivalent to the negative constraint =3((s)) A =3((D)).

Example 3.5. Consider the system rule set S, the environment rule set £, and
the control automaton A given in Example 3.1. The annotated joint rule set
S’y U &) is represented in Figure 3.3.

3.2 Resilience Notions

In this section, we give a notion of correctness for graph transformation
systems and introduce three instances of resilience notions for joint graph
transformation systems, which generalize correctness.
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Figure 3.3: The annotated joint rule set of the traffic network.

Definition 3.2 (marked GTS). A marked GTS is a tuple (S, R,INIT)
where (S,R) is a GTS and INIT C S. It is finite-marked if INIT is finite.
A marked (annotated) joint GTS is a marked GTS (S,SE,INIT) where
(S,8€) is a(n) (annotated) joint GTS and INIT C S.

Example 3.6. The tuple (S,SE,INIT) is a marked joint GTS where S€ is
the joint GTS of the traffic network in Example 3.3, INIT consists of the
single graph O=—=0=0 @), and S is the set of graphs reachable from the
latter graph.

Correctness of a marked GTS w.r.t. a safety constraint Safe means that
every graph, reachable from an initial graph, satisfies Safe. This notion
corresponds to safety correctness in the usual sense, see, e.g., Apt et al.
[AOdB09, p. 283).
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Definition 3.3 (correctness). A marked GTS (S,R,INIT) is correct
w.r.t. a graph constraint Safe if for all graphs G' € INIT, G =% H im-
plies H = Safe.

Example 3.7. The marked joint GTS of the traffic network (Example 3.6) is

not correct w.r.t. Safe = NoBlocked = —EI(O%O). A graph with a blocked
track can be derived by applying Block.

For joint GTSs, this correctness notion is too restrictive. Instead of
correctness, we consider resilience. We allow that the validity of the safety
constraint is violated for a certain number of steps after an interference of the
environment. Nonetheless, the safety constraint must be recovered. We give
instances of resilience notions. A natural approach is to limit the maximal
number of steps after which the safety constraint must be recovered.

Assumption. In the following, let (S,SE,INIT) be a marked joint GTS
w.r.t. a control automaton A = (Q,d,qo), Safe a graph constraint, and
k > 0 a natural number.

The notion of k-stepy resilience demands that after an interference of the
environment, in every following sequence, recovery of the safety constraint
occurs in at most k steps. By contrast, the notion of k-steps resilience
demands that after an interference of the environment, in at least one
following sequence, recovery of the safety constraint occurs in at most k steps.
There are similar resilience notions in the literature [Dij74, Dol00, ACD*17],
see Related Concepts in this chapter and Chapter 6.

Definition 3.4 (k-step resilience). A marked joint GTS (S,SE,INIT) is

(1) k-stepy resilient w.r.t. Safe if, for every graph Gy € INIT and every
transformation sequence Go =%c H =¢, M :>§5 N, there exists a sub-
sequence’ M =>§§ N’ = Safe, and

(2) k-steps (or simply k-step) resilient w.r.t. Safe if, for every graph
Go € INIT and every transformation sequence Gg =5 H =¢, M,
there exists a transformation sequence M :>§§ N = Safe.

Example 3.8. (1) For Safe = NoBlocked, the marked joint GTS of the
traffic network system (Example 3.6) is neither correct w.r.t. Safe nor O-stepy
resilient, but 1-stepy resilient w.r.t. Safe since after applying Block, there
exists a blocked track and, by applying Repair, which is the only option in
the state ¢1, the blocked track vanishes.

(2) Consider the marked joint GTS obtained by replacing the control au-
tomaton A by B below.

"A subsequence of a transformation sequence Gop = G1 = ... = G}, is a (connected)
sequence Go = G1 = ... = G, with £ < k.
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Move, Ascend, Descend S

In this case, it is 1-stepg resilient w.r.t. Safe since Repair can be applied after
an application of Block and before Block is applied again. By the proposition
below, it is k-steps resilient for £ > 1. It is not k-stepy resilient w.r.t. Safe
for any k since, e.g., the system rule Ascend may be applied arbitrarily often
after an application of Block.

k-stepy resilience yields a hierarchy: k-stepy resilience implies (k + 1)-
stepy resilience for k > 0. A deadlock of a marked joint GTS (S, SE,INIT)
is a graph H reachable from a graph Gy € INIT s.t. no rule in S¢ is
applicable to H. For marked joint GTSs without deadlocks, k-stepg resilience
is a weaker notion than k-stepy resilience. Similar to k-stepy resilience, we
obtain a hierarchy for k-steps resilience.

Proposition 3.1 (hierarchy of k-step resilience). Let (S,SE,INIT)
be a marked joint GTS and & > 0.

(i) If the marked joint GTS is correct w.r.t. Safe,
then it is O-stepy resilient w.r.t. Safe.

(ii) If the marked joint GTS is k-stepy resilient w.r.t. Safe,
then it is (k + 1)-stepy resilient w.r.t. Safe.

(iii) If the marked joint GTS has no deadlocks and
is k-stepy resilient w.r.t. Safe,
then it is k-stepsg resilient w.r.t. Safe.

(iv) If the marked joint GTS is k-stepg resilient w.r.t. Safe,
then it is (k + 1)-stepg resilient w.r.t. Safe.

[correct w.r.t. Safe)

[k—stepv resilient w.r.t. Safe} {k—stepg resilient w.r.t. Safe]
[(k + 1)-stepy resilient w.r.t. Safej:{(k' + 1)-stepg resilient w.r.t. Safe}
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Proof. (i) Let Gy € INIT and let Gy =%5¢ H =¢ M be a transformation
sequence. The correctness of (S, SE,INIT) implies that M = Safe.

(i) If M =55 N |= Safe, then M =55 N = Safe.

(ili) By deadlock-freeness, every transformation sequence G =% H =¢, M
can be completed to a sequence G =5 H =¢, M :>§€ N. By k-stepy
resilience, there exists a subsequence M :>§§ N’ with N’ |= Safe.

(iv) If M =55 N |= Safe, then M =55 N |= Safe. O

We exemplarily introduce a notion of resilience which demands not
recovery after a number of steps but recovery until the next environment
step, i.e., the safety constraint must hold before the next environment rule is
applied.

Definition 3.5 (£-step resilience). A marked joint GTS (S, SE,INIT) is
E-step resilient w.r.t. Safe if, for every Gg € INIT and every infinite trans-
formation sequence Go =%¢ H =¢, M =s, N = ..., there exists a subse-
quence M =35 N’ with N’ = Safe.

Example 3.9. Let Safe = NoBlocked. The traffic network system is £-step
resilient w.r.t. Safe: after applying Block there exists a blocked track but
immediately, by applying Repair, the blocked track vanishes.

3.3 Reduction to Temporal Logics

We propose a method for checking resilience by a reduction to temporal
model checking, i.e., we express the resilience notions by means of temporal
logics. We can check whether a marked joint GTS is resilient w.r.t. Safe by
checking whether the marked annotated joint GTS satisfies a corresponding
temporal constraint of Safe.

marked . marked
— Annotation —
joint GTS annotated joint GTS

= T

resilience notion . temporal constraint
Reduction
w.r.t. Safe ¢(Safe)

Temporal formulas such as LTL and CTL formulas are well-known in
logic, see, e.g., [CE82, Eme90, BK08]. We adapt the notions and consider
so-called LTL and CTL graph constraints, i.e., temporal formulas whose

SoTysIyes
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atoms equate to graph constraints. A formal definition of LTL and CTL
graph constraints can be found in Appendix A.

First we consider LTL graph constraints. The temporality is interpreted
as the changes along a transformation sequence. Every direct transformation
correlates to a time step. Besides the common propositional operators there
are temporal operators, e.g., the operator X (NeXt) describes the validity
of a formula in the next step while the operator G (Globally) describes the
validity of a formula in every following step. E.g., the expression

G NoBlocked

describes that there exists no blocked track in any derived graph, i.e., correct-
ness w.r.t. NoBlocked. CTL graph constraints are, like LTL graph constraints,
temporal formulas where the atoms equate to the graph constraints.® By
contrast, the temporality is here branching. Besides the common proposi-
tional operators, there are path-quantified temporal operators which are pairs
of operators: the first one is either A (for All following paths) or E (there
Ezists a following path), the second one is a temporal operator. The operator
AG means the valdity of a formula in all following sequences, and EX means
that a graph can be reached in one step where the formula is valid. E.g., the
expression

AG NoBlocked

describes that there exists no blocked track in any derived graph, i.e., cor-
rectness w.r.t. NoBlocked.

First we consider the formalization of k-stepy and £-step resilience as
LTL constraints. The following theorem states that checking k-stepy/E-step
resilience of a joint GTS without deadlocks is equivalent to checking whether
the annotated joint GTS satisfies a certain LTL constraint.

Theorem 3.1 (reduction to LTL). For every graph constraint Safe and
every natural number k > 0, there exist LTL constraints ¢(Safe) and ¢ (Safe)
s.t. for every marked joint GTS without deadlocks:

(1) the marked joint GTS is k-stepy resilient w.r.t. Safe iff
the marked annotated joint GTS satisfies ¢y (Safe),

(2) the marked joint GTS is E-step resilient w.r.t. Safe iff
the marked annotated joint GTS satisfies ¢(Safe).

Assumption. In the following, let Sys := 3((s)) and Env := 3((e)).

8Graph constraints are equivalent to graph formulas. Consequently, temporal graph
constraints are equivalent to temporal graph formulas.
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Construction 3.4. For every graph constraint Safe and every natural
number k£ > 0, let

k
¢ (Safe) := G(Env = \/ X/Safe),
§=0
¢(Safe) := G((Env A XSys) = (Safe V X (SysUSafe)))

where k is a natural number, X° is “an empty operator”, and for j > 0,
X+l .= XIX denotes the iterated next-operator in LTL. The positive
constraint Sys means that the last applied rule was a system rule. The
positive constraint Env means that the last applied rule was an environment
rule.

The LTL constraint ¢y (Safe) can be read as “Whenever an environment
rule was applied, there exists a 0 < j < k s.t. in j steps Safe holds”. The
LTL constraint ¢(Safe) can be read as “Whenever an environment rule was
applied and a system rule is applied next, (Safe holds or) only system rules
are applied until Safe holds (and Safe holds eventually)”.

Proof. See Appendix B. O

We consider the formalization of k-steps resilience as CTL constraint.
The following theorem states that checking k-steps resilience of a joint GTS
without deadlocks is equivalent to checking whether the annotated joint GTS
satisfies a certain CTL constraint.

Theorem 3.2 (reduction to CTL). For every graph constraint Safe and
every natural number k > 0, there exists a CTL constraint ¢y (Safe) s.t. for
every marked joint GTS without deadlocks:

the marked joint GTS is k-steps resilient w.r.t. Safe iff
the marked annotated joint GTS satisfies oy (Safe).

Construction 3.5. For every graph constraint Safe and every natural
number k£ > 0, let

k
vr(Safe) := AG(Env = \/ EX7Safe),
j=0

where k is a natural number, EX" is “an empty operator”, and for j > 0,
EX’*! .= EX/EX denotes the iterated existential next-operator in CTL.

The CTL constraint ¢ (Safe) can be read as “For all following sequences,
whenever an environment rule was applied, there exists a following sequence
and 0 < j < k s.t. Safe holds in j steps”.

Proof. See Appendix B. O
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3.4 Related Concepts

Correctness

Correctness and wverification of programs are addressed by Apt et al.
[AOdB09] including also verification of non-deterministic and distributed pro-
grams. In Pennemann [Pen09] and Poskitt & Plump [PP13], correctness
of graph programs is considered. Graph programs are programs whose basic
components are sets of rules, i.e., graph transformation systems, and which
are characterized by their closedness under non-deterministic composition,
sequential composition, and iteration (as-long-as-possible).

The concept of adverse conditions addresses systems interacting with an
adversary environment. Correctness in this sense means that the interaction
between system and environment satsifies desired properties. In Olderog
et al., [OFTK21], a number of results on system correctness under adverse
conditions in diverse contexts are presented.

In Flick [Flil6], correctness of adverse reconfiguration nets and graph
programs under adverse conditions is considered. Adverse reconfiguration
nets are structure-changing Petri nets. The structure change is realized
by context-free graph transformation rules. It is shown that the word
problem, the reachability problem, and the abstract reachability problem are
decidable under certain boundedness assumptions (at most one token in every
marking, boundedly many reconfigurations). Moreover, a correctness notion
for programs under adverse conditions (2-player programs) is introduced.
Correctness is defined w.r.t. pre- and postconditions which are realized in form
of u-conditions, a generalization of graph conditions. A 2-player program has
one system and one environment player. While each step of the environment
player is considered, the system player can choose his step. It is shown that
the method of the weakest precondition for u-conditions also applies to this
case. By constrast, we consider joint graph transformation systems where
the control automaton is the only option to control the application of rules.

In Peuser [Peul8|, graph grammars under adverse conditions are investi-
gated. The considered grammars are hyperedge replacement grammars. The
specification is realized by a temporal (LTL) graph condition. The interaction
of system and environment is modeled by a finite labeled transition system.
The two labels correspond to “system” and “environment”, respectively.
System and environment play against each other, i.e., their interaction is
transformed into a hyperedge replacement game. Correctness is achieved
by a winning strategy. In more detail, the (ordered) hyperegde replacement
grammar and the temporal graph condition are transformed into a pushdown
process. The temporal graph condition is translated into a parity automaton.
Synchronizing the pushdown process with the labeled transition system
and the parity automaton yields a pushdown process, a priority function,
and a partition function. The combination of the latter three components
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is a hyperedge replacement game. By contrast, we consider control automata
to model the interaction of system and environment. Instead of considering
arbitrary temporal constraint, we show how to express meaningful resilience
notions as specific LTL or CTL constraints.

In [GMSS19], Giese et al. introduce a metric temporal logic over typed
attributed graphs. The atoms are graph conditions. Instead of discrete
temporality like in the case of LTL, the continuous set of non-negative
real numbers is considered. The main point of the definition is the until-
operator w.r.t. an interval of real numbers. This approach also incorporates
the tracking of elements over time, which is not possible with LTL/CTL
constraints.

Resilience

The concept of self-stabilization, introduced by Dijkstra [Dij74] and consid-
ered, e.g., in Dolev [Dol00], shows similarities with our resilience notions.
A system is self-stabilizing if it fulfills the following two conditions: Starting
from an arbitrary state, the system will eventually reach a safe state (conver-
gence). If the system is in a safe state, it will stay in a safe state (closure).
A probabilistic system is k-self-stabilizing if it satisfies the closure condition
and: starting from an arbitrary state, the system will reach a safe state
within an expected number of steps, which is bounded by a constant & (con-
vergence). Although we do not consider probabilistic systems, the latter
notion is very similar to k-step resilience where recovery in at most k steps
is demanded. In Miillner et al. [MTF13], verification of self-stabilizing
probabilistic systems by state space analysis is investigated. It is shown how
to compute the so-called limiting window availibility probability for reduced
Markov chains of subsystems. By recombination, the latter probability can
be computed for the whole system, often avoiding a state space explosion.

Akshay et al. [AGH'21] define and investigate resilience for timed
automata. In this context, k-resilience means that from any delayed state,
one gets “back to normal” in < k steps. Similar to our notions of k-steps
and k-stepy resilience, Akshay et al. regard k-3- and k-V-resilience. They
obtain decidability and complexity results.

Methods and Tools for Model Checking

We adhered to Emerson [Eme90] and Baier & Katoen [BKO08] for the
syntax and semantics of LTL and CTL. In [BK08], Baier & Katoen present
formal methods for temporal model checking of finite-state transition systems.
Besides LTL and CTL, they consider also CTL* — an extension of both —
as well as timed and probabilistic temporal logics. They discuss several
model checking techniques, e.g., automata-based model checking for LTL and
symbolic model checking for CTL. The tool GROOVE by Kastenberg &
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Rensink [KRO06] provides the opportunity of LTL and CTL model checking
as well as state space exploration for (single-pushout) graph transformation
systems. The atomic proposition are given as rules. By considering identical
rules, also restricted graph constraints are included. By contrast, the tool
HENSHIN by Arendt et al. [ABJ10] supports the more expressive u-
calculus.

While most model checking methods are limited to finite-state systems,
the tools AUGUR 2 by Koénig & Kozioura [KK08] and UNCOVER
by Stiickrath [Stiil5] provide the possibility to verify infinite-state graph
transformation systems. The former is based on methods of approximation
by Petri nets, see, e.g., Baldan et al. [BCKO08], the latter on algorithms for
well-structured graph transformation systems, see, e.g., Konig & Stiick-
rath [KS17]. Steenken [Stel5] proposes a method of abstraction by graph
shapes to verify infinite-state graph transformation systems. Using forward
methods, Blondin et al. [BFG20] show that LTL model checking is de-
cidable for a subclass of strongly well-structured transition systems and,
as a consequence, for so-called w-Petri nets.

3.5 Summary

Joint GTSs are constructed from a system, an environment (both GTSs),
and a control automaton modeling their interaction. This construction
yields again a GTS. Meaningful resilience notions (k-stepy, k-steps, and
E-step resilience) are presented for this kind of GTSs. These resilience
notions capture recovery of a safety constraint after an interference of the
environment. We showed how to express these resilience notions in temporal
logics.

system
environment . joint GTS yes
Construction g
Model no

control automaton

Checking
resilience notion  (————— temporal formula Method (no answer)
Reduction s

In the Chapters 4 and 5, we investigate on the verification of k-steps
resilience.
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Takeaway (Chapter 3).

e GTSs under adverse conditions are modeled by two GTSs, a system,
an environment, and a control automaton specifying their interaction.
The constructed GTS is called joint GTS.

e Meaningful resilience notions for joint GTSs are presented.

e These resilience notions are expressible in temporal logics.
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Chapter 4

Veritying Resilience in a
Well-structured Framework

Our goal is the verification of resilience for graph transformation systems.
To this aim, we use more abstract methods at the level of transition systems.
In the context of graph transformation, states are captured by graphs and
transitions by graph transformations. A transition system consists of a set
of states of any kind (not necessarily graphs) and a transition relation on
the state set.

This chapter deals with the decidability of resilience problems. We
investigate on the question whether, starting from any INITial state, a SAFE
state can be reached in a bounded number of steps from any BAD state
where BAD is not necessarily the complement of SAFE. Usually, the state
set of the transition system — also in the context of graph transformation
— is infinite. To handle infinite state sets (sets of graphs), we employ the
concept of well-structuredness as considered, e.g., in Abdulla et al. [ACJT96],
Finkel & Schnoebelen [FS01], Konig & Stiickrath [KS17]. Recall that a well-
structured transition system is, informally, a transition system equipped
with a well-quasi-order satisfying that “larger” states simulate “smaller’
states and that certain predecessor sets can be effectively computed. In
this well-structured setting, ideal-based sets (upward- or downward-closed
sets) play an important role. They enjoy a number of properties simplifying
verification such as finite representation of upward-closed sets and closure
properties. For well-structured transition systems, the ideal reachability
problem is known to be decidable [ACJT96], which is an integrant of our
results. Our approach is ideal-based.

)

In Section 4.1, we introduce the resilience problem for well-structured
transition systems. In Section 4.2, we show the decidability of the resilience
problem for subclasses of well-structured transition systems. In Section 4.3,
we consider the algorithms in more detail as well as approximations.
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4.1 Resilience Problem

We formulate resilience problems for WSTSs equipped with a specified set
INIT of initial states starting from which we investigate resilience.

Definition 4.1 (marked WSTS). A marked well-structured transition
system is a tuple (S, <, —,INIT) where (S, <,—) is a WSTS and INIT C S.
It is finite-marked if INIT is finite.

The following notion of resilience is motivated by the notion of k-steps
resilience in Chapter 3.

Definition 4.2 (k-step resilience for WSTSs). A marked WSTS
(S, <,—,INIT) is k-step resilient w.r.t. sets BAD,SAFE C S if for every
sg € INIT and every transition sequence sg —* s € BAD, there exists a tran-
sition sequence s —+=F s’ € SAFE.

We consider the bounded resilience problem which asks whether there
exists such a bound on the number of steps for recovery.

BOUNDED RESILIENCE PROBLEM FOR WSTSs

Given: A marked WSTS (S, <, —,INIT) and sets BAD, SAFE C S.
Question: dJk > 0 s.t. the marked WSTS is k-step resilient w.r.t.
BAD, SAFE?

The answer to this question is yes if there is a natural number k& > 0 s.t.
starting from any state in INIT, whenever we reach a BAD state, we can
reach a SAFE state in < k steps,? and no otherwise. The set BAD specifies
which kind reachable states are of interest. We do not require that BAD is
the complement of SAFE.

We are interested in suitable subclasses of marked WSTSs and suitable
sets BAD and SAFE, for which the bounded resilience problem is decidable.

9A BAD (SAFE) state is a state in BAD (SAFE).
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marked WSTS (S, <, —, INIT)

(requirement) BOL-H-lded yes
Resilience o
sets BAD, SAFE Problem

(requirement)

We show that for suitable subclasses of finite-marked WSTSs and so-
called ideal-based sets BAD and SAFE, the bounded resilience problem is
decidable.

Example 4.1 (supply chain). We consider a marked Petri net (see Ap-
pendix A) modeling a simplified scenario of a supply chain. The supply
chain, depicted in Figure 4.1, consists of a production site labeled with
product, a warehouse labeled with warehouse, and two stores labeled with
store; and stores, respectively. Products are produced in the production
site, transported to the warehouse, and shipped to one of the stores where
products can be bought. Products also may get lost by an accident in the
warehouse. As usual we depict places as circles, transitions as rectangles, and
the flow as weighted directed arcs between them. In the example, all weights
are 1 and therefore not indicated. Dots on places indicate the number of
tokens on the respective place in the marking. The initial marking is given
in Figure 4.1. The light-red transitions accident, buy,, and buys reduce the
number of tokens in the net.

ship, buy,
accident [[] |:|—>@—>|:|
product storey
—O—[1— (@ warehouse
produce transport stores
ship, buy,

Figure 4.1: A Petri net modeling a supply chain.

For the bounded resilience problem, we are interested in a bound k for
the number of steps needed for recovery. Let SAFE =

{M marking : M (warehouse), M (storey), M (storeg) > 1},

i.e., in the warehouse and in both stores products are available for shipping
or purchase, respectively. We ask whether we can reach a marking in SAFE
in < k steps whenever we reach marking not in SAFE, i.e., BAD =

{M marking : M(warehouse) = 0 or M (store;) = 0 for some i}.

One may ask:
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1. Does such a k exist?
2. Is there a generic method for problems of this kind?

We will answer these questions in this chapter.

4.2 Decidability

We show the decidability of resilience problems for subclasses of well-structured
transition systems with strong compatibility, i.e., we regard requirements.
These requirements ensure that we can (i) compute a finite representation of
reachable BAD states for (ii) checking inclusion in a predecessor set of the
SAFE states. While “post*-effectiveness” or “lossiness” ensures the former,
“1-boundedness” ensures the latter in the case that SAFE is downward-closed.

Definition 4.3 (requirements). A marked WSTS (5, <, —,INIT) is

(1) post*-effective
if INIT is finite and a basis of 1 post*(INIT) is computable,

(2) lossy if | post*(INIT) = post*(INIT),

(3) L-bounded if there is a natural number £ > 0 s.t. b € post=(s) for
every s € S and every element b of a basis of S with s > b.

The requirement of post*-effectiveness describes that a basis of the
upward-closure of the reachable states from the initial states is computable,
i.e., we can effectively obtain a finite representation of the reachable states
(in the sense that we can compute the “smallest” reachable states). In the
example below, post*(sg) consists of four states sg, s1, s2, s3. Since s9 < s1,
the basis of 1 post*(sg) consists of sg, s2, s3.

S1

/ \
INIT: so VI S3 basis of Tpost*(so): so, s2, s3
\ /'

82

The notion of lossiness is an abstraction from the lossiness concept in
Finkel & Schnoebelen [FS01, p. 83]. Lossiness in our sense means that the
set of reachable states from the initital states is downward-closed. Usually,
“lossy” describes the circumstance that every “non-solid”!'” component of every
state (in our sense: every state reachable from INIT) may get lost. Hence,
lossy systems are unreliable to some extent. Another kind of unreliability
is L-boundedness. The notion of l-boundedness means that from every
state, every “smaller” basis element, i.e., the bottom underneath, is reachable

104gplid” components are the parts of a state belonging to a “smaller” basis element.
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in a bounded number of steps. Systems of this kind are unreliable in the
sense that all “non-solid components” of a state may get lost in a bounded
number of steps.

The following lemma is crucial for many following proofs. It states
that the inclusion of an intersection of set with an anti-ideal in an ideal is
equivalent to the inclusion of the intersection of the upward-closure of the
set with the anti-ideal.

Lemma 4.1 (ideal-inclusion). Let A C S be a set, I C S an ideal, and
J C S an anti-ideal. Then,

ANJCI < tANnJCI.

Proof. “<”: Holds since A Ct1 A.
“=7: Let s€eTANJ. Then, da € A: s> a. Thus, a €l J = J. Hence, a € 1
and s et = 1. O

Applying this lemma to a basis of an ideal, we obtain that the inclusion
of an intersection of an ideal and an anti-ideal in an ideal can be checked
by computing the intersection of the basis with the anti-ideal and checking
inclusion afterwards.

We give a characterization of post*-effectiveness via the anti-ideal reach-
ability problem.

Proposition 4.1 (characterization of post*-effectiveness). For a class
of recursively finite-branching WSTSs, a basis of Tpost*(s) is computable
for a given state s iff the anti-ideal reachability problem is decidable, i.e.,
given a state s of a WSTS (S, <, —) and an anti-ideal J C S with a given
basis of S'\ J, it can be decided whether 35’ € J : s —* §'.

Proof. On one hand, we can decide the anti-ideal reachability problem by
computing a basis of T post*(s) and checking whether the intersection with the
anti-ideal is empty (Lemma 4.1). On the other hand, we can compute a basis
of 1 post*(s) by computing the sequence of ideals P, =1 post=¥(s) until it
becomes stationary (Lemma 2.2). The stop condition, i.e., the condition
which guarantees that we can terminate the algorithm, is formalized as
anti-ideal reachability:

“«<": Since the WSTS is recursively finite-branching, for every k& > 0,
post=F(s) is finite and computable. By Fact 2.6, for every k > 0, a basis
of Tpostfk(s) is computable. We compute the sequence of ideals P, =
Tpost=F(s) until it becomes stationary (Lemma 2.2). The decidable stop
condition is to ask whether the anti-ideal S\ Py is reachable from s. Namely,
it holds: post*(s) NS\ P, = & <= post*(s) C P, <= Tpost*(s) = Py, i.e.,
we stop the computation when S\ Py is not reachable from s.

“=": For deciding whether an anti-ideal J is reachable from s, we check
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whether Bpost(s) N J = @ where Bpost(s) is a basis of 1 post*(s). This is
equivalent to post*(s) NJ = @ by Lemma 4.1. Membership in J is decidable
since a basis of S\ J is given. O

The characterization in Proposition 4.1 is used to show that Petri nets
are post*-effective. It is well-known that Petri nets constitute SWSTSs, see,
e.g., Finkel & Schnoebelen [FS01, Thm. 6.1]. More generally, also reset Petri
nets constitute SWSTSs, see, e.g., Dufourd et al. [DFS98]. For a formal
definition of reset Petri nets, see Appendix A.

Convention. We say that a marked reset Petri net is post*-effective if the
induced marked SWSTS is post*-effective. The same convention applies to
“lossy” and “l-bounded”.

Example 4.2 (variations of Petri nets).

(1) Petri nets (equipped with any finite set of initial states) are post*-
effective by Proposition 4.1 and results of Mayr [May84] and Hack
[Hac85]: Reachability for Petri nets is decidable [May84] and recursively
equivalent to submarking reachability [Hac85]. This corresponds to
the anti-ideal reachability problem for Petri nets.

(2) 1-Lossy Petri nets are Petri nets where in any state, one token may
get lost at any place. 1-Lossy Petri nets are lossy for every set of
initial states. (A more common notion of lossy Petri nets, which differs
slightly from ours, is given in Bouajjani & Mayr [BM99].)

(3) Reset-lossy (mized-lossy) Petri nets are reset Petri nets where in any
state, all tokens (and one token) may get lost at any place. Reset-lossy
(mixed-lossy) Petri nets are L-bounded (and lossy) for every set of
initial states. The bound for returning to the zero-marking is given by
the number of places.

For some results, we assume that a basis of all states of the consid-
ered WSTS is given. This is relevant when we use the basis elements for
computations as in the following proposition.

Notation. For a (S)WSTS (S, <, —) with a given basis of S, we write shortly
(S)WSTSp. The index B stands for a given basis.

The next proposition shows how the requirements are related provided
that a basis of the set of all states is given.

Proposition 4.2. Lossy (L-bounded) finite-marked WSTSps are post*-
effective.
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Petri nets reset-lossy

Petri nets

1-lossy Petri mixed-lossy

nets Petri nets

Figure 4.2: Subclasses of finite-marked WSTSpgs .

Proof. Let (S,<,—,INIT) be a lossy (_L-bounded) finite-marked WSTSg.
To compute a basis of 1 post*(INIT) for a finite set INIT, we look at the
reachable elements of a basis of the set S of all states. Such a basis element
is reachable iff its upward-closure is reachable:

Let B be a basis of S and s € INIT. In both cases, a basis of Tpost*(s)
is given by the set Bpost(s) = {b € B :7{b} is reachable from s} which can
be computed by Lemma 2.3. We show that 1 Bpost(s) = Tpost™(s):

“D”: Let s’ be any element reachable from s. By definition of a basis, there
exists a basis element b < §'. It follows that 1{b} is reachable from s. We
showed post*(s) C1 Bpost(s) and thus, 1post*(s) CT Bpost(s).

“C”: By definition of lossiness and |-boundedness, if 1 {b} is reachable
from s, also b is reachable from s. We showed Bpost(s) € post*(s) and hence,
T Bpost (s) ST post™(s).

The set INIT is finite and, by Fact 2.6, Bpost(s) is finite for every s € S.
Hence, |J,cinrr Bpost (s) is finite. It holds

1 post*(INIT) =t U post™(s) = U Tpost™(s) = U T Bpost (5)

SCINIT scINIT SEINIT
:T U Bpost(s)-
sEINIT
By Fact 2.6, we can compute a basis of 1 post*(INIT). O

In our setting, ideals and anti-ideals of the set of states play an important
role. Ideals and anti-ideals are, in general, infinite sets. However, every ideal
can be represented by a finite basis. For anti-ideals, we assume that they
are decidable.

Definition 4.4 (ideal-based). A set is ideal-based if it is
(a) an ideal with a given basis, or
(b) a decidable anti-ideal.

We denote the set of ideals with a given basis by Z and the set of decidable
anti-ideals by J.
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A main result of this chapter is the decidability of the bounded resilience
problem for subclasses of finite-marked WSTSs with bounded compatibility
and the respective requirements. Since our main objective is the decidability
for marked GTSs — and GTSs naturally satisfy strong compatibility w.r.t.
the subgraph order —, we formulate and prove the result for SWSTSs.

Theorem 4.1 (bounded resilience for finite-marked SWSTSs).
The bounded resilience problem is decidable for

(1) post*-effective finite-marked SWSTSs if BAD € 7, SAFE € 7,

(2) lossy finite-marked SWSTSs if BAD, SAFE € Z,

(3) lossy, L-bounded finite-marked SWSTSgs if BAD € Z, SAFE € 7,
(4) L-bounded finite-marked SWSTSgs if BAD,SAFE € J.

Key Idea of the Proof. We aim to compute a finite representation of
post*(INIT) N BAD for checking inclusion in a decidable ideal I. The decid-
able ideal I is a predecessor set of SAFE.
The proof structure is shown in Figure 4.3: Lemma 4.2 states that for
post*-effective (lossy) finite-marked SWSTSs, a finite representation of
post*(INIT) N BAD is computable, i.e., inclusion in a decidable ideal is
decidable. In the case SAFE € Z, the set pre=*(SAFE) is a decidable ideal
for every k > 0 [ACJT96]. Lemma 4.3 shows the existence of bounds for the
set of all predecessors of SAFE € J provided that the SWSTS is | -bounded.
Proposition 4.3 shows that pre*(SAFE) constitutes a decidable ideal in the
case SAFE € 7 if the SWSTSg is L-bounded. O
The following lemma states that the inclusion of the intersection
post*(INIT) N BAD in an decidable ideal is decidable if we consider post*-
effective in the case BAD € J or lossy finite-marked WSTSs in the case
BAD e 7.

Lemma 4.2 (checking inclusion). Let (S, <, —,INIT) be a finite-marked
WSTS, BAD C S, and I C S be a decidable ideal. It is decidable whether
post*(INIT) N BAD C [ provided that the finite-marked WSTS is

(a) post*-effective and BAD € 7,
(b) lossy and BAD € 7.

Proof. The idea is to compute a finite representation of the intersections
post*(INIT) N BAD for checking inclusion in the decidable ideal I. To this
aim, we use Lemma 4.1:
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SWSTS 1-bounded SWSTSp
SAFE € T SAFE € J

[ACJTQG]\ /roposition 4.3

finite representation decida}lale ideal

post*(INIT) N BAD C pre=*/*(SAFE)
decidable

/ Lemma 4.2 \

post*-eff WSTS lossy WST'S
BAD e J BADeZ

Figure 4.3: Decidability for finite-marked SWSTSs.

(a) We consider post*-effective finite-marked WSTSs and BAD € 7. It
holds

post*(INIT) NBAD C I
= Tpost*(INIT)NBAD C I (Lemma 4.1)
= Bpost(INIT) NBAD C I (Lemma 4.1)

where the set Bpost (INIT) is a basis of Tpost*(INIT), i.e., T Bpost (INIT) =
1 post*(INIT). By post*-effectiveness, Bpost(INIT) is computable. By
Fact 2.6, Bpost (INIT) is finite. The last inclusion is algorithmically checkable.
We take out all elements of Bpost(INIT) which are not in the decidable
anti-ideal BAD and then check inclusion of the remaining elements in the
decidable ideal I.

(b) We consider lossy finite-marked WSTSs and BAD € Z. We use the
same idea as in the previous case, but we change the roles of post*(INIT)
and BAD. It holds

post*(INIT)NBAD C I
= Ipost*(INIT)NBAD C I (Def. lossy)
— Lpost™(INIT) N Bgap C I (Lemma 4.1)

where Bpap is a basis of BAD, i.e., T Bgap = BAD. We show that
1 post*(INIT) is a decidable anti-ideal. It holds s €| post*(INIT) iff
INIT N pre*(1 {s}) # @ for any s € S. Since INIT is finite, we check
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whether s’ € pre*(1 {s}) for every s’ € INIT. The latter is decidable by
Lemma 2.3. Hence, the last inclusion is decidable. We take out all elements
of Bpap which are not in | post*(INIT) and then check inclusion of the
remaining elements in the decidable ideal I. O

The sets we want to check inclusion in are pre*(SAFE) or pre<F(SAFE),
k > 0. In the case SAFE € Z, for SWSTSs, pre<¥(SAFE) is a decidable
ideal for every k > 0.
By the next lemma, | -boundedness implies that for any anti-ideal J, pre*(J)
is an ideal and pre*(.J) = pre=¥(J) for a k > 0.

Lemma 4.3 (existence of bounds). For every L-bounded SWSTS and
decidable anti-ideal J C S, there exists a k > 0 s.t. pre*(J) =T pre*(J) =
pre=F(.J).

Proof. Recall that, by Lemma 2.2, for every set A of states of a WSTS, there
exists a kg > 0 s.t. Tpre*(A) =t pre=F0(A). By strong compatibility and
L-boundedness, we obtain 1 pre=*(.J ) C preSkM(J ) for every anti-ideal J and
every k > 0 where £ is a constant:

We show 1pre<F(.J) C pre<F*+¢(.J) for every anti-ideal J and every k > 0
where £ is a constant. Let s > s; with sy ==F 55 € J and k > 0. By
strong compatibility, there exists s, > sy with 5§ —=F s). By definition
of a basis, there exists a basis element b < sy. It holds b € J. Since b < s,
by L-boundedness, there exists a bound ¢ s.t. sf —=tpe .

<k

51— 8

VI <k VI

S]] ——— S22 ¢ J | <¢
VI
Job

By Lemma 2.2, there exists ko > 0 s.t. Tpre*(J) =1 pre=*o(.J). We obtain
pre*(J) Ctpre*(J) =tpre=ko(J) C preShot(J) C pre*(J).
Hence, pre*(J) =tpre*(J) = preSkot+¢(.J). O

The following proposition identifies sufficient prerequisites s.t. pre* (SAFE)
constitutes a decidable ideal in the case SAFE € 7.

Proposition 4.3 (decidable ideals). For every |-bounded SWSTSp and
decidable anti-ideal J C S, the set pre*(J) is a decidable ideal.
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Proof. By Lemma 4.3, tpre*(J) = pre*(J). Thus, it is an ideal. Let s € S.
It holds

s ¢ pre*(J)

= As'eJ:s—="d (Def. preset)
= post*(s)NJ =g (Def. postset)
= Tpost*(s)NJ C & (Lemma 4.1)
= Bpost(s)NJ C @ (Lemma 4.1)

where Bpost(5) is a basis of 1post*(s). By Proposition 4.2, 1-boundedness
implies post*-effectiveness w.r.t. any finite set of initial states provided
that a basis of S is given. Hence, Bpst(s) is computable. Thus, the last
inclusion is decidable. O

We compile our preparatory results to prove Theorem 4.1.
Proof of Theorem 4.1. We want to verify the property
3k >0: post*(INIT) N BAD C pre=F(SAFE).

This property is indeed equivalent to the resilience property since it can be
formalized as

3k >0: Y(INIT 3 59 »* s € BAD) : 3(s »=F s/ € SAFE).

Cases (1) & (2). By Fact 2.9, pre=¥(SAFE) is an ideal for every k > 0 since
SAFE € T and, by Definition 2.12, it is decidable. By Lemma 4.2, we can de-
cide whether post*(INIT)NBAD C pre<F(SAFE) for (1) post*-effective finite-
marked SWSTSs and (2) lossy finite-marked SWSTSs, respectively. By
Lemma 2.2, the sequence SAFE C pre<!(SAFE) C pre=?(SAFE) C ...
becomes stationary, i.e., there is a minimal ky > 0 s.t. preSkO(SAFE) =
pre*(SAFE). By Lemma 2.3, we can also determine this kyg. Thus, we
can determine the minimal number k = kyi, s.t. post*(INIT) N BAD C
pre<*(SAFE) (if it exists) and also whether it exists. Hence, we can decide
the bounded resilience problem. To sum up, the bounded resilience prob-
lem is decidable for (1) post*-effective finite-marked SWSTSs and (2) lossy
finite-marked SWSTSs, respectively.

Cases (3) & (4). By Lemma 4.3, for L-bounded SWSTSs, there ex-
ists a k > 0 s.t. pre*(SAFE) = pre=F(SAFE). Hence, checking bounded re-
silience is equivalent to testing inclusion in pre*(SAFE). By Proposition 4.3,
for L-bounded SWSTSpgs, pre*(SAFE) is a decidable ideal since SAFE € J.
By Lemma 4.2, we obtain that checking post*(INIT) N BAD C pre*(SAFE)
is decidable for (3) lossy, L-bounded finite-marked SWSTSgs and (4) post*-
effective, L-bounded finite-marked SWSTSgs, respectively. By Proposi-
tion 4.2, 1-boundedness implies post*-effectiveness provided that a basis of
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all states is given. Hence, we can decide the bounded resilience problem

for (3) lossy, L-bounded SWSTSps and (4) L-bounded SWSTSgs, respec-
tively. O

Reset Petri nets can be seen as a special kind of graph transformation
systems. By replacing “SWSTSs” with “reset Petri nets”, we obtain the
decidability of the bounded resilience problem for finite-marked reset Petri
nets!! (including finite-marked Petri nets).

Corollary 4.1 (bounded resilience for finite-marked reset Petri
nets). The bounded resilience problem is decidable for

(1) post*-effective finite-marked reset Petri nets if BAD € J, SAFE € Z,
(2) lossy finite-marked reset Petri nets if BAD,SAFE € Z,

(3) lossy, L-bounded finite-marked reset Petri nets if BAD € Z,
SAFE € J,

(4) L-bounded finite-marked reset Petri nets if BAD, SAFE € J.

Remark. The bounded resilience is decidable for finite-marked Petri nets if
BAD € J, SAFE € T since finite-marked Petri nets are post*-effective.

Besides the bounded resilience problem, one may be interested in the
so-called explicit resilience problem where, additionally, a bound k is given
as input. We formulate the explicit resilience problem for marked WSTSs.

ExpLICIT RESILIENCE PROBLEM FOR WSTSS

Given: A marked WSTS (S, <, —,INIT), sets BAD,SAFE C S,
a natural number k£ > 0.

Question: Is the marked WSTS k-step resilient w.r.t. BAD,SAFE?

We are interested in suitable subclasses of marked WSTSs and suitable
sets BAD and SAFE, for which the explicit resilience problem is decidable.

Remark. For the explicit resilience problem, “precision” is required, i.e., we
require that for every ideal I and every k > 0, the sets pre=*(I) are ideals.
Strong compatibility is crucial in this case.

For SAFE € Z, the decidability of the bounded resilience problem yields
the decidability of the explicit resilience problem: If the algorithm deciding
the bounded resilience problem gives the answer yes, it provides also the
minimal bound k. If the answer to the bounded resilience problem is no, the
answer to the explicit resilience problem is no for every k.

"1n the literature, finite-marked (reset) Petri nets are just called “marked (reset) Petri
nets”. In contrast to Petri nets, reset Petri nets are, in general, not post*-effective, i.e.,
there is no generic procedure to compute the basis of Tpost™(INIT), see, Appendix B.
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Theorem 4.2 (explicit resilience for finite-marked SWSTSs). The
explicit resilience problem is decidable for finite-marked SWSTSs which are

(1) post*-effective if BAD € J, SAFE € Z,
(2) lossy if BAD,SAFE € 7.

Proof. Inspecting the proof of Theorem 4.1, we find that we can compute
the minimal k& = kpi, s.t. post*(INIT) N BAD C preS¥(SAFE) if it exists.
Thus, given k, we can check knin < k to decide the explicit resilience problem.
If kmin does not exist, the answer to the explicit resilience problem is no for
every k. O

Remark. For SAFE € 7, in general, we cannot derive Ky, from the algorithm.
The argumentation above is not applicable.

By replacing “SWSTSs” with “reset Petri nets”, we obtain the decidability
of the explicit resilience problem for finite-marked reset Petri nets (including
finite-marked Petri nets).

Corollary 4.2 (explicit resilience for finite-marked reset Petri nets).

The explicit resilience problem is decidable for
(1) post*-effective finite-marked reset Petri nets if BAD € 7, SAFE € 7,
(2) lossy finite-marked reset Petri nets if BAD,SAFE € 7.

Remark. The explicit resilience is decidable for finite-marked Petri nets if
BAD € J, SAFE € T since finite-marked Petri nets are post*-effective.

Example 4.3 (supply chain). Consider again the marked Petri net model-
ing a simplified scenario of a supply chain, depicted in Figure 4.4.

ship, buy,
accident [ [—(@—1[]
product store;
—O—[1+—(@ warehouse
produce transport stores
ship, buy,

Figure 4.4: A Petri net modeling a supply chain.

We considered the bounded resilience problem for

BAD = {M marking : M (warehouse) = 0 or M (store;) = 0 for some i},
SAFE = {M marking : M (warehouse), M (storey), M (storea) > 1}.
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SAFE is upward-closed by definition. The basis of SAFE is given by the
marking (0,1,1,1) representing the number of tokens in the production
site, warehouse, the first store, and the second store. BAD is an anti-ideal
since it is the complement of SAFE (Fact 2.9). It is decidable by definition.
We can answer the raised question: By Corollary 4.1 (1), we can solve the
bounded resilience problem and, by Corollary 4.2 (1), we can solve the explicit
resilience problem. There exists a bound k s.t. the finite-marked Petri net
is k-step resilient w.r.t. BAD and SAFE. In fact, the minimal bound is
kmin = 8. For the computations, see Appendix C.

Remark. The finite-marked Petri net in Figure 4.4 is lossy.

Infinite Set of Initial States

One may ask for the decidability of the bounded and the explicit resilience
problem in the case where INIT is infinite and ideal-based. This case, is, in
general, not captured in Theorem 4.1 and 4.2. The following example shows
that k-step resilience w.r.t. a finite set INIT can be satisfied while it is not
satisfied w.r.t. the upward-closure of INIT.

Example 4.4. Consider the following finite-marked Petri net with two places
p1,p2 and two transitions tq, to.

t1 p1 to D2

0~ _®—0O0—0O

2

The transition t; generates tokens in the place p; provided that there ex-
ists a token in p;. The transition ¢ deletes a token in each of both places.
Let

BAD = {M marking : M(p1) < 2},
SAFE = {M marking : M(p;) > 2}.

For INIT = {(1,0)}, the finite-marked Petri net is 1-step resilient w.r.t. BAD
and SAFE. One may ask whether this still holds if we include all markings
“larger” than (1,0). For INIT = {M marking : M(p1) > 1} € Z, there exists
no k s.t. the marked Petri net is k-step resilient w.r.t. BAD and SAFE: we
can reach a deadlock from the marking (1,1) € INIT.

t1 p1 to p2 t1 P1 to p2

0 O —0—@ [t2) O 0O0—0—-0

2 2
If INIT is an ideal with a given basis, a statement of the flavour of

Theorem 4.1 and 4.2 with adapted requirements holds. A marked WSTS
(S, <,—,INIT) is called Z-marked if INIT € Z. For the requirements, we
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regard “weak invertibility”, lossiness, 1 -boundedness, and “weak intersection-
effectiveness”.

Weak invertibility of Z-marked WSTSs is the pendant to post*-effective-
ness of finite-marked WSTSs, i.e., it means the computability of a basis of
1 post™(INIT) where INIT € Z. A WSTS is “invertible” if the transition
system obtained by reversing the direction of the transitions is a WSTS.
Weak invertibility is a weaker notion. Weak N-effectiveness generalizes
N-effectiveness which means that a basis of I NI’ is computable for all ideals
I, I’ with given bases, see, e.g., Abdulla et al. [ACJT96, p. 318].

Definition 4.5 (requirements for INIT € 7). An Z-marked well-structured
transition system (S, <, — INIT) is

(1) weakly invertible if a basis of Tpost*(INIT) is computable,

(2) weakly N-effective
if it is decidable whether INIT NI = & for every I € 7.

It can be shown that Z-marked Petri nets are weakly invertible. This is
achieved by inverting the direction of the firing (transition relation). The
result is again a Petri net. By Lemma 2.3, the basis of pre*(TINIT) in the
inverted Petri net is computable, which is the basis of Tpost*(1INIT) in the
original Petri net.

Weak N-effectiveness is rather a property of the state set than of the
WSTS. For ideals of markings, the basis of the intersection is computable by
using their representation as tuples of natural numbers.

Example 4.5. Consider the finite-marked Petri net of the supply chain
(Figure 4.4). To compute the basis of 1 post*(INIT) with INIT as the
upward-closure of the marking (0,1, 1, 1), we invert the Petri net. The result
is the Petri net represented below.

ship, buy,

accident I?
product stores

H«—O«~—11«—® warchouse

produce transport stores

ship, buy,

The basis of the intersection of the upward-closure of the single marking
(0,1,0,0) with the upward-closure of (2,0,0,0) consists of the single marking
(2,1,0,0).

For Z-marked SWSTSs, we obtain the decidability of the bounded
resilience problem from the one for finite-marked SWSTS by: replacing
finite-marked by Z-marked, (1) replacing post*-effective by weakly invertible,
(2)&(3) adding weakly N-effective, and (4) adding weakly invertible.
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Theorem 4.3 (bounded resilience for Z-marked SWSTSs).
The bounded resilience problem is decidable for

(1) weakly invertible Z-marked SWSTSs if BAD € J, SAFE € 7,
(2) lossy, weakly N-effective Z-marked SWSTSs if BAD, SAFE € Z,

(3) lossy, weakly N-effective, L-bounded Z-marked SWSTSgs if BAD € Z,
SAFE € 7,

(4) weakly invertible, 1 -bounded Z-marked SWSTSps if BAD, SAFE € 7.
Proof. See Appendix B. O

For the explicit resilience problem for Z-marked SWSTSs, — by replacing
the requirements — we obtain a result of the flavour of Theorem 4.2.

Theorem 4.4 (explicit resilience for Z7-marked SWSTSs).
The explicit resilience problem is decidable for

(1) weakly invertible Z-marked SWSTSs if BAD € J, SAFE € 7,
(2) lossy, weakly N-effective Z-marked SWSTSs if BAD, SAFE € 7.

Proof. As in the proof of Theorem 4.2, we derive the decidability of the
explicit resilience problem from the decidability of the bounded resilience
problem (Theorem 4.3). O

Remark. For the case that INIT is a decidable anti-ideal, one could ob-
tain a result of the flavour of Theorem 4.3 and 4.4. However, it is unclear
how to compute a basis of 1 post*(INIT) for a decidable anti-ideal INIT
(except using the reachability of basis elements). In general, anti-ideals are
infinite and do not have a finite representation which could serve as input.

Concluding: This section provided a generic method for solving the bounded
and explicit resilience problem for subclasses of marked WSTSs (in particular,
for reset Petri nets) and ideal-based sets BAD and SAFE.

4.3 Algorithms and Approximations

From a more practical perspective, one is not only interested in decidability
but also in the algorithms. The proof of Theorem 4.1 includes a decidability
algorithm which can be used for automatic verification of resilience. An
overview is given in Figure 4.5. In the first step, a finite representation
finRepr of post*(INIT) N BAD is computed. The requirement for BAD € J
is post*-effectiveness and the requirement for BAD € 7 is lossiness. In the
second step, inclusion of finRepr in the of predecessors of SAFE is checked.
Here, the algorithm splits in the cases SAFE € 7 and SAFE € 7. For
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SAFE € 7, in the case that there exists a bound k, the algorithm returns
also the minimal k, called kpi,. For SAFE € 7, the algorithm decides the
bounded resilience problem without returning a k. The requirement for
SAFE € J is L-boundedness.

SAFE € T

Compute ki, 1=

minimal & s.t. yes, Fmin
finRepr C no, Ak
INIT finite Compute pre=F(SAFE)
-7 finite representation If Ak, return no
of post*(INIT) N BAD finRepr ’
requirements
BAD ideal-bascd | [BAD € 7] [BAD € 7] SAFE € J
ost*-eff loss
b Y Check finRepr C yes, 3k
_ Ppre’(SAFE) no, Ak
SAFE ideal-based r(jllglrenge:;t
-bounde

Figure 4.5: Decidability algorithm for the bounded resilience problem.

The decidability algorithm for the explicit resilience problem in Figure 4.6
works for the case SAFE € Z. It can be derived from the proof of Theorem 4.2
and uses the decidability algorithm for the bounded resilience problem. More
precisely, in the case SAFE € 7, the decidability algorithm for the bounded
resilience problem delivers also kpi,. Given any k, the algorithm checks
whether knin < k and returns the answer accordingly. If the decidability algo-
rithm for the bounded resilience problem detects that there is no such k, the
decidability algorithm for the explicit resilience problem returns no.

k>0
INIT finite yes, kmin | Check yes
) Bounded
BAD ideal-based - kmin < k no
Resilience
SAFE € 7 Problem no

Figure 4.6: Decidability algorithm for the explicit resilience problem.

In Figure 4.7, the second step for the case SAFE € 7 is depicted in
more detail. Given a finite representation finRepr and a basis of SAFE,
it is first checked whether finRepr is included in pre=¥(SAFE). If so, the
algorithm returns yes and the current k as knin. Otherwise, it is checked
whether pre=**1(SAFE) is included in preS¥(SAFE) using the equation
pre<F+1(SAFE) = SAFE U pre(pre=¥(SAFE)). If so, the algorithm returns
no meaning that there exists no such k. Otherwise, k is increased by 1 and
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the iteration is continued.

finRepr yes: kmin = k
SAFE € T Check
<k no
2= =7, finRepr C pre="(SAFE) Check no: Bk
ke k+1] yes pre<k+1(SAFE) Z pre<(SAFE)
pre=F1(SAFE) =
SAFE U pre(pre<*(SAFE))

Figure 4.7: Checking inclusion for SAFE € 7.

We give an algorithmic description in pseudocode.

In Algorithm 1, the decidability algorithm for the bounded resilience
problem, respectively is depicted. It uses two main procedures: FINREPR
which returns a finite representation of post*(INIT) N BAD and CHECKINC
which tests inclusion in pre*(SAFE) or iteratively in pre<*(SAFE) for an
increasing k£ > 0.

Algorithm 1 Decidability Algorithm (Bounded Resilience)

Input: (S, <,—,INIT), ideal-based sets BAD, SAFE
Output: kmin (minimal k)/ true/ false

1: procedure DECIDERES((S, <, —,INIT), BAD,SAFE) > decide bounded resilience
2: return CHECKINC(FINREPR(INIT, BAD), SAFE)
3: end procedure

Algorithm 2 depicts the algorithm for the explicit resilience problem.

Algorithm 2 Decidability Algorithm (Explicit Resilience)

Input: (S, <,—,INIT), ideal-based set BAD, SAFE€Z, k>0
Output: true/ false

1: procedure DECIDERES((S, <, —, INIT), BAD, Bsarg, k) > decide explicit resilience
2 if CHECKINC(FINREPR(INIT, BAD), Bsarg) = false then >SAFE €T
3 return false

4 else

5: if CHECKINC(FINREPR(INIT, BAD), Bsare) < k then

6: return true

7 else

8: return false

9: end if

10: end if

11: end procedure
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Algorithm 3 depicts the computation of a finite representation of
post*(INIT) N BAD. In the case BAD € J, by post*-effectiveness, we can
use a procedure POSTBASIS to compute a basis of 1T post*(INIT). In the case
BAD € Z, we compute | post*(INIT) N Bgap where Bpap is a basis of BAD.
This is expedient by lossiness. The computation of | post*(INIT) N Beap
is based on the ideal reachability algorithm [ACJT96]. The procedure MIN
computes a basis of T A for a given finite set of states A by minimizing A.

Algorithm 3 Computation of a finite representation

Input: INIT (finite set of states), ideal-based set BAD
Output: finRepr (finite representation)

: procedure FINREPR(INIT, BAD) > for the case BAD € J
return PosTBAsIs(INIT) N BAD > PosTBASIS(INIT) computes
: end procedure > a basis of Tpost™(INIT)

1
2
3
4:
5: procedure FINREPR(INIT, Bgap) > for the case BAD € Z; Bgap is a basis of BAD
6
7
8

finRepr + @
for b € Bgap do > compute } post™ (INIT) N Beap
Bi1 + {b} > basis of the current pre=*(1{b})
9: Bz +— @ > basis of the current pre=*+!(1{b})
10: while true do > check whether INIT N pre*(1{b}) # @
11: if INITN 18; # @ then
12: finRepr < finRepr U {b} > 1{b} is reachable from INIT
13: break
14: else
15: By < {b} UPREBASIS(B1) > PREBASIS(B1) computes a basis of 1581
16: Ba <+ MIN(B2) > MIN(B2) minimizes the set Ba
17: if B2 C1B; then
18: break > 1{b} is not reachable from INIT
19: else
20: B1 <+ Ba > continue
21: end if
22: end if
23: end while

24: end for
25: return finRepr
26: end procedure
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By Proposition 4.2, we can use lossiness or | -boundedness also to de-
rive a procedure POSTBASIS for computing a basis of 1 post*(INIT). In both
cases, the procedure is the same. We require a basis Bg of the whole state
set S. In Algorithm 4, this procedure is depicted. It makes use of the ideal
reachability algorithm [ACJT96].

Algorithm 4 Computation of a Basis of Tpost*(s) using a Basis of S

Input: s (state), Bs (basis of S)
Output: postBasis

1: procedure PosTBASIS(s, Bs) > returns of a basis of Tpost™(s)
2 postBasis «+ @

3 for b € Bs do

4 Bi « {b} > basis of the current pre=*(1{b})
5: B +— @ > basis of the current pre=**1(1{b})
6: while true do > check whether s € pre*(1{b})
7 if s €1B; then

8: postBasis < postBasis U {b} > 1{b} is reachable from s
9: break

10: else

11: Bz < {b} UPREBASIS(B1) > PREBASIS(B:1) computes a basis of 1B,
12: By < MIN(B2) > MIN(B2) minimizes the set Ba
13: if Bo CTB; then

14: break > 1{b} is not reachable from s
15: else

16: B1 + B2 > continue
17: end if

18: end if

19: end while
20: end for
21: return postBasis

22: end procedure
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The procedure CHECKINC of Algorithm 5 tests inclusion in pre*(SAFE)
(in preS¥(SAFE) for an increasing k& > 0, and returns the minimal & if it
exists). In the case SAFE € Z, inclusion is checked iteratively and hence,
the minimal & is returned if it exists. This procedure (in this case) is based
on the ideal reachability algorithm [ACJT96]. In the case SAFE € 7, the
procedure only decides whether there exists such a k. Here we use that
1-boundedness implies post*-effectiveness provided that a basis of all states
is given (cp. Proposition 4.2).

Algorithm 5 Checking Inclusion (Minimal k)

Input: finRepr (finite representation), ideal-based set SAFE
Output: kmin (minimal &)/ true/ false

1: procedure CHECKINC(finRepr, Bsare) © for the case SAFE € Z; returns kmin/false
2: k<0 > increasing counter
3 B1 < Bsarg D> basis of the current pregk(SAFE); Bsarg is a given basis of SAFE
4: By <~ @ > basis of the current pre=F!(SAFE)
5: while true do

6 if finRepr C1B; then

7
8

return k£ > we found kmin
else

9: B2 < Bsare U PREBAsIS(B1) > PREBASIS(B1) computes a basis of 181
10: By < MIN(B2) > MIN(B2) minimizes the set Ba
11: if By C1B; then
12: return false > there exists no such k
13: else
14: B1 «+ Bs > continue
15: k+—k+1
16: end if
17: end if

18: end while

19: end procedure

20:

21: procedure CHECKINC(finRepr, SAFE) b for the case SAFE € J; returns true/false
22: for s € finRepr do

23: if PosTBASIS(s, Bs) N SAFE = & then

24: > POSTBASIS(s, Bs) computes a basis of
25: return false > Tpost™(s) using a given basis Bg of S
26: end if

27: end for

28: return true

29: end procedure
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Complexity

The algorithms in Section 4.3 exploit the fact that every infinite, ascending
sequence of ideals becomes stationary (cp. Lemma 2.2). Their complexity
highly depends on the k for which the considered sequence of ideals becomes
stationary. Schmitz & Schnoebelen [SS13] obtain non-primitive recursive
upper bounds on the &k (on the length of sequences without increasing pairs).
Their general assumption is that the well-structured transition system cannot
“jump” to states of arbitrary “size”. They also identify principles to obtain
similar lower bounds in the sense of hardness results for the termination and
the coverability problem.

Despite all that, in specific (graph transformation) systems, the complex-
ity of the coverability (ideal reachability) problem is often manageable, see
Stiickrath [Stiil6, p. 16 and Chapter 7]. The computations we performed
are feasible without complications on a standard device, see Appendix C.

Another issue is that the post*-effectiveness of Petri nets relies on the
reachability problem for Petri nets. The complexity of the reachability
problem for Petri nets has non-primitive recursive upper bounds and non-
elementary lower bounds, see, e.g., Czerwinski et al. [CLL"21]. This
establishes that, for Petri nets, the reachability problem is much harder than
the coverability problem.

In conclusion, the complexity of the algorithms in Section 4.3 highly
depends on the concrete system and the input. However, we can distinguish
between two kinds of procedures: forward and backward procedures. The
complexity of our backward procedures, i.e., ideal reachability, seems to be
more manageable. Our forward procedures use the post*-effectiveness or
lossiness of a well-structured transition system. In the case of lossiness or in
the case where post*-effectiveness is established by the reachability of basis
elements (cp. Proposition 4.2), one uses, in fact, also a backward procedure.
Proper forward procedures only occur when using the post*™-effectiveness of
Petri nets. The complexity of the latter may be considerable.

Approximation

In our setting, proper forward procedures are inequally costly compared to
backward procedures. Even for Petri nets, the computation of a basis of
Tpost*(INIT) is of considerable complexity since it relies on the reachability
algorithm for Petri nets. As suggested by Konig!?, approximations are a way
to handle costly computations. We discuss which approximations for k-step
resilience are feasible in the case where BAD € J and SAFE € Z. Only in
this case, we encounter proper forward procedures.

Assumption. Let (S, <, —,INIT) be a marked SWSTS, BAD € J, and
SAFE e 7.

2Private communication at Graph Computation Models 2021.
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The so-called p-function approximates the minimal number of steps to
reach a SAFE state whenever a BAD state is reached. It is defined for all
subsets of states.

Definition 4.6 (u-function). The function p : PB(S) — NU {oco} from
the power set of S into the natural numbers extended by the symbol oo is
given as follows: p1(A) is the minimal k& € N s.t. ANBAD C pre=F(SAFE) if
such a k exists and co otherwise. Let

kf,  be the image of post=‘(INIT) (for every £ > 0),
koy  be the image of post*(1INIT), and
kmin  be the image of post*(INIT)

under .

kmin = 00 means that there exists no k s.t. the marked SWSTS is k-step
resilient w.r.t. BAD and SAFE. By definition, the u-function is monotonic
and, by Lemma 4.1, it respects the upward-closure.

Fact 4.1. For subsets A C A" C S, u(A4) < u(A’) and u(tA) = pu(A).

While the under-approximation is feasible for recursively finite-branching
SWSTSs, the over-approximation is feasible for “weakly invertible” finite-
marked SWSTSs.

A finite-marked WSTS (S, <, —,INIT) is weakly invertible if a basis
of 1 post*(1 INIT) is computable. By Fact 4.1, we obtain the following
approximations for k-step resilience.

Proposition 4.4 (approximation). Let (S, <,— INIT) be a marked
SWSTS, BAD € J, and SAFE € 7.

(1) kb, < K1 < Ko for every £ > 0 and the sequence kO, k.

un’ “‘un’ * °°
converges to kmin eventually stabilizing. For finite-marked recursively
finite-branching SWSTSs, k%, is computable for every £ > 0.

(2) koy > kmin and for weakly invertible finite-marked SWSTSs, koy is
computable.

1post={(INIT) € tpost=C+1(INIT) C ... Ctpost*(INIT)C tpost*(TINIT)

1 I I I

L
L l+1
k = Fun

un

=3 |

kmin < kov
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Proof. (1) By Lemma 2.2, the sequence 1 INIT C1 post<!(INIT) C ...
becomes stationary, i.e., there exists fp > 0 (minimal) s.t. Tpost™(INIT) =
1post=o(INIT). By Fact 4.1, k%, = pu(tpostS¢(INIT)) < p(post=¢F1(INIT))
= k1 and kY, = p(1post=Y(INIT)) < p(postSP(INIT)) = ki, for every
¢ > 0. Thus, the sequence k., k2 . ... converges to kyin eventually stabilizing.
Since the SWSTS is recursively finite-branching, we can compute a basis of
1 postS¢(INIT) for every £ > 0. By the proof of Theorem 4.1 (1), we can
compute kb, for every £ > 0.

Statement (2) follows similarly: by definition of weak invertibility, Fact 4.1,
and the proof of Theorem 4.1 (1). O

Corollary 4.3 (decidable by approximation). If there exists £ > 0 s.t.
kﬁn = kov and kﬁn or koy is computable, then the bounded and the explicit
resilience problem are decidable.

Proof. By Proposition 4.4 (1) & (2), k!, = kmin = kov. Hence, kuyiy is
computable and the bounded (explicit) resilience problem is decidable. [J

Weak invertibility for Petri nets is achieved by inverting the direction of
the firing.

Fact 4.2. Finite-marked Petri nets are weakly invertible.

As a consequence, we can perform under- and over-approximations for
finite-marked Petri nets.

Corollary 4.4 (approximation for Petri nets). For finite-marked Petri
nets, kov and k’, are computable for every £ > 0.

Example 4.6. For the supply chain (Example 4.1), the over-approximation
yields koy = 8. This implies that ki, < 8. In particular, kyj, < oo which
means that there exists such a k. Thus, we solved the bounded resilience
problem for the supply chain. The under-approximations yield k0, = 0,
kl =3, k% =6, k3, = 8. This implies that kpyi, > 8. We conclude that
kmin = 8, i.e., the over-(under-)approximation is exact (after 3 steps). Thus,
we solved the explicit resilience problem for the supply chain.

4.4 Related Concepts

The concept of resilience is broadly used in different areas with varying
definitions, see, e.g., Trivedi et al. [TKG09], Jackson & Ferris [JF13].
Our interpretation of resilience captures recovery in a bounded number of
steps.

Abdulla et al. [ACJT96] show the decidability of ideal reachability,
eventuality properties and simulation in (labeled) strongly well-structured
transition systems. We use the presented algorithm as an integrant of our
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decidability proof. Finkel & Schnoebelen [FS01] show that the concept
of well-structuredness is ubiquitous in computer science by providing a large
class of example models, e.g., Petri nets and their extensions, communicating
finite state machines, lossy systems, basic process algebras. Moreover, they
give several decidability results for well-structured systems with varying
notions of compatibility, e.g., decidability of the termination problem. They
also generalize the algorithm of [ACJT96] to not necessarily strongly well-
structured transition systems (without labels) to show decidability of the
coverability problem.

Karp & Miller [KM69] show the decidability of the ideal reachability
problem Petri nets. They construct a coverability tree which gives rise
to a “top basis”!3 of the downward-closure of reachable states. In [BFG20],
Blondin et al. generalize this forward construction to a subclass of strongly
well-structured transition systems, concluding that LTL model checking
is decidable for this subclass. They show that w-Petri nets satisfy their
requirements. For our purpose, “top bases” do not seem to be useful.
Graph transformation systems satisfy upward-compatibility but usually
not downward-compatibility which may fit to the notion of a “top basis”
of a downward-closed set.

Mayr [May84] shows that the reachability problem is decidable for Petri
nets. In his PhD thesis, Hack [Hac85] investigates decidability questions for
Petri nets. It is shown that submarking reachability is recursively equivalent
to reachability. We use the decidability of submarking reachability to show
that Petri nets are post*-effective.

4.5 Summary

We provided a systematic investigation on resilience problems obtaining a de-
cidability theorem for subclasses of WSTSs. The key idea is to compute a fi-
nite representation of the reachable BAD states for checking inclusion in a pre-
decessor set of the SAFE states. The stated requirements for decidability are,
besides strong compatibility, an effectiveness requirement (post*-effective)
or a kind of unreliability (lossy, L-bounded). The requirement of post*-
effectiveness is associated with the case that the set BAD is downward-closed.
Lossiness is associated with the case that the set BAD is upward-closed. The
requirement of 1-boundedness is associated with the case that the set SAFE
is downward-closed. As an immediate consequence, we obtain decidability
results for reset Petri nets.

13A “top basis” is a set K of w-markings s.t. for every marking M: M €| post*(Mp) iff
JK € K with M < K, where My is the initial marking.
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Takeaway (Chapter 4).

e The bounded resilience problem for WSTSs asks: Given a WSTS,
sets INIT, BAD, and SAFE, is there a bound k s.t. starting from any
INITial state, whenever we reach a BAD state, we can reach a SAFE
state in < k steps? This problem is decidable for WSTSs with strong
compatibility satisfying additional requirements: post*-effective, lossy,

L-bounded; INIT finite; BAD, SAFE ideal-based.

BAD decidable anti-ideal post*-effective
BAD ideal with given basis | lossy
SAFE decidable anti-ideal | _L-bounded

e The explicit resilience problem for WSTSs is formulated as the bounded
resilience problem, except that a bound k > 0 is given. It is decidable for
the cases where INIT is finite and SAFE is an ideal. The requirements
are: post*-effective, lossy; BAD ideal-based.
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Chapter 5

Verifying Resilience of Graph
Transformation Systems

In this chapter, we apply the ideal-based approach and decidability results
from Chapter 4 to graph transformation systems. The basic prerequisite is
the well-structuredness of the transition system induced by a graph trans-
formation system. Well-structuredness of graph transformation systems
is investigated by Konig & Stiickrath [KS17] for several well-quasi-orders.
The well-quasi-order we use is the subgraph order which permits strong
compatibility but comes with the restriction of the boundedness of the path
length on the graph class. Boundedness of the path length means that the
length of any path in any graph of the class is bounded. Our general theory
applies to graph transformation systems of bounded path length satisfying
additional requirements.

Our results on strongly well-structured transition systems can be trans-
lated into the graph-transformational setting as follows.

marked SWSTS marked GTS

set of states set of graphs
well-quasi-order subgraph order

transition — transformation =5

finite set INIT of states finite set INIT of graphs
ideal-based sets BAD, SAFE proper constraints Bad, Safe

In the context of graph transformation systems, the states are graphs and
the transitions are transformations. We consider the subgraph order as well-
quasi-order. At the level of well-structured transition systems, we assumed
that BAD and SAFE are ideal-based. Regarding the subgraph order, ideals
and anti-ideals of graphs are expressively equivalent to proper constraints, i.e.,
graph constraints describing the existence and absence of specified subgraphs,
respectively. Instead of ideal-based sets, we input proper constraints Bad
and Safe.
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In Section 5.1, we introduce the resilience problem for graph transfor-
mation systems. In Section 5.2, we show the decidability of the resilience
problem for subclasses of graph transformation systems of bounded path
length. In Section 5.5, we develop sufficient, rule-specific criteria for the
applicability of our results.

5.1 Resilience Problem

In Chapter 3, we considered several notions of resilience. The following
notion of resilience generalizes the notion of k-stepg resilience.

Definition 5.1 (k-step resilience for GTSs). A marked GTS (S, R, INIT)
is k-step resilient w.r.t. graph constraints Bad, Safe if for every Gg € INIT and
every transformation sequence Gy =* G |= Bad, there exists a transformation
sequence G ==F H = Safe.

We formulate the bounded resilience problem for marked GTSs.

BOUNDED RESILIENCE PROBLEM FOR GTSs

Given: A marked GTS (S, R,INIT), graph constraints Bad, Safe.
Question: Jk > 0 s.t. marked GTS is k-step resilient w.r.t. Bad,Safe?

The answer to this question is yes if there is a natural number k& > 0 s.t.
starting from any graph in INIT, whenever we reach a Bad graph, we can
reach a Safe graph in < k steps,' and no otherwise. The constraint Bad
specifies which kind reachable graphs are of interest. We do not require that
Bad is the negation of Safe.

Note: While in Chapter 3, Bad graphs are obtained by application of
an environment rule, in this chapter, Bad graphs are defined by a graph
constraint. While in Chapter 3, k-step resilience is defined for marked joint
GTSs, the resilience notion considered in this chapter is a generalization

1A Bad (Safe) graph is a graph satisfying the graph constraint Bad (Safe).
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to marked GT'Ss and arbitrary proper constraints Bad. The relation is as
follows.

Fact 5.1. A marked joint GTS is k-step resilient w.r.t. Safe iff the marked
annotated joint GTS is k-step resilient w.r.t. Bad = 3((e)) and Safe.

We are interested in suitable subclasses of marked GTSs and graph con-
straints Bad and Safe, for which the bounded resilience problem is decidable.

marked GTS (S, R, INIT)

(requirement) B01.1r.1ded yes
' ; Resilience o
graph constraints Bad, Safe Problem

(requirement)

We show that for suitable subclasses of finite-marked GTSs and proper con-
straints Bad and Safe, the bounded resilience problem is decidable. The
following example is inspired by the leader election protocol in Joshi & Konig
[JKO08].

Example 5.1 (circular process protocol). To illustrate the idea of our
resilience concept, we give an example. Consider a cycle of three processes
Py, Py, P> each of which has an unordered waiting collection (multiset) con-
taining commands. Each command belongs to a process and is labeled
accordingly as cg, c1, or co. The protocol is described below.

1. The process P is liberal, i.e., it can initiate (generate and forward) a com-
mand cg.

2. Every process P; can forward a command c;, i # j, not belonging to
itself.

3. If a process P; receives a command ¢;, it is enabled and can

— execute its specific process action, or

— clear all commands in its waiting collection and forward a com-
mand of the next process, or

— leave the process cycle (if i # 0) and forward a command of the
next process.

Afterwards, the command ¢; is deleted.
4. Any command may get lost in any state.

The process action of Py is to forward two commands, ¢; and ¢p. The process
action of P} (P,) is to forward a command ¢ (c1). The structure of the
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process cycle changes when a process leaves the cycle. Each of the two
processes P, P, can leave the cycle only if the other process has not left
the ring before. In Figure 5.1, the initial state where every process P; has
one command ¢; in its collection and the three possible cycle structures
are shown. A process P; is represented by an edge labeled with P;. The
collections are represented by white nodes which may have loops labeled
with ¢; corresponding to the contained commands.

a P P
0 1
Py Py Po Po
2 @ | e =
Pl P2 P2

P>

Figure 5.1: Initial state and structures of the circular process protocol.

A formalization as WSTS induced by a GTS can be found in Figure 5.5.
Consider the following instances of the bounded resilience problem with the
initial state as in Figure 5.1:

instance 1 2 3 4 5
BAD —AllEnabled | Command(cz) AllEnabled | NoCommand | —~3Processes
SAFE AllEnabled | Collection(cg,c1) | —AllEnabled | —3Processes | 3Processes

For every instance of the bounded resilience problem, we are interested
in a bound k for the number of steps needed for recovery. In the first instance,
we ask whether we can reach a state where every process is enabled in < k
steps whenever we reach a state where this is not the case. In the second
instance, we ask whether we can reach a state with a collection containing
commands cg, ¢1 in < k steps whenever we reach a state with a collection con-
taining co. The third instance is the “dual” problem to the first one where
the constraints for BAD and SAFE are exchanged. In the fourth instance,
we ask whether we can reach a state not containing three processes in < k
steps whenever we reach a state without commands. In the fifth instance,
we ask whether we can reach a state containing three processes in < k steps
whenever we reach a state containing not three processes. One may ask:

1. Does such a k exist?

2. Is there a generic method for problems of this kind?

We will answer these questions in this chapter.

5.2 Decidability

We translate the results for strongly well-structured transition systems into
the graph-transformational setting. Our approach uses the subgraph order.
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Convention. We equip every graph class with the subgraph order.

Remark. The subgraph order is anti-symmetric.'® As a consequence, bases
of ideals are unique up to isomorphism. For the subgraph order, we speak of
the basis of an ideal.

The following result of Konig & Stiickrath terms a sufficient criterion
for GTSs to be well-structured. This result is essential for our translation.
Konig & Stiickrath consider labeled hypergraphs.

Lemma 5.1 (well-structured GTSs [KS17, Prop. 7]).

(1) For every graph class S of bounded path length, the restriction of the
subgraph order to S is a wqo.

(2) Every graph transformation system induces a strongly compatible
transition system.

(3) For every rule set, the basis of pre(1{G}) in the class of all graphs is
computable for every given graph G.

In a nutshell, this means that every GTS with a graph class of bounded
path length induces a SWSTS. All graphs satisfying the bounded path length
condition are included. We generalize and adapt the latter result for our
purpose. In the following table, the conditions to be met for marked SWSTSs
and marked GT'Ss are listed.

marked SWSTS marked GTS
set of states S set of graphs S
wqo on S subgraph order on S
bounded path length [KS17]
strong compatibility satisfied, see [KS17]
Vs € S: basis of pre(1{s}) pre-eff: VG € S: basis of
is computable pre(1{G}) is computable
basis of S given basis of S given ) [KS17]
ideal with given basis c-eff: V positive constraint c:
basis of [c]g is computable
decidable anti-ideal = is decidable for
negative constraints

In the following, we restrict the upward-closure and the predecessor set
to a graph class S: By 1 A we denote the upward-closure in S of A C S.
By preg(A) we denote the predecessor set in S of A C S. For the class of all
graphs, we omit the index.

The following notion of pre-effectiveness for GTSs corresponds directly
to the pre-effectiveness condition for WSTSs (Definition 2.12).

15 anti-symmetric up to isomorphism, i.e., VG,G' : (G < G’ and G > G') implies G = G,
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Definition 5.2 (pre-effective). A (marked) GTS with graph class S is
pre-effective if there exists an effective procedure to obtain the basis of
preg(1s{G}) for every graph G € S.

We use the result of Konig & Stiickrath to obtain an induced SWSTS.
A prerequisite is the boundedness of the path length on the graph class.

Definition 5.3 (GTSPP). A (marked) GTS is of bounded path length,
shortly a (marked) GTSPP, if its graph class is of bounded path length.

Example 5.2 (starry sky). The rules (& — (Q)) and (1(4) — 1(A)re)
together with the set of disjoint unions of unboundedly many star-shaped
graphs (and any subset) form a (marked) GTSPP.

Lemma 5.2. Every pre-effective (marked) GTSPP induces a (marked) SWSTS.

Proof. This follows by the definition of SWSTSs (Definition 2.12) and
Lemma 5.1 (1) & (2). O

Convention. We say that a pre-effective marked GTSPP is post*-effective if
the induced marked SWSTS is post*-effective. The same convention applies
to “lossy” and “L-bounded”.

For a given graph class S and a negative constraint ¢, the semantics [c]g
isin J, i.e., a decidable anti-ideal. For a positive constraint ¢, the semantics
is an ideal, but, in general, we do not know the basis of [c]s. A positive
constraint ¢ with a given basis of [c]g is called positiveg.

Fact 5.2 (ideal-based graph sets). Let S be a graph class.
For a positiveg constraint ¢, [c]s € T (ideal with given basis).
For a negative constraint ¢, [c]s € J (decidable anti-ideal).

From the decidability results for SWSTSs, the relation of SWSTSs and pre-
effective GTSPPs, and the relation of ideal-based sets and proper constraints,
we obtain the following result.

Theorem 5.1 (bounded resilience for finite-marked GTSs I).
The bounded resilience problem is decidable
for pre-effective finite-marked GTSPPs which are

(1) post*-effective if Bad is negative and Safe is positivep,
(2) lossy if Bad and Safe are positives,
for pre-effective finite-marked GTSEPS which are
(3) lossy and _L-bounded if Bad is positiveg and Safe is negative,

(4) L-bounded if Bad and Safe are negative.
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Proof. By Lemma 5.2, every pre-effective marked GTSPP induces a marked
SWSTSs. By Fact 5.2, for every positives (negative) constraint ¢, [c]s € Z
(¢ J). Thus, we can apply Theorem 4.1, setting BAD = [Bad]s and
SAFE = [Safe]s. O

This result is the direct translation of the decidability results for SWSTSs
into the graph-transformational setting. However, it has two drawbacks:
(i) We do not input solely a positive constraint ¢ but require also a given
basis of [c]g, and (ii) it does not give us a procedure for pre-effectiveness.
To improve this result in terms of algorithmic realizability, we consider
requirements on the graph class.

Definition 5.4 (con-effective, N-based). A graph class S is con-effective
(constraint-effective) if the basis of [c]g is computable for every pure positive
constraint c. It is N-based if there exist I € Z, J € J s.t. S =1NJ in the
class of all graphs.

Since we input proper graph constraints, a reasonable assumption for
the graph class is that we can compute the basis of the ideal [c]g for every
positive constraint c¢. However, the definition of a con-effectiveness does
not give us a concrete procedure for the computation of the basis of [c]s
for a given positive constraint c. Similarly, the definition of pre-effectiveness
does not give us a concrete procedure for the computation of the basis of
pre(T{G}) for a given graph G. We illustrate what these procedures look
like in many use cases by considering N-basedness. While pre-effectiveness
is a property of a GTS, con-effectiveness and N-basedness are properties
of a graph class. We will show the implications depicted in Figure 5.2.

bounded path length )
marked SWSTS pre-effective marked GTS
induces [KS17]

Lemma 5.4

marked GTS with con-effective graph class

Lemma 5.4

marked GTS with N-based graph class

Figure 5.2: Hierarchy of the effectiveness requirements.

First we show that con-effectiveness is sufficient for computing the basis
of [c]s for every positive constraint c.
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Lemma 5.3. A graph class S is con-effective iff the basis of [¢] ¢ is computable
for every positive constraint c.

Proof. “=": Let S be a con-effective graph class and ¢ a positive constraint.
By Lemma 2.1, we can effectively transform ¢ into an equivalent positive
constraint ¢’ of the form \/,_,.,, 3C;. By con-effectiveness, we compute the

basis B; of [3C;]s. We obtain

ts J Bi= | tsB= | Bals=1\ 3Cis

1<i<n 1<i<n 1<i<n 1<i<n

=[d]ls=[InS=[c]NnS=]c]s.

By Fact 2.6, each basis B; is finite. Hence, by Fact 2.6, we can compute the

basis of 15U <;<,, Bi-
“«<=": Holds since every pure positive constraint is a positive constraint. [J

Remark. The set {C} is the basis of [3C]gs iff C' € S.

Thus, con-effectiveness ensures that we can replace positiveg by positive
constraints in Theorem 5.1.

Example 5.3 (con-effective). Let S?P be the class of graphs consisting of
one node and 2n loops for every n > 0. We show that this graph class is con-
effective. For the graph Dj consisting of two isolated nodes, [3D2] g2 = 2.
For every graph C' > Ds, [3C]gap C [3D2]g2e. Hence, [3C] g = 2.
Let D7 be the graph consisting of one node and n loops. For every n > 0,
the set {D?"} is the basis of [3D3"] g2 and of [3D?" ] ga1,. The set {DJ}
is the basis of [3&] ga1p.

Lemma 5.4 (effectiveness lemma).
(i) Every (marked) GTS with con-effective graph class is pre-effective.
(ii) Every N-based graph class is con-effective.

Proof. (i) We show that there exists an effective procedure to obtain the
basis of preg(Ts {G}) for every graph G € S. Konig & Stiickrath [KS17] give
an effective procedure which works in the class of all graphs (Lemma 5.1 (3)).
Let G € S be a graph and By, the basis of pre(1{G}) in the class of all
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graphs. Let ¢ be the positive constraint \/ BEBopre dB. For every graph H,

H e [[C]]S
— HeSand Hl= \/ 3B (Def. [-]s)
BeBpre
= HeSand 3B e Bye: H =3B (Def. k)
<= HecSand3BeBye:B<H (Def. <)
= H € S and H € pre(1{G}) (Def. basis)
= He Sand 3G e1{G}: H = G’ (Def. pre)
— HeSand 3G H= G >C (Def. 1)
= HeSand3dG' €S- H=G > G (closed under =)
= He Sand 3G' €15 {G}: H = G’ (Def. 1s)
= H € preg(ts {G}). (Def. preg)

Thus, [c]s = preg(Ts{G}). By Lemma 5.3 and con-effectiveness, the basis
of [c]s is computable.

(ii) Let S = I'NJ be a graph class where I € Zand J € J. Let b= \/5.5 3B
where B is the basis of I and ¢ a positive constraint. Then, b A ¢ is a positive
constraint. By Lemma 2.1, we can compute a positive constraint ¢’ s.t.
[¢] = [bAc] (in the class of all graphs) and ¢ is of the form \/,_,., 3B;.
Since J € J, we can compute the set {B; € J : 1 <4 < n} which is the basis
of [e]Js ={G € S:G k= c}. O

First note that in case (1) of Theorem 5.1, pre-effectiveness is obsolete.

Fact 5.3. The bounded resilience problem for pre-effective finite-marked
GTSPPs with graph class S can be solved by solving the problem for the
N-based graph class | post™(INIT).

Proof. By Lemma 2.3, | post*(INIT) is a decidable anti-ideal. Since
4 post*(INIT) =t {@} N | post*(INIT), this graph class is N-based. By
the compatibility condition (Lemma 5.1), it is closed under rule application.
It is of bounded path length since post*(INIT) C S. O

Remark. This reduction by change of the graph class works only for case (1) of
Theorem 5.1. While post*-effectiveness is not affected, a change of the graph
class may affect lossiness and |-boundedness.

For the case where Bad and Safe are negative, con-effectiveness is not
required and we consider a pre-effective marked GTS and a given basis of
the graph class, shortly a pre-effective marked GTSg. From the decidability
results for pre-effective GTSPPs, we obtain the following results by: replacing
positives by positive, (1) leaving out pre-effective, (2)&(3) replacing pre-
effective by con-effective.
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Theorem 5.2 (bounded resilience for finite-marked GTSs II).
The bounded resilience problem is decidable
for finite-marked GTSPPs which are

(1) post*-effective if Bad is negative and Safe is positive,
for finite-marked GTSPPs with con-effective graph class, which are
(2) lossy if Bad and Safe are positive,
(3) lossy and L-bounded if Bad is positive and Safe is negative,
for pre-effective finite-marked GTSZPS which are
(4) L-bounded if Bad and Safe are negative,

and, in particular, for finite-marked GTSPPs with N-based graph class which
satisfy the respective requirement in the cases (2), (3), and (4).

Proof. Case (1). We show that (1) holds for post*-effective finite-marked
GTSPPs with N-based graph class. By Lemma 5.4, every finite-marked GTSPP
with N-based graph class is a pre-effective finite-marked GTSPP and every
N-based graph class is con-effective. Thus, the basis of [Safe]s is com-
putable. By Theorem 5.1 (1), the bounded resilience problem is decidable
for post*-effective finite-marked GTSPPs with N-based graph class. For ev-
ery post*-effective finite-marked GTSPPs with graph class S, we solve the
bounded resilience problem for the post*-effective finite-marked GTSPPs with
N-based graph class | post*(INIT) (Fact 5.3).

Cases (2) & (3). By con-effectiveness, the basis B of S is computable
as the basis of [3@]s. Also by con-effectiveness, the basis of [Bad]s (and
in case (3), also the basis of [Safe]s) is computable. By Lemma 5.4, ev-
ery finite-marked GTSPP with N-based graph class is a pre-effective finite-
marked GTSPP. By Theorem 5.1 (2) and (3), the bounded resilience problem
is decidable for lossy (and l-bounded) finite-marked GTSPPs with con-
effective graph class.

Case (4). This follows directly by Theorem 5.1 (4). O

From the decidability results for finite-marked GTSPPs (Theorem 5.2)
we obtain a decidability result for finite-marked (annotated) joint GTSPPs:
Joint GTSs are special GTSs and Bad = 3((e)) is a fixed input. Moreover,
by construction, the positive constraint Bad = 3((e)) is equivalent to the
negative constraint —=3((s)) A =3(()).
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Corollary 5.1 (bounded resilience for finite-marked joint GTSs).
The bounded resilience problem with Bad = 3((e)) is decidable
for finite-marked annotated joint GTSPPs which are

(1) post*-effective if Safe is positive,
for pre-effective finite-marked annotated joint GTSEPS which are
(2) L-bounded if Safe is negative,

and, in particular, for 1-bounded finite-marked annotated joint GTSPPs with
N-based graph class if Safe is negative.

Proof. By construction of joint GTSs, Bad is equivalent to the negative
constraint —=3((s)) A =3((T)). Since marked annotated joint GTSs are marked
GTSs, we can apply the cases (1) and (4) of Theorem 5.2. O

Remark. Using Bad = 3((e)) as positive constraint, we obtain two statements
which are captured by Corollary 5.1 (lossiness and con-effectiveness are
obsolete).

Besides the bounded resilience problem, one may be interested in the
explicit resilience problem where, additionally, a bound k is given as input.
We formulate the explicit resilience problem for marked GT'Ss.

ExprLiciT RESILIENCE PROBLEM FOR GTSs

Given: A marked GTS (S, R,INIT), graph constraints Bad, Safe,
a natural number k& > 0.

Question: Is the marked GTS k-step resilient w.r.t. Bad,Safe?

We are interested in suitable subclasses of marked GTSs and graph
constraints Bad, Safe, for which the explicit resilience problem is decidable.

Theorem 5.3 (explicit resilience for finite-marked GTSs).
The explicit resilience problem is decidable
for finite-marked GTSPPs which are

(1) post*-effective if Bad is negative and Safe is positive,
for finite-marked GTSPPs with con-effective graph class, which are
(2) lossy if Bad and Safe are positive,

and, in particular, for lossy finite-marked GTSPPs with N-based graph class
in the case (2).

Proof. We derive the decidability of the explicit resilience problem from
the decidability of the bounded resilience problem (Theorem 5.3). The
argumentation is as in the proof of Theorem 4.2. O
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Since joint GTSs are GTSs, we obtain the decidability of the explicit
resilience problem for finite-marked joint graph transformation systems
considered in Chapter 3.

Corollary 5.2 (explicit resilience for finite-marked joint GTSs). The
bounded resilience problem with Bad = 3((e)) is decidable
for finite-marked annotated joint GTSPPs which are

post*-effective if Safe is positive,

and, in particular, for post*-effective finite-marked annotated joint GTSPPs with
N-based graph class if Safe is positive.

Example 5.4 (path game). Consider two fixed locations represented by
nodes labeled with L. The middle points are represented by black nodes.
The system tries to construct directed paths of length 2 between them (one
path forth and one back) using the rules in Figure 5.3.

vew (0,0, Ore—@,)  Revi : (Do~ D)
parat : (Dre, — (T5,) Revz (D, = Drey)
Para2 : <®<1—02 — 1®2> Merl : <®f:;@2 - @1_5,.41_@2>
Mer2 : <<D?:;@2 — @<1—37o4—>@2> Mer3 : <®i:;@2 - @ﬁ,’f®2>
TR P e I G

Figure 5.3: System and environment of the path game.

The system can (i) create a new middle point connected to the locations
by the New-rule, (ii) create two parallel edges provided that there is one
by the Para-rules, (iii) reverse the direction of an edge by the Rev-rules,
and (iv) merge two middle points each of which are connected to a different
location by the Mer-rules. The environment deletes an edge. The control
automaton is alternating, i.e., given by:

E

The joint rule set consists of enriched system rules of the form (L% — R%)
and enriched environment rules of the form (L% — R%). We consider the

initial graph @%@ @). The positive constraint Safe is given by

Safe = (T8 D) vV IT] o (D).
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The graph class consists of all graphs with exactly two locations and arbi-
trarily many middle points connected to the locations by arbitrary edges.
The graphs are also equipped with a node labeled with ¢g or ¢;. This graph
class is of path length < 2. We can reach the graph @ @ (modulo
isolated black nodes) when the system is only changing the direction of edges.
Hence, the finite-marked joint GTSPP is post*-effective. By Corollary 5.1 and
5.2, we can solve both resilience problems: There exists a bound k s.t. the
finite-marked joint GTSPP is k-step resilient w.r.t. Safe. In fact, the minimal
bound is kyin = 13. For the computations, see Appendix C.

Example 5.5 (supply chain IT). Consider again the simplified scenario
of a supply chain, depicted in Example 4.1. We model the latter example
by a marked joint GTS. The structure is given in the following initial graph:

5
52

A production site (P) is connected to a warehouse (W) which again is
connected to two stores S; and S5. Each of the black nodes indicates
one product at the corresponding connected location. The behavior in
this supply chain is modeled by the rules in Figure 5.4. The system rules
consist of Pr (the completion of a product at the production site P), Tr
(transporting a product from P to the warehouse W), and Sh; and Shy
(shipping a product from W to one of the two stores S1, S3). The environment
rules describe adverse effects: Ac describes an accident in the warehouse
which leads to the loss of one product, and Buj, Buy describe that a product
is bought from S or Sy, respectively.

Pr: (1) — 1P)re)

Tr : <32 - ®T@§°3> e ;i:_ Eig : 1%;
Sh; : <3*@T@2 - @T@;3> | Bu;; (1690 — 15))
Shy : <3*@T@2 - @T@?3>

B

Figure 5.4: System, environment, and control automaton of supply chain II.

The control automaton in Figure 5.4 describes the possible order of rule
applications. We are interested in the question when the product is again
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“in stock”, i.e., at least 1 product in the warehouse and in each of both stores,
whenever a customer buys a product or when an accident in the warehouse
happens. After each such step, the automaton is in the state gg. Formally,
we consider Bad = 3((e)) (“the last applied rule was an environment rule”),
as usual for marked joint GT'Ss, and the positive constraint

Safe = 3((V)re) A I(Sp-e) A I(S)e).

We ask whether there exists a bound k s.t. starting from the initial graph,
whenever an environment rule was applied, we can reach a graph satisfying
Safe in < k steps. As N-based graph class of bounded path length we
consider all graphs of the same structure as the initial graph, with an
arbitrary number of products at the warehouse and the stores. One can
show that the finite-marked (annotated) joint GTSPP is post*-effective, e.g.,
by reducing the respective computation to the post*-effectiveness of finite-
marked Petri nets (Example 4.2). By Corollary 5.1 and 5.2, we can solve
both resilience problems: There exists a bound £ s.t. the finite-marked joint
GTSPP is k-step resilient w.r.t. Safe. In fact, the minimal bound is knin = 6.
For the computations, see Appendix C.

Concluding: This section provided a generic method for solving the bounded
and explicit resilience problem for subclasses of marked GTSs and proper con-
straints Bad and Safe.

Remark. For marked GTSs without deadlocks, deciding the explicit resilience
problem is equivalent to checking the CTL constraint

k
AG(Bad = \/ EX/Safe).
§=0

Moreover, the presented methods may be used to check a class of temporal
constraints. E.g., by Proposition 4.1, for post*-effective marked GTSPP, we
can check the CTL constraint EF Safe where Safe is a negative constraint.

More General Constraints

More general graph constraints as, e.g., in Rensink [Ren04] and [HP09] do
not constitue (anti-)ideals w.r.t. the subgraph order, in general.

Example 5.6. Consider the constraint AllLoop = V( ©,3( O<)) express-
ing that every node has a loop. The graph consisting of one node and one
loop satisfies the latter constraint. However, the “larger” graph consisting
of two nodes and one loop does not satisfy it. Thus, the constraint AllLoop
does not constitute an ideal. By a similar argument, it does not constitute
an anti-ideal.

Moreover, we cannnot mix negative and positive constraints.
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Example 5.7. Consider the constraint NodeNoLoop = 3(0) A =3(0=)
expressing that there is a node and there is no loop. The graph consisting
of one node satisfies the latter constraint. However, the “larger” graph
consisting of one node and one loop does not satisfy it. Thus, the constraint
NodeNoLoop does not constitute an ideal. By a similar argument, it does
not constitute an anti-ideal.

Regarding the induced subgraph order, considered, e.g., in [KS17] by
Konig & Stiickrath, some nested constraints constitute ideals.

Example 5.8. The constraint 3( 0,—~3( O=>)) expresses that the graph
consisting of a single node is an induced subgraph of the considered graph.
More generally, consider the constraint 3(C, g+ cpyy(c) 73(C = C™")) where
Ext(C) is the set of “extended” graphs C'* obtained from C by adding one
edge. The latter constraint expresses that the graph C'is an induced subgraph
of the considered graph and, hence, constitutes an ideal w.r.t. the induced
subgraph order.

Unbounded Path Length

In some cases, resilience problems for marked GTS of unbounded path length
can be reduced to resilience problems for marked GTSPP (of bounded path
length) and therefore be decided.

Example 5.9 (constellations in the sky). The rules (1(4) — 1(A—4)
and (1(4) — 1(A)1-e) together with the class of all graphs and the single initial
graph (4) form a marked GTS of unbounded path length. We consider both
resilience problems for

BrightStar = 3(»}%‘), Bad = —BrightStar, Safe = BrightStar.

We notice that Bad Safe are “independent” from the paths connecting the
star-shaped graphs. Both resilience problems can be solved by considering
the following marked GTSPP: the rules (1@ — 1@ @) and (1@ — 1(@)-e)
together with the set of disjoint unions of unboundedly many star-shaped
graphs and the single initial graph (4). We consider the same constraints for
Bad and Safe as before. Since the initial graph is the basis of 1 post™*(INIT),
the marked GTSPP is post*-effective. By Theorem 5.2 (1) and 5.3 (1), we
can solve both resilience problems. There exists a bound k s.t. the (original)
marked GTS is k-step resilient. In fact, the minimal bound is knyin = 8.
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5.3 Example: Circular Process Protocol

We illustrate our decidability results by an example. Consider a ring of three
processes Py, P1, Py each of which has an unordered waiting collection (mul-
tiset) containing commands. Each command belongs to a process and is
labeled accordingly as cg, ¢1, or co. These commands are used for communi-
cation between the processes. An informal description of the circular process
protocol can be found in Section 5.1. The formalization as rule set is given in
Figure 5.5. Each Clear-rule is undefined on the node which has a ¢;-labeled
loop. This is indicated by a missing index at the node. In a rule application,
this node is deleted and a new node is created. Each Leave-rule identifies
two nodes.

Gy . . Cj
i#]
P Py
Initiate : <O—>O AO—Q > Forward:< §81_>o2 - Ol—QQ >

) cj
i p p O
Clear c;
Execute < (8 >0, — Or ;:8 > . P . P
< <£ 5 thﬂ>
1 2 T 1 5
< JQ—»o —\O—Q > P i
C;
C; Py P; . Cj
S 1#0 Py
Loose : @ — Leave : < 1 3 T 1d 3>
P; Pj ’

Figure 5.5: Rules of the circular process protocol.

To obtain a marked GTS, we specify the set INIT: It consists of the single
graph on the left in Figure 5.6.

‘1 P P
0 1
Py Py Po Po
2 @ | e =
P Po Py

P>

Figure 5.6: Initial graph and basis graphs.
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Consider the following proper constraints:

C1

€ p G
AllEnabledzEl( C%J:&Q )v \/ 3( 0 >

P i=1,2 P,

co C2
Collection(cg, ¢1) = EI( Qo ), Command(c2) = EI( Q ),

Py

&1 ), NoCommand = /\ ﬁEI< % )

3Processes = EI(
P, i=0,1,2

The graph class S consists of all graphs with arbitrarily many commands
of any kind labeled with ¢y, ¢1, or ¢o in any collection, fitting to one of the
basis graphs shown in Figure 5.6.

Proposition 5.1. The rules in Figure 5.5 together with the depicted graph
class and the initial graph in Figure 5.6 form a finite-marked GTSPP satisfying
all requirements in Theorem 5.2 and 5.3.

Proof. (1) Finite-marked GTS. The latter graph class is closed under
rule application: For all rules except the Clear- the Leave-rules, the basis
graph is preserved. For the Clear-rules, a node is deleted, but the basis
graph is restored. For the Leave-rules, we transit from the underlying basis
graph with three nodes to an underlying basis graph with two nodes. For
all rules, if the original graph differs from a basis graph only by ¢;-labeled
loops, also the obtained graph differs from a basis graph only by ¢;-labeled
loops. Hence, the graph class is closed under rule application. The set INIT
consists of a single graph.

(2) Bounded path length. The latter graph class contains only graphs
with at most three nodes. Thus, it is of bounded path length.

(3) N-Basedness. We show that S = 1N J where

Py P P Py
118 with B {2, b o),

Py Py Py
J:[[NPL A NCE AN NPP A NOPN A N4N]].

The anti-ideal .J is the semantics of a conjunction of negative constraints!®
where the negative constraints are as follows.

The conjunction of negative constraints is again a negative constraint.
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abbreviation (name) description

NPL (NoProcessLoop) A process is not a loop.

NCE (NoCommandEdge) A command can only be a loop.
NPP (NoParallelProcesses) There are no parallel processes.

NOPN (NoOppositeProcessesNode) There are no opposite processes with
an additional node.
N4N (Nod4Nodes) There are no 4 nodes.

NPL= A ﬂ( :13 ) NCE= A ﬂEI(oi»o),

i=0,1,2 i=0,1,2

NPP = A ﬂ(ocp}o) NOPN = A\ ﬂ(oCPi)oO),

i,j=0,1,2 Pj i,j=0,1,2 Pj

N4N:—E|<o o o o).

The set B is the basis of S since all three basis graphs are included in the
anti-ideal J. Indeed, this description of the graph class is equivalent to
the previous definition: For every graph G over the same label alphabet,
which is “larger” than a basis graph B, G € S iff G differs from B only by
loops representing commands. The graph G cannot contain an additional
node by the negative constraints N4N and NOPN. It can also not contain
an additional P;-labeled loop or a c¢;-labeled edge which is not a loop by
the negative constraints NPL and NCE. It remains the possibility that it
contains an additional P;-labeled edge which is not a loop. However, this is
prohibited by the negative constraints NPP and NOPN.

(4) Lossiness & |-boundedness. The marked GTSPP is lossy since the
rules for losing a command ¢; may be applied to any graph containing a com-
mand ¢;. It is 1-bounded since we can reach a graph with the same cycle
structure but containing no commands by (i) initiating a command cy, (ii) for-
warding it to the collection of Py, (iii) clearing all collections one after another,
and (iv) losing the only remaining command. By Proposition 4.2, it is post*-
effective. Thus, all cases of Theorem 5.2 and 5.3 apply. O

We can answer the raised questions: Using the algorithms in Section 4.3,
we can decide the bounded resilience problem for all instances and compute
the minimal bound ki, for the instances 1 and 2, see the tabular below. For
the computations, see Appendix C.

instance 1 2 3 4 5
Bad —AllEnabled | Command(cz) AllEnabled | NoCommand | —3Processes
Safe AllEnabled | Collection(cg,c1) | ~AllEnabled | —3Processes | 3Processes
bounded (answer) yes yes yes yes no
explicit (kmin) 6 4 (1) (5)
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If Safe is a negative constraint, our method provides only the answer
whether there is a bound k. For the third instance, we can infer that ki, = 1
by hand: By applying a Clear-rule to a graph in which all processes are
enabled, we can reach a graph in which at least one process is not enabled in
one step. Thus, kpin < 1. Since —AllEnabled is the negation of AllEnabled,

kmin 7 0. For the fourth instance, we use that —=3Processes can be expressed
as the positive constraint 2Processes

Py Py
_ <©> V3 (o@)
P, Py

These results are indicated in the table in brackets.

5.4 Example: Logistic System

We give examples of a logistic system each of which is more “typical” for the
requirements post*-effectiveness, lossiness, and 1 -boundedness.

Consider a logistic system with a unique logistic center from where
goods represented by [] are shipped to their destination @ The shipment

can be direct or via an interim storage . When an order is set, the good
enters the system at the logistic center together with the planned route
(edges labeled with rou) and the information of its destination and current
location. This information is represented by edges labeled with loc and dest,
respectively. Its destination @, a possible interim storage , and routes
may already be registered in the system or will enter when the order is set.
The SetOrder-rules in Figure 5.7 depict the process of setting an order with
the planned route and information. Some rules are presented in the Backus-
Naur form, i.e., (L — R1|R2) depicts the rules (L — R;) and (L — Rj). For
every dashed edge, one rule containing the edge in the left-hand side and one
rule not containing it are included, e.g., the last scheme depicts four rules.
The goods can only be shipped along routes. A good can only be delivered
to a destination if it fits to the destination information. The shipment is
formalized by the Ship-rules shown in Figure 5.8.

Some nodes are “C/S”-labeled meaning that both rules are included. This
system is erroneous in the sense that a good can be shipped to an interim
storage which is not the interim store on the planned route. Another “error”
is the loss of a good which is depicted by the GoodLost-rule in Figure 5.9.
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1 2

rou rou N
([l
1 2 3

Figure 5.7: The SetOrder-rules.

Figure 5.8: The Ship-rules.

Consider the logistic system R; = SetOrder U Ship U {GoodLost}. To
obtain a marked GTS, we consider the intersection S of the downward-closure
of all graphs reachable from the graph and all graphs “larger” than the

82



Verifying Resilience of Graph Transformation Systems CHAPTER 5

latter graph. The only basis graph is the graph . The N-based graph
class S is of path length < 3. By definition, it is closed under R;.

Figure 5.9: The GoodLost-rule.

Proposition 5.2 (properties of R1).

(1) The rule set R; together with the N-based graph class S and any
INIT C S forms a marked GTSPP.

(2) Every finite-marked GTSPP with rule set R; and graph class S is
post*-effective.

Proof. Statement (1) follows by definition.

(2) We show 1 post™(INIT) =71 postéoearest (INIT) where post,oqrost (INIT)
consists of all graphs reachable from INIT via the GoodLost-rule.

“D7”: Tt holds postg,oarest (INIT) C post™(INIT).

“C”: Let G € INIT, G =% H, and G’ < G s.t. G’ contains no good (). It
holds G’ € postéyearost INIT) and H > G'. Thus, H €1 posté,oaroest (INIT).
Hence, post*(INIT) C1postgeoaroest (INIT).

Since INIT is finite, the set posté,oarost (INIT) is finite. By Fact 2.6, we can
compute a basis of 1postl, g ese (INIT). Thus, the finite-marked GTSPP is
post*-effective. O

In a more realistic scenario, there may occur “errors” in the logistic
system, e.g., a good or information may be lost. The Error-rules depict
the loss of (i) a good (GoodLost), the information about the (ii) location
or (iii) destination of a good. Moreover, it can occur that (iv) a route
is inaccessible, (v) an interim storage is unusable, or (vi) a destination is
not detectable. The Error-rules also delete these defects from the system.
Formally, the Error-rules are defined as in Figure 5.10.

For the logistic system Ro = SetOrder U Ship U Error, we obtain the
following properties.

Proposition 5.3 (properties of R,).

(1) The rule set Ry together with the N-based graph class S and any
INIT C S forms a marked GTSPP.

(2) Every finite-marked GTSPP with rule set Ry and graph class S is lossy.
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Figure 5.10: The Error-rules.

Proof. Statement (1) follows by definition.

(2) Using the Error-rules, we can delete any item except (the logistic
center) which is the only basis graph. Thus, the marked GTSPP is lossy for
every set INIT. O

We slightly adapt the model by representing a good as an [ -labeled
edge pointing from its location to its destination. Thus the information
about a good is compressed. We leave out the Error-rules except the last
ones for deleting an S-labeled (D-labeled) node which we call Inaccess. The
rules essentially stay the same. However, a Ship-rule has to be modified s.t.
the destination @ is present in the rule. Let R3 = SetOrder’ U Ship’ U
Inaccess’ be the modified rule set.

Provided that the number of customers, i.e., destinations is “small”, we
can assume that number of D-labeled (and S-labeled) nodes is bounded. (This
is the case if the logistic company has a small number of major customers.)
In a realistic model, this does not apply to the number of goods which may
be “very large” over the whole process.

In order to restrict the number of created nodes, we split the SetOrder’-
rules into SetOrder1l-rules which do not create nodes and SetOrder2-rules
which create nodes.!” For n > 0, let A,, be the rule-labeled automaton with

7Tt is possible to consider only SetOrderi-rules. However, this would yield a “static”
structure.
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states qo, . - ., qn, transitions from ¢; to ¢g; 11 labeled with SetOrder2, and
loops at ¢; lableled with R3 \ SetOrder2. In Figure 5.11, the automaton A,
is exemplarily shown for n = 2.

Rs3 \ SetOrder2 Rj3\ SetOrder2 Rj\ SetOrder2

SetOrdeer% SetOrder2

U

Figure 5.11: The rule-labeled automaton A,, for n = 2.

Let RY denote the synchronization of Rz with A,, (see Construction 3.1).
We have to consider graphs each of which contains exactly one g;-labeled
node for a number 1 < ¢ < n. Thus, a basis of this graph class is given
by B, = { :1 < i< n}. Let S, be the intersection of 15, with the
downward-closure of all graphs reachable from the graph | ¢ |@). Intuitively,
the induced transition system stays essentially the same as before with
the restriction that the node-creating SetOrder-rules can be applied only
boundedly often.

For the logistic system RY, we obtain the following properties.

Proposition 5.4 (properties of RY).

(1) For every n > 0, the rule set R% together with the N-based graph class
S, and any INIT C S,, forms a marked GTSPp.

(2) For every n > 0, the number of nodes in any graph in S, is bounded.
(3) Every marked GTSPP with rule set R% and graph class Sy, is L-bounded.

Proof. Statement (1) follows by definition.

(2) Each SetOrder2-rule creates < 2 nodes. Thus, the number of nodes is
bounded by 2n + 2.

(3) The Inaccess-rules ensure that any “smaller” basis graph is reach-
able in < 2n transformation steps. Thus, the marked GTSPP is L-bounded
(for every set INIT C S,,). O

We summarize which resilience problems are, by Theorem 5.2 and 5.3,
decidable for the logistic system.

Fact 5.4.

(1) For every finite-marked GTSPP with rule set Ry and graph class S, both
resilience problems are decidable in the case where Bad is negative and
Safe is positive.
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(2) For every finite-marked GTSPP with rule set Ry and graph class S, both
resilience problems are decidable in the cases where Safe is positive.

(3) For every finite-marked GTSPP with rule set R and graph class S,,, the
bounded resilience problem is decidable in the cases where Bad is
negative and the explicit resilience problem is decidable in the case
where Bad is negative and Safe is positive.

5.5 Rule-specific Criteria

In this section, we investigate sufficient criteria of GTSs for the decidability
results in Chapter 5 which are: (1) post*-effectiveness, (2) lossiness, and
(3) L-boundedness. For each requirement, we aim for easily checkable,
rule-specific conditions.

Post*-effectiveness

For the requirement of post*-effectiveness, we consider properties of the rules.
Definition 5.5 (preserving & node-bijective). A rule is
(1) preserving if it is total and injective,
(2) mode-bijective if it is bijective on the nodes.
These rule properties yield sufficient criteria for post*-effectiveness.

Theorem 5.4 (criteria for post*-effectiveness). A finite-marked
GTSPP is post*-effective if all rules are preserving or all rules are node-
bijective.

Proof. Let (S,R,INIT) be a finite-marked GTSPP. If every rule in R is
preserving, the statement follows by Fact 2.6 since 1 post™(INIT) =1INIT.
If every rule in R is node-bijective, the statement follows by the reduction in
the proof of [BDK'12, Prop. 10]. For any graph G, a Petri net with initial
marking is constructed s.t. reachability and the order of markings correspond
to reachability via =% from G and the subgraph order, respectively. In
our case'®, the places are given by Vg x Vg x Ap. The number of tokens
in a place (v,v’, \) is given by

|{e € E :1ab®(e) = A, src(e) = v, tgt(e) = v'}|.

Each rule may give rise to a multiple number of transitions since a rule
may have multiple matches. On the balance sheet, a transition takes tokens
out of a place (v,v’, \) if the corresponding rule r deletes A-labeled edges

18Tn [BDK™12], hypergraphs are considered.
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between v (source) and v’ (target), and adds tokens in a place if r creates
A-labeled edges between v and v'. See [BDKT12] for further details.

Petri nets are post*-effective, see Example 4.2. Thus, the basis of 1post*(G)
can be computed by computing the corresponding basis in the constructed
Petri net. O

Using that joint GTSs are GT'Ss, we obtain sufficient criteria for post*-
effectiveness of marked joint GTS.

Proposition 5.5. A finite-marked annotated joint GTSPP of S and & is
post*-effective if all rules in S U £ are preserving or all rules in SU & are
node-bijective.

Proof sketch. The statement for preserving rules follows by Lemma 2.3.
The statement for node-bijective rules follows by Theorem 5.4. We use the
fact that joint GTSs are GTSs. For the full proof, see Appendix B. O

These conditions are favorable in the sense of decidability.

Fact 5.5 (decidable conditions). Given a GTS, it is decidable whether
all rules are preserving or all rules are node-bijective.

Lossiness

To obtain a sufficient criterion for lossiness, we consider special rules. In
order to construct such rules, we require information about the strucutre of
the graph class. We construct “lossy rules” suited to N-based graph classes.

Lossiness in the context of N-based graph classes means the following:
if a graph G is reachable from INIT, all subgraphs of G, each of which is
“larger” than a basis graph, are also reachable from INIT. In Figure 5.12,
the notion of lossiness is illustrated. For every graph G’ which is “smaller”
than a graph G reachable from a graph G; € INIT and “larger” than a basis
element B € B, there exists a graph G5 € INIT from which G’ is reachable.

G1e€ INIT 3Gy
G
VI
Gl
VI
BeB

Figure 5.12: Illustration of lossiness.

As shown in Figure 5.13, we assume that we continue the sequence of
transformations from G to reach its subgraphs, i.e., every graph G’, which
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)

is “smaller” than a graph G reachable from a graph G; € INIT and “larger’
than a basis element B € B, is reachable from G via “lossy rules”.

G1 € INIT
G

\/| > lossy rule
G/

VI

BeB

Figure 5.13: Basic idea of lossy rules.

Therefore we have to be able to delete every item in G which is not in (the
image of) any basis graph. This can be done by “lossy rules” deleting such
items, i.e., every node and every edge outside of a basis graph.!?

We aim to reach “smaller” graphs but not “smaller” than basis graphs.

Construction 5.1 (lossy rules). Let (S,R,INIT) be a marked GTS
where S is a graph class over A and B the basis of S. The set of lossy
rules Rioss(INIT) w.r.t. a set INIT C S is constructed as follows.

(1) The set of deletion rules R consists of all rules for deleting a node,
an edge, and a loop, i.e.,

1

0-a (229-0 ¢). (¥ -¢)

where z,y € Ay, a € Ag.

(2) Given a deletion rule (L — R), a basis graph B € B, a graph A with
A — L (no isomorphism) and A < B, construct the rules (Lp — Rp)
where the pushout objects Lp, Rp, and the morphism Lp — Rp are
obtained by the following pushouts:

AiL%R

| 0y | (rO) |

B~ Lgp — Rp

(Lp — Rp) is a lossy rule w.r.t. INIT if Lg €] post*(INIT).

19Tn [KS17], “lossy rules” w.r.t. the minor order, i.e., edge contraction rules, are considered
in order to obtain well-structuredness for GTSs.
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Rioss(S) is constructed analogously replacing INIT by S.

Example 5.10. The lossy rules of the circular process protocol in Section 5.3
are shown in Figure 5.14.

(

tn p P,
T, =,
Pj

Pj
Rioss (S ) Cn
P p; Py P;
—\
< 1 3 1 3 >
P, P,

Figure 5.14: The lossy rules of the circular process protocol.

Intuitively speaking, lossy rules delete items outside of a basis graph.
The difference between deletion rules and lossy rules is depicted below.

deletion rulesﬂ\/l V Iﬂlossy rules

*

B----- B
deletion rulesﬂ\/l /H/for B+ {o}
*
G- @

Via deletion rules from any graph the empty graph is reachable. Via lossy
rules from any graph any “smaller” basis graph is reachable. However, via
lossy rules we cannot reach a graph “smaller” than a basis graph.

Proposition 5.6.

(a) Rioss(INIT) is effectively constructible from a finite-marked GTSPP with
N-based graph class.

(b) Rioss(S) is effectively constructible from a N-based graph class S.

Proof. (a) First we construct the deletion rules which are finitely many.
Second we construct all the pushouts in (2). We construct only finitely
many pushouts since the number of basis graphs B, deletion rules (L — R),
and subgraphs (up to isomorphism) of L and B is finite. For a constructed
rule (Lp — Rp), we check whether Lp €] post*(INIT) in the following
way. By Lemma 5.4 and Lemma 5.2, every finite-marked GTSPP with
N-based graph class induces a finite-marked SWSTS. We can decide whether
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Lp €] post*(INIT) by checking G € pre*(1{Lp}) for every G € INIT (by

Lemma 2.3).
(b) For the lossy rules Rioss(S), the same construction is feasible. Since
post*(S) = 5, we check Lp € S for a constructed rule (Lp — Rp). O

For lossiness, it is sufficient that the lossy rules are contained in the rule set.
More generally, we regard an “appropriate simulation” of lossy rules.

Definition 5.6 (track morphism & simulation). For a transformation
G = H, the track morphism is the obtained morphism G — H. For a trans-
formation sequence G =* H, the track morphism is the composition of the
single track morphisms. A rule set R is simulated by a rule set R’, written
as R C R/, if for every rule (p: L — R) € R, there exists a transformation
sequence L =%, R s.t. its track morphism p : L — R is equal to p.

Example 5.11. The lossy rules of the circular process protocol in Figure 5.14
are simulated by the Loose-rules (Section 5.3) in one step.

Lemma 5.5 (simulation). If R C R/, then =rC=7%,,.

Proof. Let G =, H viar = (p: L = R) € R according to the match
m : L — G. By definition of a simulation, there exists a transformation
sequence L =%, R s.t. its track morphism p : L — R is equal to p. By
Lemma A.2, the composition of pushouts is a pushout. Hence, the transfor-
mation sequence L =%, R via rules 7} = (L1 = Ry), ..., r; = (Ly = Ry)
with track morphism p = pyo... o p; induces a transformation sequence
G =% H , as illustrated below for ¢ = 2.

Since pushout objects are unique up to isomorphism (Lemma A.1), H=~H.
Thus, we obtain G =%, H. d
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Theorem 5.5 (criterion for lossiness). A marked GTS"? (S, R, INIT)
with N-based graph class is lossy if Ripss(INIT) E R or Riegs(S) E R.

Proof. First we show that containedness of lossy rules implies lossiness.
Let G € post*(INIT), H < G and B < H for a basis graph B. There
exists a transformation sequence G =* H via deletion rules. Consider the
first transformation G = H; in the latter sequence. For the deletion rule
(L — R), we obtain the following pushout.

m

Q‘ﬁh

— R
(PO) [m'
RN Hl — B

The morphism G — Hj is injective and surjective since L — R is injective
and surjective (Lemma A.3). By inverting, we obtain a total, injective
morphism H; — G and hence, i : B — G. For A = m(L) N i(B) and
Lp =m(L)Ui(B), the diagram

is a pushout where 7 : B < i(B) < Lp and i : L < m(L) < Lp. We split
the first pushout as follows.

Rp is the pushout object of (1). The outer rectangle is a pushout and thus,
commutes. By definition of a pushout, there exists a morphism Rp — Hj s.t.
the morphisms on the right side and (2) commute. Since (1) and (1)+(2) are
pushouts, also (2) is a pushout (Lemma A.2). Since Lp < G (the identity)
is total and injective, also Rp < H; (Lemma A.3). Assume that A — L is
an isomorphism, i.e., surjective. Then, Lg = B. We obtain the following
diagram.
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Since p : L — R is injective and surjective, also p: Lp — Rp is injective and
surjective (Lemma A.3). Thus, the domain of p is isomorphic to Rp. Hence,
also the domain of m/ o p is isomorphic to Rp. The domain of a om is isomor-
phic to B and equal to the domain of m’ op. Thus, B = Lg = Rp. However,
the upper right square depicts the transformation Lp = Rp via the deletion
rule (L — R). Thus, Lp cannot be isomorphic to Rp (either the number of
nodes or edges of Rp is strictly smaller than the number of nodes or edges of
Lp). Since Lp < G, Lp €|l post*(INIT). Hence, (Lp — Rp) € Rioss(INIT).
We showed G =g, _anrT) H1. It follows that G :>’7“aloss (INIT) H.

We generalize this argument to the case Rjoss(INIT) £ R. Consider a trans-
formation sequence G :>;k31055 (INIT) H. By Lemma 5.5, G =% H. Thus, the

marked GTSPP is lossy. By construction, Rioss(INIT) C Ryoss(S). Hence,
Rioss(S) E R implies Rioss (INIT) C R. 0

1 -Boundedness

Similar to lossy rules, we consider special rules to obtain a sufficient criterion
for L-boundedness. In order to construct such rules, we require information
about the strucutre of the graph class. We construct “bottom rules” suited
to N-based graph classes.

The notion of 1-boundedness means that for every graph G € S, we
can reach every “smaller” basis graph B < G in a bounded number of
transformation steps, as depicted below.

Ge S
< ¢ transformations < VI
BeB

First we consider a necessary condition for | -boundedness. A graph class is
node-bounded if the number of nodes in any graph of the class is bounded. To
achieve 1-boundedness, it is necessary that the graph class is node-bounded.

Proposition 5.7 (node-bounded). For L-bounded marked GTSPs, the
graph class is node-bounded.
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Proof. By assumption, the marked GTSPP is L-bounded. Let ¢ be the
bound for reaching any basis graph. Since the set of rules is finite and every
rule may delete only boundedly many nodes, the number of nodes deleted
in a transformation of length < ¢ is bounded. Let n be the latter bound. For
every graph G € S, there exists a basis graph B < G. Thus, by definition of
1 -boundedness, we can reach B in < ¢ transformation steps. The number of
nodes in any graph of the basis is bounded since, by Fact 2.6, every basis is
finite. We obtain that

Vol = Vel + |Va| — |VB| < |VB| +n < max |Vp|+n
—_—— BeB

<n
where B is the basis of S. O

The idea is to delete the nodes outside of basis graphs. In any case, these
nodes have to be deleted by “outer” bottom rules. Thus, the remaining graph
only consists of a basis graph with additional edges. For these “inner” edges,
edge deletion rules may be useful. However, there may be unboundedly
many additional edges. To delete these edges in a bounded number of
transformation steps, we need to be able to delete and recreate each node of
unbounded “inner” node degree in a basis graph.

(1)

< #nodes steps|

(2) .
_ >
< #nodes steps B

B with extra edges basis graph

Figure 5.15: From a graph G to a basis graph B via bottom rules.

In Figure 5.15, it is exemplarily illustrated how to reach a basis graph B via
bottom rules. First the two nodes ouside the basis graph B are deleted.
Then one node of the basis graph is deleted and recreated.

Definition 5.7 (inner node degree). A node v of a graph B in a graph
class S is of bounded inner node degree if for any morphism ¢ : B — G € S,
the number of edges e € E¢, which are incident to i(v) and a node in i(Vp),
is bounded. We denote this bound by d(v) and the set of nodes of unbounded
inner node degree by Up.

For the other nodes of a basis graph, we can choose whether we delete
the remaining edges by edge deletion rules or by deleting and recreating the
respective node.
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A rule (L — R) can be written in a more explicit form as (L <K — R)
where K is the domain of the partial morphism L — R. We use this form in
the construction of the bottom rules.

Construction 5.2 (bottom rules). Let S be a graph class over A and B the
basis of S. The bottom rules w.r.t. S are constructed as follows. For a basis
graph B € B,

(1) (B+(x) <>B — B) is called an outer bottom rule if B + (z) € S,
(2) (B «<»B\{v} < B) is called an inner bottom rule of type 1 for v € Up,
(3) for v € Vi \ Up, we include (either)

(a) the inner bottom rule of type 1 as constructed in (2) or

(b) all inner bottom rules of type 2: (Bt <>B < B) where BT € S
is obtained from B by adding one edge incident to v and a node
v € Vi \ Up (including v' = v).

For every basis graph B € B, the choice for the type of the inner bottom
rules is represented by a function fp : Vg \ Up — {1,2}, i.e., fp(v) =i
means that we choose the inner bottom rule of type ¢ for the node v of B.
The set of all functions fp is denoted by f. If we choose only inner bottom
rules of type 1, we write f = 1. We denote the bottom rules w.r.t. the graph
class S and the set f of functions by R (S, f).

The outer bottom rules allow to delete nodes outside (the image of) a basis
graph. The inner bottom rules of type 1 allow to delete incident edges of
inner nodes (of bounded or unbounded inner node degree). The inner bottom
rules of type 2 allow to delete incident edges of inner nodes of bounded inner
node degree.

Example 5.12. The bottom rules of the logistic system R% with a bounded
number of nodes consist only of the rules for deleting a node . These
are the outer bottom rules. Since no node of a basis graph has an
unbounded inner node degree, we can choose the inner bottom rules of
type 2 for and for (@:). However, since there are no edges or loops attached
to any of both nodes in any graph of the graph class, there exist no inner
bottom rules of type 2.

Proposition 5.8. If f =1, the bottom rules R (S, f) are effectively con-
structible from a N-based graph class S.

Proof. First we construct all outer bottom rules which are finitely many.
There is no node v of a basis graph B with fp(v) = 2. Thus, for every node
of a basis graph, we construct the inner bottom rule of type 1. O
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For L-boundedness, it is sufficient that the bottom rules are contained in
the rule set. More generally, we regard a “weak simulation” of bottom rules.

Definition 5.8 (weak simulation). A rule set R is weakly simulated
by a rule set R’, written as R £ R/, if for every rule (p: L — R) € R, there
exists a transformation L =%, R s.t. its track morphism p : L — R is equal
to p on the domain of p (this implies that the domain of p is a subset of the
domain of p).

A weak simulation generalizes a simulation, i.e., nodes can be deleted
and recreated. E.g., an inner bottom rule (B «=B\ {v} — B) can be weakly
simulated by the rule (B <@ < B).

Example 5.13. The bottom rules of the logistic system in Example 5.12
are (weakly) simulated by the Inaccess-rules (Section 5.4) in one step.

Lemma 5.6 (weak simulation). For R £ R’, there exists al)ound >0
s.t. for all graphs G, H: G =% H implies that there exists H < H with
G =3t g2

R! .

Proof. Let G =, H according to the match m : L. — G and r =
(p: L = R) € R. By definition of a weak simulation, there exists a trans-
formation L :>§3, R s.t. its track morphism p : L — R is equal to p on the
domain of p. Similar to the proof of Lemma 5.5, we obtain a transformation
sequence G :>%, H. Consider the pushouts

LLR LLR
m[ (PO) [ m[ (PO) [
G—H G—H

whereby we assume that H and H are given as in the canonical construction
(Construction A.2). The equivalence classes of items in H and H are denoted
by [-]p and [-]5, respectively. We define

h:H— H ,

[zl = [2lp
and check the well-definedness, morphism property, and injectivity.
Well-definedness. (i) For a valid equivalence class [z]5, also [x], is valid:
Assume that [z], is not valid, i.e., there exists m(z) € [z], s.t. p(Z) is
undefined. It follows that [m(z)], = [z], = {z} is a singleton. Thus,
xr =m(z) and m(2) € [z]5. For every item & of L, p(#) is undefined if p(Z) is

undefined. Thus, [z]5 is not valid, a contradiction. Hence, [v]5 € V implies

20The notion of a weak simulation is justified: One can derive from the proof of Lemma 5.6
that there exists a total, injective, and node-bijective morphism from H to H.
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[v], € Vi. It follows directly that [e]z € Ey implies [e], € Ey. (ii) Let
[z]5 = [ylp- If [z]z = {x} is a singleton, then x =y, and thus, [z], = [y],.
Consider the remaining case [z]z = {p(&),m(Z)}. Since p(Z) = p(Z), also
[]5 = [#]p. Analogously, [y]z = [ylp. Thus, [z], = [z]5 = [y]z = [y],-

Morphism. We show that A preserves the source function. For every
equivalence class [e]y € Eg of edges, h(srcg([elz)) = h([srcair(e)]) =
[srcatr(e)]p = srep(le]p) = srep(h(le]p)). The statement for the target
function follows analogously. We show that labels are preserved. For every
equivalence class [z]5, laby (h([7]5)) = laby ([x],) = labgy r(z) = labg ([]5).
Injectivity. Let h([z]5) = h([ylp), i-e., [z]p = [y]p where [z], [y]; € V UEg.
If [z], = {z} is singleton, then x = y, and thus, [z]5 = [y];. Con81der the
remaining case [z, = {p(2), m(z)} = [yl,. W.l.o.g., assume z = p(Z) and
y = m(Z). Assume that p(Z) is undefined. Then, m(z) € [m(Z)]y = [y]5-
Hence, [y]z is not valid, i.e., not in Vz U E5, a contradiction. Thus, p(%) is
defined and p(z) = p(z). It follows that [z]; = [y]5. Since pushout objects
are unique up to isomorphism (Lemma A.1), it follows that H < H for

general pushout objects H and H.

We have shown that for every rule r, there exists a bound £ > 0 s.t. VG, H :
G =, H implies 3H < H : G éR, H. Since the rule set R is by definition
finite, there exists also a bound on the whole GTS. U

Theorem 5.6 (criterion for |-boundedness). A marked GTSPP with
N-based graph class S is L-bounded if S is node-bounded and R, (S, f) ER
where f is an arbitrary choice function.

Proof. First we show that node-boundedness and containedness of bottom
rules implies |-boundedness. Let G € S be graph and B < G a basis graph.
We apply the outer bottom rules to get rid of the nodes outside of (the image
of) the basis graph B. The remaining graph consists of the graph B with
additional edges. The additional edges of a node v € Vp can be deleted by
inner bottom rules of type 1 or type 2: For v € Up, we use the inner bottom
rule of type 1. For v € Vg \ Up and fp(v) = 1, we use the inner bottom
rule of type 1. Each of these rules deletes and recreates v. Hence, in the
(image of the) obtained graph, v has no additional edges. For v € Vg \ Up
and fp(v) = 2, we use all inner bottom rules of type 2. Each of these rules
deletes a single additional edge. We show that this is feasible in a bounded
number of transformation steps. Let n the maximal number of nodes and d be
the maximal inner node degree, i.e., d = max,cy,\v,,Bes d(v) where B is
the basis of S. We obtain that the number of transformation steps is

outer L rules type 1 type 1 type 2
——
< (IVe| = VB]) + \UB\ + 115 DI+ 5 {2 -d
R
<n 5” <|Ve\Usg| <|VB\UB\

<2n+|Ve\Up|+ |V \Up|-d <3n+nd=:n'.
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We generalize this argument to the case R, (S, f) £ R. Consider a transfor-
mation sequence G :%ﬁl B where R := R (S, f). By Lemma 5.6, there
exists a bound ¢ > 0 s.t. G j%"/é H for a graph H < B. By closedness
of S under rule application, H € S. There exists a basis graph B’ < H.
Hence, B’ < B which implies that B’ = H = B. We obtain that we can
reach any “smaller” basis graph in < n'f = n(3 + d)¢ steps. This bound only
depends on the graph class S and the rule set R. O

Concluding: This section provided sufficient, rule-specific criteria for the
requirements post*-effective, lossy, and | -bounded.

Complexity

As stated in Chapter 4, the complexity of the alogrithms highly depends on
the concrete graph transformation system and the input. Proper forward
procedures might be of considerable complexity. We encounter proper forward
procedures when using the post*-effectiveness of finite-marked GTSPP with
only node-bijective rules.

Approximation

The post*-effectiveness of finite-marked GTSPP with only node-bijective rules
relies on the post*-effectiveness of finite-marked Petri nets. Similar to finite-
marked Petri nets, we obtain approximation results for finite-marked GTSPPs
with only node-bijective rules in the case where Bad is negative and Safe is
positive. Weak invertibility for node-bijective rules is achieved by inverting
the rules.

Proposition 5.9. Finite-marked GTSPPs with only node-bijective rules are
weakly invertible.

Proof. Let (S,R,INIT) be a finite-marked GTS"Ps with only node-bijective
rules. For every rule r = (L — R) € R, we consider the inverse rule
r~t = (R — L). Let R™! be the set of inverse rules of R, post*;(INIT)
the set of graphs reachable via R~! from INIT, and pre* | (INIT) the set
of all predecessors of INIT via R™!. We can embed post* ;(INIT) in a
node-bounded graph class S’ (i.e., of bounded path length). It holds
post*(INIT) = pre*;(INIT) and hence, 1 post*(INIT) = pre*, (INIT). By
Lemma 5.1 and 2.3, we can compute the basis of pre* ; (INIT) for the inverted
rule set. O

Example 5.14. The rules of the circular process protocol (Figure 5.5) except
the Clear- and the Leave-rules are node-bijective.

As a consequence, we can perform under- and over-approximations (cp.
Proposition 4.4). ko, and k%, are defined analogously to Definition 4.6.

97



CHAPTER 5 Verifying Resilience of Graph Transformation Systems

Corollary 5.3 (approximation for node-bijective rules). For finite-
marked GTSPPs with only node-bijective rules, ko, and kf,, are computable
for every ¢ > 0.

Example 5.15. For the simplified circular process protocol (the example
in Section 5.3 without the Clear- and Leave-rules), Bad=-AllEnabled and
Safe=AllEnabled, the over-approximation yields ko, = 8. This implies
that kmin < 8. In particular, knin < oo which means that there exists
such a k. Thus, we solved the bounded resilience problem for the simplified
circular process protocol. The under-approximations yield k%, =0, k1 =5,
and k:fm = 8. This implies that ki, > 8. We conclude that ki, = 8, i.e.,
the over-(under-)approximation is exact (after 2 steps). Thus, we solved the
explicit resilience problem for the simplified circular process protocol.

5.6 Related Concepts

We give an overview of results for graph transformation systems related to
and used in our approach. First we summarize related results of Bertrand
et al. Afterwards, we compare the approach of Konig and Stiickrath to our
results.

Bertrand et al. [BDK'12] study the (un)decidability of reachability
and ideal reachability for graph transformation systems. This single paper
has a number of decidability results for reachability problems in graph
transformation. Some results are based on previous work. The underlying
formalism is the SPO approach for labeled hypergraphs. They use, in parts,
well-structuredness w.r.t. the subgraph and the minor order. A variety of
rule-specific restrictions is investigated, e.g., context-freeness, only preserving
rules, and containedness of contraction/deletion rules.

The reachability problem asks for a given rule set R and graphs G, H,
whether G =% H. Bertrand et al. consider the coverability problem (in
our context: ideal reachability problem) w.r.t. the subgraph order or the
minor order, i.e., given a rule set R and graphs G, H, they ask whether there
exists a graph H' = H with G =% H'. Here the symbol “<” denotes one of
both, the subgraph order or the minor order. We summarize selected results
from [BDK*12] in the following table. For the ideal reachability problem,
we only refer to their results concerning the subgraph order.

type of GTS reachability ideal reachability reference [BDK12]
context-free + + Prop. 8 & 9
node-bijective + + Prop. 10
preserving + - Prop. 12 & 13
bounded path length - + Prop. 11 & 16
edge-contracting - + Prop. 14 & 17
minor rules + + Prop. 14 & 17

+ = decidable, — = undecidable
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For context-free and for node-bijective rules, both problems are decidable.
Interestingly, for preserving rules, the reachability problem is decidable
and the ideal reachability problem is undecidable. The opposite holds for
graph transformation systems of bounded path length and for rule sets
containing all edge-contraction rules. For rule sets containing all minor rules,
i.e., all edge-contraction, node-, and edge-deletion rules, both problems are
decidable. The investigated reachability problems are more or less related to
the resilience problems which we investigate.

Reachability

Ideal Reachability G :3}; o
v
H
k-step Resilience Go v ;G = if H
m 1D D

INIT Bad Safe

Figure 5.16: Reachability, ideal reachability, and resilience.

In Figure 5.16, the different notions are illustrated: In the resilience
problems, we consider the reachability of a graph H which satisfies the
proper constraint Safe in a bounded number of steps. All graphs G which are
reachable from Gg € INIT and satisfy the proper constraint Bad have to be
taken into account. For a graph H, let 3'H be the non-nested?' constraint
expressing that “H is a subgraph but no larger graph is”. Let false be the
negative constraint ~3&. We can express (ideal) reachability as resilience in
the following ways.

Fact 5.6. Let (S, R,INIT) be a finite-marked GTS where S is the class of
all graphs and INIT consists only of Gj.

(1) For every k > 0, the marked GTS is k-step resilient w.r.t. Bad = 3H!
and Safe = false iff H is not reachable from Gy.

(2) For every k > 0, the marked GTS is k-step resilient w.r.t. Bad = 3H
and Safe = false iff 1{H} is not reachable from G (ideal reachability).

2131H is a “mixed” constraint, i.e., not proper.
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(3) Ik > 0 s.t. the marked GTS is k-step resilient w.r.t. Bad = 3!G( and
Safe = d'H iff H is reachable from Gj.

(4) 3k > 0 s.t. the marked GTS is k-step resilient w.r.t. Bad = 3!Gy and
Safe = 3H iff 1{H} is reachable from Gy (ideal reachability).

Proof. (1) & (2). For Safe = false, i.e., [Safe] = &, k-step resilience is
equivalent to the non-reachability of [Bad]:

post*(Go) N [Bad] C pre=F([Safe])
= post*(Gp) N [Bad] = @

It holds [3'H] = {H} and [IH] =T{H}.
(3) & (4). For Bad = 3Gy, i.e., [Bad] = {Go}, bounded resilience is
equivalent to the reachability of [Safe]:

3k > 0 : post*(Go) N [Bad] C pre=F([Safe])
= 3k > 0: Gy € pre=F([Safe])
= Gy € pre*([Safe])

O]

However, Safe = false is an unusual case.

The types of GTSs investigated in [BDK*12] show similarities to our
rule-specific criteria. We use one of their results to show that bijectivity
on the nodes is a sufficient criterion for post*-effectiveness. We use the
decidability of ideal reachability at the level of WSTSs as an integrant of our
proofs in Chapter 4, see Figure 5.17. However, we do not use the decidability
of ideal reachability for GTSs directly. In contrast to [BDK*12], we stay in
the framework of well-structured graph transformation systems.

In [BDK*12], a number of undecidability results are presented. E.g.,
ideal reachability is undecidable for preserving GTSs. As a consequence,
the bounded resilience problem for finite-marked preserving??> GTSs with
N-based graph class is undecidable in the cases where Safe is positive.

Proposition 5.10 (undecidability). The bounded resilience problem is
undecidable for preserving finite-marked GTS with N-based graph class in
the cases where Safe is positive.

Proof. See Appendix B. O

Remark. The explicit resilience problem is decidable for preserving finite-
marked GTS if Bad is negative and Safe is positive: We compute a finite
representation of post*(INIT) N [Bad]s and iteratively check inclusion in
pre=F([Safe]s).

22N QTS is preserving if each of its rules is injective on the domain.

100



Verifying Resilience of Graph Transformation Systems CHAPTER 5

SWSTS  L-bounded SWSTS?
SAFE € T SAFE € J
ideal ideal
reachabilitx / rop. 4.3 <:reachability
finite representation decida}lale ideal
post*(INIT) N BAD C pre=*/*(SAFE)
decidable
/ Lemma 4.2 \
post*-eff WSTS ideaI. . lossy WST'S
BAD ¢ J reachability BAD € T

Figure 5.17: Decidability for finite-marked SWSTSs.

Joshi & Konig [JKO08] introduced well-structuredness to the area of
graph transformation. They considered graph transformation systems con-
taining all minor rules. Following up on this, Kénig & Stiickrath [KS17]
extensively studied the well-structuredness of graph transformation systems.
They regard three types of well-quasi-orders (minor, subgraph, induced sub-
graph) based on results of Ding [Din92] and Robertson & Seymour [RS04].
All graph transformation systems are strongly well-structured on graphs of
bounded path length w.r.t. the subgraph order. This result enables us to
apply our abstract results to graph transformation systems. They regard
J-restricted®® well-structured transition systems whose state sets have not to
be a well-quasi-order but rather a subset J of the states S is a well-quasi-order.
The subset J is a decidable anti-ideal. Konig & Stiickrath develop a back-
wards algorithm based on [FS01] for J-restricted well-structured transition
systems and graph transformation systems. However, decidability is achieved
only for S = J. More detailed considerations can be found in Stiickrath’s
thesis [Stii16].

The main contribution of Konig & Stuckrath is the identification of
criteria for well-structuredness of graph transformation systems w.r.t. several
well-quasi-orders. By contrast, we provided decidability results for strongly
well-structured transition systems and applied them to graph transformation
systems of bounded path length. For the application to graph transforma-
tion systems, we used the result of Konig & Stiickrath for the subgraph

23In [KS17], they speak of Q-restricted well-structured transition systems.
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order. While the backwards algorithm of Konig & Stiickrath extends the
decidability result for ideal reachability of Abdulla et al., we used the latter
to obtain a decidability result for resilience.

Another difference is the considered graph class. For the backwards al-
gorithm of Konig & Stiickrath, the graph class is not relevant. For our
result, we require properties which often depend on the graph class. In
Figure 5.18, a comparison with our approach is given.

Konig & Stiickrath [KS17] this thesis

ideal reachability
/
pre-effective GTS
S of b.p.l.
Lemma 5.4

J basis for pos constraints
J-restricted GTS

all graphs = S D J € J of b.p.L. con-effective GTS

basis of S: {@} S of b.p.l.
J J Lemma 5.4
(S = J)-restricted GTS N-based GTS

S=JeJof bpl
basis of S: {@}

S=INJofbpl
basis of S: BynJ

b.p.l. = bounded path length, pos = positive, B;: basis of I

Figure 5.18: Comparison of the approaches in [KS17] and in this thesis.

Except for pre-effective GT'Ss, the basis of [¢]s is computable for every given
positive constraint c. For J-restricted graph transformation systems, the
graph class contains all graphs. However, decidability of ideal reachability is
achieved only for S = J, i.e., the graph class is a decidable anti-ideal and of
bounded path length. In [BDK™12], Bertrand et al. show the undecidability
of ideal reachability for preserving?? graph transformation systems. We
consider only graph classes of bounded path length in order to conserve the
decidability of ideal reachability. We prove our results for more arbitrary
graph classes assumming additional effectiveness requirements. More specif-
ically, we consider graph classes each of which is an intersection of ideal
with a given basis and a decidable anti-ideal. This has the advantage that

24In [BDK™12], preserving rules are called non-deleting.
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the effective procedures can be derived from the proof. In both cases, we can
consider more arbitrary bases. This is crucial when one considers lossiness or
1-boundedness. In the setting of [KS17], the marked GTSPP in the circular
process protocol (Section 5.3) is not lossy: We cannot reach the empty graph.
By contrast, we showed that the marked GTSPP is lossy if we choose the
basis appropriately.

5.7 Summary

We translated our decidability results from Chapter 4 into the graph-
transformational setting. The used well-quasi-order is the subgraph order
which comes with the restriction of bounded path lengths. Instead of ideal-
based sets, we input proper graph constraints. In every case, the graph class
is of bounded path length and the marked GTSPP is post*-effective, lossy,
or 1 -bounded, respectively. We considered N-based graph classes to ensure
well-structuredness. More generally, the results hold for arbitrary graph
classes of bounded path length (case: post*-effectiveness), con-effective graph
classes of bounded path length (case: lossy), pre-effective marked GTSPPs
(case: L-bounded). Furthermore, we identified sufficient, rule-specific criteria
for the requirements of post*-effectiveness, lossiness, and -boundedness. In
summary, we obtained the following results for marked GTSPp.

type of GTS rule-specific criterion graph class Bad Safe bnd expl
post™*-effective preserving or node-bijective bounded path length neg  pos + +
lossy sim lossy rules c-eff & bnd path length pos  pos + +
lossy & L-bnd  sim lossy rules & w sim L rules c-eff & node-bnd pos  neg + o
pre-eff & 1-bnd w sim bottom rules basis given & node-bnd neg neg + )

eff = effective, expl = explicit, bnd = bounded, neg = negative, pos = positive, (w) sim = (weak) simulation of,

+ = decidable, o = unknown

The requirements (and rule-specific criteria) cover a larger class of GTSs,
as depicted in the diagrammatic representation below. Intuitively speaking,
GTSs are classified according to their “degree of deleting”. Preserving rules
do not delete any items. On the other side of the “spectrum”, lossiness and
1 -boundedness are located. These kinds of GTSs exhibit rules which delete
items.?®

Z5We consider here only lossiness in the sense of (simulation of) lossy rules.
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post*-effective

no deletion preserving

more deletion 1-bounded

The diagram below illustrates these subclasses in more detail.

preserving node-bjiective

N\

post*-effective

/

lossy 1 -bounded
simulation of weak simulation of
lossy rules bottom rules

& node-bounded

If all rules are preserving or all rules are node-bijective, post*-effectiveness
is satisfied. If all lossy rules can be simulated by the original rules, lossiness
is satisfied. If all bottom rules can be weakly simulated by the original rules
and the number of nodes is bounded, |-boundedness is satisfied.
Preserving rules, e.g., as in Example 5.2 (starry sky), are often used for
generating objects. Node-bijective rules, e.g., as in Example 3.1 (traffic
network), are common in models with a rather “static” structure. In Sec-
tion 5.3, we consider a circular process protocol as an example which satisfies
lossiness, 1 -boundedness, and hence post*-effectiveness. In Section 5.4, we
give examples of logistic systems each of which satisfies one requirement, i.e.,
post*-effectiveness, lossiness, or |-boundedness, respectively.
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Takeaway (Chapter 5).

e The bounded resilience problem for GTSs asks: Given a GTS, a set
INIT of graphs, graph constraints Bad, Safe, and is there a bound & s.t.
starting from any INITial graph, whenever we reach a Bad graph,
we can reach a Safe graph in < k steps? This problem is decidable
for GTSs of bounded path length satisfying additional requirements:
post*-effective, lossy, L-bounded; INIT finite; Bad, Safe proper.

e The explicit resilience problem for GTSs is formulated as the bounded
resilience problem, except that a bound k& > 0 is given. It is decidable
for finite-marked GTSs of bounded path length in the cases where INIT
is finite and Safe is positive.

e Sufficient criteria for the requirements:

preserving or node-bijective implies post*-effective
simulation of lossy rules implies lossy

weak simulation of bottom rules &

node-bounded implies _-bounded
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Chapter 6

Conclusion

We recapitulate related concepts, summarize the results of this thesis, and
give an outlook for further topics.

6.1 Related Concepts

We summarize related work, starting with concepts generally related to
adverse conditions and resilience.

Correctness and verification of programs are addressed by Apt et al.
[AOdB09]. In Pennemann [Pen09] and Poskitt & Plump [PP13], cor-
rectness of graph programs is considered. System correctness under adverse
conditions is a topic of recent research, see Olderog et al. [OFTK21]. This
concept addresses systems which interact with an environment. To the best
of our knowledge, there is little research on adverse conditions in the context
of graph transformation, see, e.g., Flick [Fli16] and Peuser [Peul8|.

The concept of resilience is broadly used in different areas with varying
definitions, see, e.g., Trivedi et al. [TKG09] and Jackson & Ferris [JF13].
Our notion of resilience captures recovery of a safety constraint in a limited
number of steps (in a specified window). To the best of our knowledge, there
is only little research on similar resilience problems, e.g., for timed automata,
see Akshay et al. [AGH"21] where the bad states describe delayed states
and the safe states describe that the behavior is “back to normal”. Sim-
ilar to our notions of k-stepy and k-stepy resilience, Akshay et al. regard
k-3- and k-V-resilience. The notion of k-3-/k-steps resilience means that
after reaching a bad state, we reach a safe state in every following sequence
in < k steps. By contrast, k-V-/k-stepy resilience means that after reach-
ing a bad state, we reach a safe state in at least one following sequence in
< k steps. We defined k-stepy resilience but investigated decidability only
for k-steps resilience. The notions of self-stabilization by Dijkstra [Dij74]
and k-self-stabilization by Dolev [Dol00] demand a closure of safe states
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(when a safe state is reached, all following states are safe) and convergence to-
wards safe states (safe states are eventually reached). While self-stabilization
does not demand a bound on the number of steps, the probabilistic notion of
k-self-stabilization demands that the expected value of the number of steps
to reach a safe state is < k. Dijkstra and Dolev consider all non-safe states
as bad. A summarizing comparison is given in the tabular below. In the
last row, it is depicted whether all sequences (V) or at least one sequence
(3) must satisfy the (bounded) recovery condition after reaching a bad state.
The entry V., means that all sequences are taken into account for the
determination of the expected value.

Dijkstra 1974  Dolev 2000 Akshay et al. 2021 this work
Bad, Safe Bad=-Safe Bad=-Safe delayed, back to normal pos/neg
closure of Safe + + - -
bounded reach- - exp value< k <k <k
ability of Safe
sequence after v Vprob V (k-V-res) V (k-stepy res)
reaching Bad 3 (k-F-res) 3 (k-stepg res)

exp = expected, + = required by definition, — = not required by definition, res = resilience

The following concepts and results are the basis upon which we built our
decidability theory.

Abdulla et al. [ACJT96] show the decidability of ideal reachability,
eventuality properties and simulation in (labeled) strongly well-structured
transition systems. We use the presented algorithm as an integrant of
our decidability proof for well-structured transition systems. Finkel &
Schnoebelen [FS01] show that the concept of well-structuredness is ubiqui-
tous in computer science by providing a large class of example models (e.g.,
Petri nets and their extensions, communicating finite state machines, lossy
systems, basic process algebras). Moreover, they give several decidability
results for well-structured systems with varying notions of compatibility.
They also generalize the algorithm of [ACJT96] to (not necessarily strongly)
well-structured transition systems to show decidability of ideal reachability.

For modeling systems, we use single-pushout graph transformation as in
Lowe [Low91] (see also Ehrig et al. [EHK197]).

Bertrand et al. [BDK" 12| study the decidability of reachability and
ideal reachability for graph transformation systems. This single paper
has a number of decidability results for reachability problems in graph
transformation. The underlying formalism is the SPO approach for labeled
hypergraphs. They use, in parts, well-structuredness w.r.t. the subgraph
and the minor order. A variety of rule-specific restrictions is investigated,
e.g., preserving GTSs and containedness of contraction/deletion rules. We
use one of their results to show that bijectivity on the nodes is a sufficient
criterion for post*-effectiveness.
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Ko6nig & Stiickrath [KS17] extensively study the well-structuredness of
graph transformation systems. More detailed considerations can be found in
Stiickrath’s thesis [Stiil6]. They identify three types of well-quasi-orders (mi-
nor, subgraph, induced subgraph) on graphs based on results of Ding [Din92]
and Robertson & Seymour [RS04]. The fact that the subgraph order
is a well-quasi-order on graphs of bounded path length while the minor order
allows all graphs comes with a trade-off: For obtaining well-structuredness
w.r.t. the minor order, the graph transformation system must contain all
edge contraction rules, i.e., it must be “minor-lossy”. (Note that we consider
lossiness of graph transformation systems in the context of the subgraph
order.) On the other hand, all graph transformation systems are strongly
well-structured on graphs of bounded path length w.r.t. the subgraph order.
This result enables us to apply our results for well-structured transition
systems to graph transformation systems. They also generalize the notion of
well-structured transition systems by regarding J-restricted well-structured
transition systems whose state sets need not to be a well-quasi-order but
rather a subset J of the states is a well-quasi-order. Konig & Stiickrath de-
velop a backwards algorithm based on [FS01] for J-restricted well-structured
transition systems obtaining a method to check coverability under additional
assumptions. For strongly well-structured transition systems, this approach
coincides with the ideal reachability algorithm [ACJT96].

Ideal Reachability for (S)WSTSs
Abdulla et al. 96, Thm. 4.1
Finkel & Schnoebelen ‘01, Thm. 3.6
)

Ideal Reachability for GTSs
Konig & Stiickrath '17, Prop. 4}
Method: pre-effective J

Resilience for SWSTSs
Chapter 4

Y

Resilience for GTSs
Chapter 5 <

Rule—scplflaciﬁc C5riteria Node-bijective GTSs
SRS, Bertrand et al. ’12, Prop. 10

Figure 6.1: Our decidability results in the context of known results.

In Figure 6.1, the main decidability results (bold boxes) are placed in
the context of known results. The arrows mean “used for” or “based on”.
We use the decidability of ideal reachability for well-structured transition
systems [ACJT%, FS01] as an integrant for the decidability of resilience
for well-structured transition systems. The method for pre-effectiveness of
graph transformation systems w.r.t. the subgraph order [KS17] is used in
our decidability results for graph transformation systems. We use result of
[BDK"12] to show that bijectivity on the nodes is a sufficient criterion for
post*-effectiveness.
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6.2 Summary

First we considered resilience in the context of adverse conditions. We pro-
vided (1) a construction of joint graph transformation systems for modeling
adverse conditions, (2) meaningful notions of resilience for this kind of graph
transformation systems, and (3) showed how resilience can be expressed
in temporal logics. A natural notion of resilience is k-step resilience which
captures recovery of the safety constraint in < k steps.

We considered k-step resilience in more detail and investigated decidabil-
ity for graph transformation systems. We provided (1) decidability results
for subclasses of well-structured transition systems and ideal-based sub-
sets BAD and SAFE. By applying this ideal-based approach, we obtained
(2) decidability results for subclasses of graph transformation systems of
bounded path length and proper graph constraints Bad and Safe. The
requirements corresponding to these subclasses are effectiveness conditions
or a kind of unreliability. We identified (3) sufficient, rule-specific criteria for
decidability. Ultimately, we applied our results to joint graph transformation
systems, i.e., to the setting of adverse conditions.

Our decidability results for graph transformation systems as well as for
well-structured transition systems are — to the best of our knowledge — new.
These results may pave the way for automatic verification of resilience, a topic
of high relevance. Up to now, there is only little research on the decidability
of related resilience problems.

The main concepts used in this thesis are the established theories of graph
transformation systems, well-structured transition systems, and to a smaller
extent also temporal logics.

GTSs WSTSs
Temporal Logics single-pushout [Low93] transition system
transition systems well-structured GTSs [KS17] well-quasi-order
LTL & CTL [BKO§] subgraph order [KS17] ideals & anti-ideals
graph constraints [Ren04, HP09) ideal reachability [ACJT96, FSO01]
Modeling Adverse Conditions Verification of Verification of
Resilience for GTSs Resilience for WSTSs
[Ozk20] P [OW21, 0zk22] [OW21, Ozk22]
resilience notions for joint GTSs | .-~ decidability decidability
reduction to model checking for subclasses for subclasses

In more detail, this work comprises three main aspects: the modeling of
adverse conditions, the verification of resilience for well-structured transition
systems, and the verification of resilience for graph transformation systems.
The modeling of adverse conditions is based on graph transformation systems,
graph constraints, and temporal logics. The verification of resilience for well-
structured transition systems is based on the theory of well-structuredness
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which uses the concept of ideals in well-quasi-orders. The verification of
resilience for graph transformation systems is based on our results for well-
structured transition systems and the theory of graph transformation systems.
Our results for graph transformation systems can be used for the verification
in the context of adverse conditions.

The main theorems for bounded resilience are derived from our decid-
ability theorem for finite-marked SWSTSs (Theorem 4.1).

Lemma 5.1 Thm. 5.2
Thm. 4.1 replacement for finite-marked GTSPPs for finite-marked GTS"Ps
for finite-marked SWSTSs pre-effective (con-effective, pre-effective, N-based)
Bad, Safe positive® or negative Bad, Safe positive or negative

By replacing “marked SWSTSs” with “pre-effective GTSs of bounded path
length”, we derive a decidability result for pre-effective finite-marked GT'Ss
of bounded path length. However, if Bad (Safe) is positive, we require a given
basis of the set of graphs satisfying Bad (Safe). This result is improved by
the decidability theorem which requires not always pre-effectiveness but also
con-effectiveness (N-basedness) and proper constraints Bad and Safe. The
relation between the effectiveness requirements on the graph class and the
GTS is as follows: N-based implies con-effective implies pre-effective.

pre-effective marked GTS

marked GTS with con-effective graph class

marked GTS with N-based graph class

By these theorems, we also obtain decidability results for example classes:
Reset Petri nets can be seen as an example for SWSTSs (and GTSs), and
joint GTSs are GTSs. Moreover, we identify sufficient, rule-specific criteria
for the requirements post*-effective, lossy, and 1-bounded.

6.3 Further Topics

As further topics one may consider generalizations & extensions of this
ideal-based approach, alternative methods, complexity & approximations,
an implementation, and undecidability.

Generalizations & Extensions, i.e.,

e more general graph constraints, e.g., nested graph constraints,
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e more general graph transformation systems, e.g., rules with negative
application conditions [HHT96],

e other well-quasi-orders on graphs, e.g., the induced subgraph order
considered by Konig & Stiickrath [KS17], and

e more general resilience notions.

A result on “mixed” constraints Bad and Safe expressing the existence and
absence of specified subgraphs is desirable. To solve resilience problems for
nested graph constraints, alternative methods might be useful. In [HST18],
an automata-based approach for integration of graph constraints into graph
grammars is presented. This could be exploited for automata-based methods.
Furthermore, methods for handling graph classes of unbounded path length
are desirable.

Using the induced subgraph order would allow us to use a restricted type of
nested graph constraints and restricted negative application conditions. How-
ever, the graph class for the induced subgraph order is more restrictive. “Minor-
lossy” graph transformation systems [KS17] are well-structured w.r.t. to
minor order which is a well-quasi-order on the class of all graphs. However,
our main objective is to solve the bounded resilience problem. For this, one
requires at least “bounded” compatibility (we use strong compatibility, i.e.,
the bound is equal to 1).

Further Resilience Notions. As pointed out by Stierand?S, the re-
garded resilience notions only capture the recovery of a safety constraint.
However, stability is not guaranteed. Recovery in < k steps may be possible
but immediately (one step) after recovery, the safety constraint may be
violated. Further notions may include a second parameter ¢ for the least
number of steps for which the safety constraint is preserved after recovery.

< k steps > [ steps

=
=Safe
< k steps > [ steps
=

One may define k,f-step resilience as illustrated above: starting from any
graph in INIT, whenever we reach a Bad graph, we can reach a Safe graph

26Ingo Stierand: private communication, June 2023.
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in < k steps and preserve Safe for > £ steps. Since we regard the two
parameters k and £, three “bounded” resilience problems 3k...7, 3¢...7,
A(k,¢)...7 and one explicit resilience problem arise. It is to investigate
whether our ideal-based approach can be modified for verification of k,/-step
resilience.

Complexity & Approximations. An investigation on the complexity
of the algorithms in Section 4.3 may achieve more clarity regarding the
exact complexity bounds for subclasses of graph transformations systems,
e.g., for node-bijective rules. In cases where the complexity is considerable,
approximations are helpful for handling costly computations. Approximations
of graph transformations by Petri nets, e.g., Baldan et al. [BCKO08], may be
taken into account.

Implementation. The algorithms presented in Section 4.3 can be
used for an implementation based on UNCOVER (Stiickrath [Stii15]) which
provides an implementation of the ideal reachability algorithm w.r.t. subgraph
order. An obstacle may be that the post*-effectiveness of Petri nets relies
on the reachability algorithm for Petri nets. This might be resolved using
approximations. In Figure 6.2, it is illustrated how an implementation may
look like. First a test for the bounded path length condition is performed,
e.g., by testing node-boundedness. Afterwards, the rule-specific criteria
are tested. For testing lossiness (_L-boundedness), the lossy (bottom) rules
are constructed. In the next step, a finite representation is computed or
approximated. For node-bijective rules, Petri net tools are useful. Finally,
the inclusion is decided. The tool UNCOVER can be used to compute the
finite respresentation and to decide the inclusion.

test criteria
preserving
marked GTS node-bijective (,nf) answe 9)
Bad, Safe node-bnd | Bad, Safe ’sim lossy rules‘
‘W sim L rules‘
marked GTS
V(Bad Safe
compute/approx .
ﬁnite I‘epresent irld(.:ellcllsdi.oen yes (k/approx k)
UNCOVER
UNCOVER

b.p.l. = bounded path length, (w) sim = (weak) simulation

Figure 6.2: Implementation sketch.
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Undecidability. To point out the limits of this approach, undecidability
results are favorable. The objective is to narrow down the decidability gap.
Based on the results of Bertrand et al. [BDK'12], one may show that, in
some cases, the lack of a requirement or the presence of unbounded paths
yields the undecidability of the bounded (or explicit) resilience problem for
graph transformation systems. Also undecidability results for reset Petri nets
(reachability, boundedness, deadlock-freeness, see, Dufourd et al. [DFS98|
and Akshay et al. [ACD%17]) seem to be good sources of undecidability for
graph transformation systems.
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Related Formalisms

We give an overview of related formalisms. Formal notions of pushouts,
graph constraints, and temporal logics are included.

Pushouts

The notion of a pushout is usually used in the context of category theory,
see, e.g., Ehrig et al. [EPS73, EHK 197, EEPTO06] or Lowe [Low91]. We
give a definition and a construction of pushouts on the levels of graphs and
morphisms. Moreover, we state used properties of pushouts.

The definitions in this section follow Ehrig et al. [EHKT97] and the
constructions follow Stiickrath [Stii16]. For the proofs, see the corresponding
reference.

Definition A.1 (pushout). A pushout (PO) of morphisms (partial func-
tions) b: A — B and ¢: A — C is a diagram as (1) below with ¢ ob ="V oc
s.t. the wniversal property holds: for all morphisms (partial functions)
b': C — D" and ¢’ : B — D' with ¢ ob = b o ¢, there exists a unique
morphism (partial function) d : D — D' s.t. dod =" and do b’ =b". The
graph (set) D is called pushout object.

gt
cl (1)
b/

C

Using the definition of a pushout, one can show that pushouts are unique.
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Lemma A.1 (uniqueness of pushouts [EEPT06, Fact 2.20]).
Pushout objects are unique up to isomorphism.

Pushouts can be composed and decomposed.
Lemma A.2 (composition of pushouts [EEPT06, Fact 2.20]).
(i) If (1) and (2) are pushouts, then (1)+(2) is a pushout.
(ii) If (1) and (1)4(2) are pushouts, then (2) is a pushout.

A B E

The following properties of pushouts are often used in proofs.

Lemma A.3 (properties of pushouts [EHK 97, Lemma 8]).
Let the diagram below be a pushout where ¢ : A — C' is total.

(i) If b is injective, then b’ is injective.
(ii) If b is surjective, then b’ is surjective.

(iii) If ¢ is injective, then ¢’ is total and injective.

cl (PO d

We depict a set-theoretic construction of pushouts.

Construction A.1 (pushout of sets [Stiil6, Prop. 3.24]). For sets
A, B,C and (partial) functions b : A — B, ¢ : A — C, the pushout is
constructed as follows: Let (B + C)/ ~ be a quotient of the disjoint union®”
B + C where ~ is the smallest equivalence relation on B + C s.t. b(z) ~ c(z)
for every x € A. Forx € B+ C, let [z] = {y € B+ C : x ~ y} be the
equivalence class of x. We say that an equivalence class is valid if it contains
no element ¢(x) for which b(x) is undefined. The set D is consisting of all
valid equivalence classes of (A + B)/ ~. Let b/ : C — D be the partial
function given by V/(z) = [z] if [z] is valid, otherwise b'(x) is undefined. Let
¢ : B — D be the function given by ¢/(x) = [z]. The pushout object is the
set D.

2"™W l.o.g., we assume that B and C' are disjoint, meaning that B4+ C = BUC.
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Intuitively, the pushout object of b: A — B and ¢: A — (' is the disjoint
union of B and C where we leave out elements for which b is undefined and
identify elements with the same preimage.

This construction can be carried over to graphs “componentwise”.

Construction A.2 (pushout of graphs [Stii16, Prop. 3.24]). For graphs
L, R, G and morphisms p: L — R, m: L — G, the pushout is constructed
componentwise on nodes and edges: Let H be the graph given by

Vi - (VG + VR)/ ~
Ey C (Eg+ ER)/ ~

srerr(fe]) = [srcg(e)] if e € Eg
e {[SrcR(e)] if e € Eg

B [tth(e)] ifee EG
tgty(le]) = {[tgtR(e)] if e € Eg

labg(v) ifv €V,
lably (o)) = {0 eV
labp(v) ifve Vg
labg(e) ife € E,
labfi([e) =1, e e
labgp(e) ifee ER
where Vg consists of all valid equivalence classes of nodes and Ey consists of
all valid equivalence classes of edges with incident nodes v, v s.t. [v], [v] € V.
Let p' : G — H be the morphism given by p/(z) = [z] if [z] € Vg U Ey,
otherwise p/(x) is undefined, for every item = of G. Let m' : R < H be the

morphism given by m/(x) = [z] for every item x of R. The pushout object is
the graph H.

~
=y

/

p
G—H

By Lemma A.1, pushout objects are unique up to isomorphism. Therefore,
the latter construction is “canonical”. Moreover, it shows that pushout of
graphs are effectively constructible.
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Graph Constraints

Graph conditions are nested constructs, which can be represented as trees
of morphisms equipped with quantifiers and Boolean connectives. Graph
conditions and first-order graph formulas are expressively equivalent [HP09].
Graph constraints are special graph conditions.

Definition A.2 (graph conditions). The class of (nested) (graph) condi-
tions over a graph P is defined inductively:

(i) true is a condition over P, (ii) 3(a, ¢) is a condition over P wherea : P — C
is an injective morphism and ¢ is a condition over C, (iii) for conditions ¢, ¢/
over P, =c and ¢ A ¢ are conditions over P.

Conditions over the empty graph & are called (nested) (graph) constraints.
The semantics of graph conditions are defined inductively: (i) Any injective
morphism p: P — G satisfies true.

(ii) An injective morphism p satisfies I(a,c) with a: P < C' if there exists
an injective morphism ¢: C' < G such that ¢ o a = p and ¢ satisfies c.

(P—"—C =ac)
p\;/q ¥

(iii) An injective morphism p satisfies —c if p does not satisfy ¢, and p satisfies
c A [ if p satisfies both ¢ and ¢'.

We write p = c if p satisfies the condition ¢ (over P). A graph G satis-
fies a constraint ¢, G |= ¢, if the morphism p: @ < G satisfies c.

Graph conditions may be written in a more compact form: Jda abbreviates
J(a, true), false abbreviates —true. The expressions ¢V ¢ and ¢ = ¢ are
defined as usual. For an injective morphism a : P < C in a condition, we
just depict the codomain C' if the domain P can be unambiguously inferred.
E.g., the constraint V( 0,3( O=)) expresses that every node has a loop.

Temporal Logics

Temporal formulas such as LTL and CTL formulas are well-known in logic,
see, e.g., [CE82, Eme90, BK08]. We adapt the notions and consider so-called
LTL and CTL graph constraints [Peul8], i.e., temporal formulas whose atoms
equate to graph constraints.

First we define LTL graph constraints and their semantics. The temporal-
ity is interpreted as the changes along a transformation sequence. Every direct
transformation correlates to a time step. Besides the common propositional
operators there are temporal operators, e.g., the operator X (NeXt) describes
the validity of a formula in the next step while G (Globally) describes the va-
lidity of a formula in every following step. The operator U (Until) describes
the validity of a first formula until a second formula is valid.
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Definition A.3 (LTL graph constraints). The class LTL of linear tem-
poral logic (graph) constraints is the smallest class of expressions, which
(i) contains all graph constraints, (ii) is closed under the propositional opera-
tors =, \,V,=, i.e., for all ¢,v € LTL, =¢,p A, ¢V o, =1 € LTL, and
(iii) is closed under the temporal operators X, G, U, i.e., for all ¢,1 € LTL,
X¢p, Go, pUy € LTL.
The semantics of LTL constraints is defined for infinite paths, i.e., infinite
transformation sequences: Let P be an infinite path Go = .... The satisfac-
tion of LTL constraints in P, denoted by |=, is defined inductively:
(i) For a graph constraint ¢, G; = c if G; satisfies ¢ as graph constraint.
(ii) The semantics for the propositional operators are as usual, e.g., for
(iii) For all ¢, ¢ € LTL,

(a) Gi | X¢ if Giq1 = ¢,

(b) Gi = Go if Gj |= ¢ for all j >,

(c) Gi = ¢Uy if thereis k > ist. Gy = and G = ¢ forall i < j < k.
For a LTL constraint ¢, P satisfies ¢, in symbols P |= ¢, if Gy = ¢.
A marked GTS (S, R,INIT) satisfies ¢, in symbols (S, R,INIT) | ¢, if
P = ¢ for all infinite paths P = (Gp =% ...) with Gy € INIT.

CTL graph constraints are, like LTL graph constraints, temporal formulas
where the atoms equate to the graph constraints. By contrast, the temporality
is here branching. Besides the common propositional operators, there are
path-quantified temporal operators which are pairs of operators: the first one
is either A (for All following paths) or E (there Exists a following path),
the second one is a temporal operator. The operator AG means the valdity
of a formula in all following sequences, and EF means that a graph can be
reached where the formula is valid.

Definition A.4 (CTL graph constraints). The class CTL of compu-
tation tree logic (graph) constraints is the smallest class of expressions,
which (i) contains all graph constraints, (ii) is closed under the proposi-
tional operators —,\,V,=, i.e., for all ¢,p € CTL, =¢,p AN, V ¢, ¢ =
1 € CTL, and (iii) is closed under the path-quantified temporal operators
AX EX AG,EG,AU,EU, i.e., for all ¢,p € CTL, AX¢, EX¢, AGo,
EG¢, AUy, pEUY € CTL.
The satisfaction of CTL constraints in a marked GTS (S, R,INIT) is defined
inductively:
(i) For a graph constraint ¢ and G € S, G = c if G satisfies ¢ as graph
constraint.
(ii) The semantics for the propositional operators are as usual, e.g., for
p€CTLand G € S, G E ¢ if G |~ ¢.
(iii) For ¢, € CTL, G € S and O € {X, G, U},

(a) G = AO¢ (F ¢AOv) if for all infinite paths P via =, which start
in G, P satisfies ¢ (¢O) in the LTL-sense, e.g., G = AG¢ means: for every

119



APPENDIX A Related Formalisms

infinite path G = Gy =r G1 =% ..., for every i > 0, G; = ¢.

(b) G EEO¢ (E ¢EO%) if there is an infinite path via =g, which
starts in G and satisfies ¢ (¢ O) in the LTL-sense, e.g., G = EG¢ means:
there is an infinite path G = Gy =g G1 =% ... s.t. for every i > 0, G; = ¢.
A marked GTS (S, R,INIT) satisfies ¢, in symbols (S, R,INIT) = ¢ if
Go [ ¢ for all Gy € INIT.

Reset Petri Nets

Petri nets, considered, e.g., by Reisig [Rei85], are a common model for
discrete, distributed systems in computer science, often applied, e.g., in
logistics or supply chains.

Definition A.5 (Petri net). A Petri net (also called place/transition
net) is a tuple (P, T, F') with two disjoint finite sets of places P and tran-
sitions T, and a flow function F : (PxT)U (T x P) — N. A marking
is a function M : P — N which indicates the number of tokens on each place.
F(z,y) = n > 0 means that there is an arc of weight n from x to y describing
the flow of tokens in the net. A transition ¢ € T is enabled in a marking M if
Vp € P: F(p,t) < M(p). If t is enabled, then ¢ can fire in M, leading to a new
marking M’ calculated by Vp € P : M'(p) = M(p) — F(p,t) + F(t,p). This
is denoted by M[t)M’'. Usually, a Petri net is equipped with a set of ini-
tial markings INIT (in the literature often a single marking). The tuple
(P, T, F,INIT) is then called a finite-marked Petri net (in the literature often
called a “marked Petri net”).

A Petri net can be visually represented by a bipartite graph where places
and transitions are the nodes, and the flow is indicated by edges labeled with
F(x,y) (if F(x,y) =0, we do not draw an edge between x and y). Markings
are represented by adding tokens as black dots in the corresponding places.

Example A.1. Consider a Petri net consisting of the two places product
and warehouse and the three transitions produce, transport, and buy. The
flow function is given by

F(produce, product) = F(product, transport)
= F(transport, warehouse) = F(warehouse, buy) = 1

and is equal to 0 on all other place/transition pairs. This Petri net (together
with a marking) can be represented as below.

product warehouse
[ O [ @—’D

produce transport buy

The marking M in the latter representation is given by M (product) = 0 and
M (warehouse) = 1.
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Every Petri net (P, T, F) induces a transition system with the states S given
by M, the set of all markings of M : P — N, and the transitions given
by M — M' < 3t € T : M[t)M'. As well-quasi-order we consider the
order <py given by VM, M’ € M : M <px M':<=Vp e P: M(p) < M'(p).
This constitutes a SWSTS, see, e.g., Finkel & Schnoebelen [FS01, Thm. 6.1].

Fact A.1l. Petri nets constitute post*-effective SWSTSs.

Proof. Reachability for Petri nets is decidable [May84] and recursively
equivalent to submarking reachability [Hac85]. This corresponds to the
anti-ideal reachability problem for Petri nets. Thus, by Proposition 4.1,
finite-marked Petri nets are post*-effective. O

For Petri nets, reachability and equivalent problems are decidable, see,
e.g., Esparza & Nielsen [EN94].

Reset Petri nets, considered, e.g., by Dufourd et al. [DFS98], are a gen-
eralization of Petri nets. A set of reset arcs R C P x T from places to
transitions is added. When the corresponding transition fires, the number of
tokens in the originating place is set to zero.

Definition A.6 (reset Petri net). A reset Petri net is a tuple (P, T, R, F')
where (P, T, F) is a Petri net and is a R C P x T is a set of reset arcs. The
firing in a reset Petri net is defined slightly different than in a Petri net: If
t € T is enabled in a marking M, then the new marking M’ is calculated
by Vp € P : (p,t) € R: M'(p) = F(t,p) and Vp € P : (p,t) € R : M'(p) =
M(p) — F(p,t) + F(t,p).

Example A.2. Consider a reset Petri net consisting of the two places product
and warehouse and the three transitions produce, transport, and buy. The
flow function is given by

F(produce, product) = F(product, transport)
= F(transport, warehouse) = 1,

F(warehouse, buy) = 5, and is equal to 0 on all other place/transition pairs.
The only reset arc is the place/transition pair (warehouse, buy). This reset
Petri net (together with a marking) can be represented as below.

product warehouse
O0—0O—0—@© 0
produce transport buy

The transition buy is enabled iff there are at least 5 tokens at the place
warehouse. If it fires, the number of tokens at the place warehouse is set to
Zero.

The well-structuredness of Petri nets can be transferred to reset Petri
nets, see, e.g., Dufourd et al. [DFS98, p. 108].
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Fact A.2. Reset Petri nets constitute SWSTSs which are, in general, not
post*-effective.

Proof. See proof of Proposition B.1. O
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Proofs

We provide the proofs omitted in the chapters. These include a normal
form lemma for positive constraints, reductions to temporal logics, unde-
cidability results, a criterion for post*-effectiveness of marked joint graph
transformation systems, and decidability results for Z-marked SWSTSs.

Normal Form

We used that for every positive constraint, we can effectively construct an
equivalent, reduced V-normal form.

Lemma 2.1 (V-normal form). For every positive constraint, we can
effectively construct an equivalent positive constraint of the form \/, ,,, 3C;.

Proof (by structural induction over positive constraints).

Let ¢ be a positive constraint.

Hypothesis. An equivalent positive constraint ¢’ of the form \/,,., 3C; is
constructible. o

Base case. For ¢ = 3C, the statement holds.

Induction step. (i) Let ¢ = ¢; Vg and assume that the induction hypothesis
holds for ¢; and co. Then, ¢ is equivalent to ¢} V¢, where ¢} and ¢}, are positive
constraints of the form \/,_,.,, 3C;, which are equivalent to ¢; and cy, res-
pectively. Thus, the statement holds for c.

(ii) Let ¢ = ¢3Acg and assume that the induction hypothesis holds for ¢; and c.
Then, ¢; and co are equivalent to positive constraints \/Cle 5, 3C1 and
Ve, 302, respectively. Thus, ¢ is equivalent to

\/ aC; | A \/ 3Cy
CeBy C2eB3

We transform the latter positive constraint into an equivalent positive con-
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straint in disjunctive normal form?®, i.e.,
\/  (3C1A3Cy).
01681702682

The next step is the elimination of A. Let Merge(C1,C2) be the set of all
graphs C” s.t. there exist total, injective morphisms C; < C’, C; < C’ which
are jointly surjective, i.e., every item of C’ has a preimage in C; or Cy. We
show that for every graph H,

HE3C,ANIC, < HE \/ 3c’.
C’eMerge(C1,C2)

“=7: Let g1 : C1 — H, g9 : Co — H be total, injective morphisms. Let C’ be
the graph ¢1(C1) U g2(Cs). By definition, the morphisms ¢g; : C; — ',
g2 : Co — C" are total, injective, and together jointly surjective. Moreover,
there exists a total, injective morphism C’ — H.

“<”: Let h : C' — H be a total, injective morphism and ¢g; : C7 — (',
g2 : Co — (' jointly surjective. The morphisms hog; : C; — H and
ho gy : Cy — H are total and injective.

Thus, we can transform c into an equivalent positive constraint

d = \/ \/ 3C’.

C1€B1,02€B2 C’'eMerge(Cq,C2)

We show that for all graphs C1, Ca, the set Merge(C1, Cy) of graphs is finite
and computable. By joint surjectivity, the number of nodes (edges) of any
graph in Merge(C1,C2) is < |V, | + [V, | (edges: < |Eq,| + |Ec,|). We
can test all such graphs for joint surjectivity in the following way: for two
graphs Cy € By, Cy € By, and a graph C’ to be tested, we compute all total,
injective morphisms C7 < C’ and Cy < C’. We check whether every item
of C’ has a preimage in C7 or Cy. The sets By and By are finite. Hence, we
can effectively construct the latter positive constraint . O

Every positive constraint of the form \/1§i§n 3C; can be reduced by
taking out all redundant graphs C; for which exists C; with C; — Cj.

Reduction to Temporal Logics

Theorem 3.1 (reduction to LTL). For every graph constraint Safe and
every natural number k > 0, there exist LTL constraints ¢(Safe) and ¢y (Safe)
s.t. for every marked joint GTS without deadlocks:

(1) the marked joint GTS is k-stepy resilient w.r.t. Safe iff
the marked annotated joint GTS satisfies ¢y (Safe),

28Gee an introduction to logic, e.g., Mendelsohn [Men97, p. 30].
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(2) the marked joint GTS is E-step resilient w.r.t. Safe iff
the marked annotated joint GTS satisfies ¢(Safe).

For better readability, we write =g/ instead of = s, and =¢/ instead of =gl

Proof of Theorem 3.1 (1). “=": Let Gp = G1 = ... be an infinite trans-
formation sequence via (SE€)'. Let M = G; with ¢ > 0 and M = Env,
i.e., M was obtained by the application of an environment rule. Consider
the subsequence Gy :>’("85), H=a M :ﬁ%), N. By definition of k-stepy

resilience, there exists a subsequence M :>(§$kg), N’ with N |= Safe. That

is, there exists 0 < j < k s.t. M |= XSafe, i.e., M = \/?:0 X7Safe. Thus,
. .

Go = G(Env = V;_, X’Safe).

“<”: Let Gy :>’(k85), H=¢c M :](fsg), N be a transformation sequence

via (S€)’ obtained from the corresponding transformation sequence via SE.

By deadlock-freeness, the latter sequence can be completed to an infinite

transformation sequence Gy = .... By assumption, Gy = ... = G(Env =

\/;?:0 X7Safe). We obtain M = \/f:0 X7Safe. Thus, there exists a subse-

quence M :>(§$k y N’ with N’ |= Safe (and a corresponding subsequence via

SE). 0

Proof of Theorem 3.1 (2). “=": Let Gp = G; = ... be an infinite trans-
formation sequence via (S€)'. Let M = G; with ¢ > 0 and M = Env A XSys,
i.e., M was obtained by the application of an environment rule and a sys-
tem rule is applied next, yielding a graph N. By definition of £-step re-
silience, there exists a subsequence M =% N’ with N’ = Safe. That
is, M = Safe or N = SysUSafe, i.e., M = Safe v X(SysUSafe). Thus,
Go = G((Env A XSys) = (Safe vV X(SysUSafe))).

“<": Let Gg :>Z‘S€), H =g M =s¢ N = ... be an infinite transfor-
mation sequence via (SE)" obtained from the corresponding transforma-
tion sequence via SE. By assumption, Gy = ... = G((Env A XSys) =
(Safe v X (SysUSafe))). We obtain M = Safe V X (SysUSafe). Thus, there
exists a subsequence M =%, N’ with N’ |= Safe (and a corresponding
subsequence via S4). O

Theorem 3.2 (reduction to CTL). For every graph constraint Safe and
every natural number k > 0, there exists a CTL constraints ¢ (Safe) s.t. for
every marked joint GTS without deadlocks:

the marked joint GTS is k-steps resilient w.r.t. Safe iff
the marked annotated joint GTS satisfies ¢y (Safe).

Proof. “=7: Let Gy € INIT and Gy = (sgy M a transformation sequence
via (8&)" with M = Env, i.e., M was obtained by the application of an envi-
ronment rule. Consider the transformation sequence Gg :2‘35), H =g M.
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By definition of k-stepg resilience, there exists a transformation sequence
M :>(<Sk5) N’ with N” | Safe. That is, there exists 0 < j < k s.t.
M | EXJSafe, ie, M = Vi EX/Safe. Thus, Gy I AG(Env =
V?:o EX/Safe).

“<": Let Gy :>zk$g), H =g M be a transformation sequence via (SE)" ob-
tained from the corresponding transformation sequence via S€. By assump-
tion, Go = AG(Env = \/f:0 EX/Safe). We obtain M = \/;?:0 EX/Safe.
Thus, there exists a transformation sequence M :>(§Skg), N’ with N’ |= Safe
(and a corresponding transformation sequence via SE). O

Undecidability

We discuss two undecidability results hinting at the limits of our approach.

In Bertrand et al. [BDK'12], a number of undecidability results are
presented. E.g., ideal reachability is undecidable for preserving GTSs. As a
consequence, undecidability of the bounded resilience problem for preserving
GTSs can be derived.

Proposition 5.10 (undecidability). The bounded resilience problem is
undecidable for preserving finite-marked GTS with N-based graph class in
the cases where Safe is positive.

Proof. We consider the bounded resilience problem for preserving finite-
marked GTSs, INIT = {G}, BAD = 3@, Safe = 3H, and S as the class
of all graphs (which is N-based). We express ideal reachability as bounded
resilience:

3k > 0: post™(INIT) N [Bad]s C pre=F([Safe]s
3k > 0: post*(INIT) C pre=F([Safe]s
3k > 0 : tpost*(INIT) C pre=F([Safe]s
3k > 0 : TINIT C pre=F([Safe] s
(
(

)
) ([Bad]s =5)
) )
) )
3k > 0: INIT C pre=F([Safe]s) (pre=F ideal)
) )
) )
) )
) )

(pre=F ideal

(preserving

INIT C pre*([3H] s (Safe = 3H
G € pre*([3H]s
G € pre*(1{H}

IS

INIT C pre*([Safe] s (INIT finite
(
“(

(INIT = {G}
(S = all graphs

1reereey

Thus, ideal reachability in this case is reducible to bounded resilience. By
[BDK'12, Prop. 13], ideal reachability is undecidable for preserving GTSs.
O
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We consider a class of SWSTSs which is not post*-effective — at least not
by a generic procedure. We use an undecidability result for reset Petri nets
by Dufourd et al. [DFS98].

Proposition B.1. Finite-marked reset Petri are, in general, not post*-
effective.

Proof. Assume that finite-marked reset Petri nets are post*-effective
(by a generic procedure). By Proposition 4.1, the anti-ideal reachability
problem for reset Petri nets is decidable. We consider the anti-ideal J of
all markings where no transition can fire (all deadlocks). The basis of the
complement of J is given by the set of the “smallest” markings where at
least one transition can fire. The anti-ideal is J is not reachable from INIT
iff the finite-marked reset Petri net is deadlock-free. Thus, we could decide
the deadlock-freeness problem. However, the deadlock-freeness problem is
undecidable for finite-marked reset Petri nets, see Akshay et al. [ACDT17,
Table 1], reduction from Dufourd et al. [DFS98]. O

Rule-specific Criteria for Joint GTSs

A rule of an annotated joint GTS is neither preserving nor node-bijective.
For an annotated joint GTS of S and &, we consider the properties of the
rules of S and £.

Proposition 5.5. A finite-marked annotated joint GTSPP of S and € is
post*-effective if all rules in S U £ are preserving or all rules in SU £ are
node-bijective.

Proof. Let (S, (SE)',INIT) be a finite-marked annotated joint GTSPP. If
every rule in SUE is preserving, we can compute the basis of T post*(INIT) by
computing the bases of T post=F(INIT) until every reachable ideal [3((2)5))]s
is reached where ¢ is a state of the control automaton and ¢ is an annotation
symbol. By Lemma 2.3, it is decidable whether an ideal [3((2)<))]s is
reachable from INIT (choosing the N-based graph class | post™(INIT)).

Let every rule in S U £ be node-bijective. The annotated joint GTS can also
be modeled by node-bijective rules encoding the current state of the control
automaton and the current annotation symbol as labels of loops at extra nodes.
By Theorem 5.4, the finite-marked annotated joint GTSPP (S, SE,INIT) is
post*-effective. O
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Infinite Set of Initial States

We provide the proof of the following decidability result for Z-marked SWSTSs.

Theorem 4.3 (bounded resilience for Z-marked SWSTSs).
The bounded resilience problem is decidable for

(1) weakly invertible Z-marked SWSTSs if BAD € J, SAFE € 7,
(2) lossy, weakly N-effective Z-marked SWSTSs if BAD, SAFE € Z,

(3) lossy, weakly N-effectve, L-bounded Z-marked SWSTSgs if BAD € Z,
SAFE € 7,

(4) weakly invertible, 1-bounded Z-marked SWSTSps if BAD, SAFE € J.

The proof of Theorem 4.3 is given at the end of this section. The difference
to the proof of Theorem 4.1 is the computation of a finite representation of
post*(INIT)NBAD. It makes use of Lemma B.1 for Z-marked WSTSs, a mod-
ified version of Lemma 4.2 (for finite-marked WSTSs). The former states
that the inclusion of the intersection post™(INIT) N BAD in an decidable
ideal is decidable if we consider weakly invertible in the case BAD € J or
lossy, weakly N-effective Z-marked WSTSs in the case BAD € 7.

Lemma B.1 (checking inclusion for Z-marked WSTSs).

Let (S, <,—,INIT) be a Z-marked WSTS, BAD C S, and I C S be a decid-
able ideal. It is decidable whether post*(INIT) N BAD C I provided that
the Z-marked WSTS is

(a) weakly invertible and BAD € 7,
(b) lossy, weakly N-effective, and BAD € Z.

Proof. The idea is to compute a finite representation of the intersections
post*(INIT) N BAD for checking inclusion in the decidable ideal I. To this
aim, we use Lemma 4.1:

(a) We consider weakly invertible Z-marked WSTSs and BAD € J. It
holds

post*(INIT) N\ BAD C I
= tpost™(INIT) NBAD C I (Lemma 4.1)
< Bpost(INIT)NBAD C I (Lemma 4.1)

where the set Bpost (INIT) is a basis of 1 post*(INIT), i.e., T Bpost (INIT) =
Tpost*(INIT). By weak invertibility, Bpost (INIT) is computable. By Fact 2.6,
Bpost(INIT) is finite. The last inclusion is algorithmically checkable. We
take out all elements of Bpost (INIT) which are not in the decidable anti-ideal
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BAD and then check inclusion of the remaining elements in the decidable
ideal 1.

(b) We consider lossy, weakly N-effective Z-marked WSTSs and BAD € 7.
We use the same idea as in the previous case, but we change the roles of
post*(INIT) and BAD. It holds

post*(INIT) NBAD C I
= Ipost™(INIT)NBAD C I (Def. lossy)
— dpost*(INIT) N Bpap C 1 (Lemma 4.1)

where Bpap is a basis of BAD, i.e., T Bgap = BAD. We show that
1 post*(INIT) is a decidable anti-ideal. It holds s €| post*(INIT) iff
INIT N pre*(1{s}) # @ for any s € S. The latter is decidable by Lemma 2.3
and the definition of weak N-effectiveness. Hence, the last inclusion is decid-
able. We take out all elements of Bgap which are not in | post*(INIT) and
then check inclusion of the remaining elements in the decidable ideal I. [

Proof of Theorem 4.3. Cases (1) & (2). By Fact 2.9, pre=F(SAFE)
is an ideal for every k > 0 since SAFE € 7 and, by Definition 2.12, it is
decidable. By Lemma B.1, we can decide whether post*(INIT) N BAD C
pre<F(SAFE) for (1) weakly invertible Z-marked SWSTSs and (2) lossy,
weakly N-effective Z-marked SWSTSs, respectively. By Lemma 2.2, the
sequence SAFE C preS!(SAFE) C pre“?(SAFE) C ... becomes station-
ary, i.e., there is a minimal ky > 0 s.t. pre=¥(SAFE) = pre*(SAFE). By
Lemma 2.3, we can also determine this kg. Thus, we can determine the
minimal number k = kpi, s.t. post*(INIT) N BAD C pre=F(SAFE) (if it
exists) and also whether it exists. Hence, we can decide the bounded re-
silience problem. To sum up, the bounded resilience problem is decidable
for (1) weakly invertible Z-marked SWSTSs and (2) lossy, weakly N-effective
Z-marked SWSTSs, respectively.

Cases (3) & (4). By Lemma 4.3, for L-bounded SWSTSs, there is a k > 0
s.t. pre*(SAFE) = pre=*(SAFE). Hence, checking bounded resilience is
equivalent to testing inclusion in pre*(SAFE). By Proposition 4.3, for
L-bounded SWSTSgs, pre*(SAFE) is a decidable ideal since SAFE € 7. By
Lemma B.1, we obtain that checking post*(INIT)NBAD C pre*(SAFE) is de-
cidable for (3) lossy, weakly N-effective, L-bounded Z-marked SWSTSgs and
(4) weakly invertible, 1 -bounded finite-marked SWSTSps, respectively. Hence,
we can decide the bounded resilience problem for (3) lossy, weakly N-effective,
L-bounded SWSTSps and (4) weakly invertible, L-bounded SWSTSps, res-
pectively. O

Although not used for the proof, the next proposition shows how the
requirements for INIT € 7 are related.

Proposition B.2. Lossy (L-bounded) and weakly N-effective Z-marked
WSTSgs are weakly invertible.
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Proof. Let (S,<,—,INIT) be a lossy (L-bounded) and weakly N-effective
Z-marked WSTSp. To compute a basis of Tpost*(INIT) for an ideal INIT
with a given basis, we look at the reachable elements of a basis of the set S of
all states. Such a basis element is reachable iff its upward-closure is reachable:
Let B be a basis of S and INIT € Z. In both cases, a basis of T post*(INIT)
is given by the set Bpost(INIT) = {b € B :1{b} is reachable from INIT}. We
show that 1 Bpost = Tpost*(INIT):
“D”: Let s be any element reachable from INIT. By definition of a basis, there
exists a basis element b < s. It follows that 1{b} is reachable from INIT. We
showed post*(INIT) C1 Bpost (INIT) and thus, 1 post* (INIT) C1 Bpest (INIT).
“C”: By definition of lossiness and L-boundedness, if 1{b} is reachable from
INIT, also b is reachable from INIT. We showed Bpost (INIT) C post*(INIT)
and hence, 1 Bpost (INIT) Ctpost™(INIT).
The set Bpost (INIT) can be computed as follows: By Lemma 2.3, a basis
of pre*(1{b}) is computable. By definition of weak N-effectiveness, we can
decide whether INIT N pre*(1{b}) is non-empty. The latter is equivalent to
the statement that 1{b} is reachable from INIT. O
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Computations

We give more detailed computations for the studied examples. All computa-
tions were implemented in basic Java code and run on a standard device.
Additionally, the examples were verified by hand.

We used the procedure for GTSs with a N-based graph class S =1'NJ
to obtain the basis of preg(I) for I € Z:

1. Compute the basis of pre(/) in the class of all graphs, according to
Konig & Stiickrath [KS17, Procedure 1 & Proposition 8]: We apply the
rules backwards on the upward-closure of the given basis graphs of 1. To
achieve this, we “prepare” the rules, i.e., for every rule (L — R) and
every graph R’ < R, we include the rule (L. — R’) where the morphism
is the composition of L — R and R — R’/. We construct the minimal
pushout complements (POCs) w.r.t. the prepared rules and the basis
graphs, i.e., if we find a morphism R’ — By for a prepared rule
(L — R') and a basis graph Bj, we compute all?*? POCs as in the
diagram below.

(L — R
{ !
e 5

basis graph

2. Compute the basis of pre(I) N I’, cp. Lemma 2.1 (V-normal form).
Take only the basis graphs in J.
In most cases, the basis of pre([) is included in S and, hence, is also the
basis of preg(I). To obtain the basis of preEkH(I ), we use the equation
pre§k+1(l) = pres(pre§k(I)) U1, i.e., we add the basis of I to the computed

basis of pres(pre§k(f )) and minimize the obtained set of graphs.

29For some cases, a POC may not exist. Then, the computed set is empty.
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Example C.1 (computation of the predecessor basis). Consider the
N-based graph class S = I’ N J of all graphs consisting of one node with
incident loops of which at least one is labeled with a. The ideal I’ =
[3(0= a )] expresses that there exists a node with an a-labeled loop and
the ant-ideal J = [-3(00)] negates the existence of two nodes. Consider the
single rule deleting a b-labeled loops and adding two a-labeled loops at the
same node. The ideal I is the upward-closure of the single graph consisting
of a node with one incident a-labeled loop.

Given:
graph class: S =[3(c=a)]N[-3(00)]
b a
rule: < g — g’a a >
1
basis of I: oo a

We derive four prepared rules by taking into account the four subgraphs of
the right-hand side. Regarding three of them, we can construct the pushout
complements. The single minimal pushout complement is the basis of pre([)
(in the class of all graphs). By using the method in the proof of Lemma 2.1,
we obtain the single basis graph of pre(/) N [3(0=> a )] which consists of one
node with one a-labeled and one b-labeled loop. Since this graph does not
contain two nodes, it is an element of J. Thus, the latter graph forms the
basis of preg(I).

Computation:

| oma |o|o)

- ges

b
prepared rules: < 8 —
1

basis of pre(I):

b

§

b
basis of pre(I) N [F(o=a )]: g@ a

b

basis of preg(I): g’a a
basis of pre?l(I): oo a

To obtain the basis of preEI(I ), we add the basis graph of I. Since the basis
graph of I is smaller than the basis graph of preg(I), the basis of preél(I )
consists of the basis graph of I.
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Circular Process Protocol

We consider the circular process protocol. The graph class S is depicted in
Section 5.3. We write

Bhpost for the basis of Tpost*(INIT),
Fpost,Bad  for  the finite representation of post*(INIT) N [Bad]s,
Bsate for the basis of [Safe]g, and
ngfe for the basis of pre=*([Safe]s)
where k > 1.

Instance 1:

GTS: rules in Figure 5.5, graph class depicted on page 80
C1
Py P
INIT: @ =
Py
c Co C;
Py Py Py
Bad: —AllEnabledz—EI( Cg:&:(? ) A Nizi 2 —EI( w )
Py P
. c1 . c i
1 0
Safe: AllEnabledzH( c%&ég ) v\/i:mH( — )
Py B

In the first step, we compute the basis Bpost which consists of all basis
graphs of S. These graphs are contained in [Bad]s. Hence, the finite
representation JFpos; Bad consists of all basis graphs of S. We iteratively

check whether FpostBad €T Bsgakfe. If this is the case, we terminate (the

current k is kmin). Otherwise, we check whether the next basis Bsgakf:l is

equal to BSS:fe (up to isomorphism). If this is the case, we terminate (there
is no such k), otherwise, we continue.
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Computation:
Po Py P Py
Py P Py

Py P Py Py
Fpost,Bad : @ 5 OCQ COO
Py P Py

C1
Py P, Co P 1 Co P C2
E 2, Ry,
BSafe: , )
Py Py Py
C1 C1
Py P Py P Po P
Safe" ’ ’ ’
Py Py o Py
o P
M ) ) )
“a Py Py o o P “a Py
Co C1
E Po Q Po co co Py co Po
) C 5 g ) E E C ) E i C )
Py Py o o Py €2 Py
Co P C2
Py
C1
P P P P P P
q. : ) b b
Safe P2 o o o P2
C2 C1 C1 C1
Py Py Py Py Py P Py P
Cl@@éz CO@&DCZ
M ) M )
Py Py Py Py
C1 Co Cc1
Py P Py Py Py Py Py P
C1 Co Cc2
) C b C 9
Py 0 Py 0 Py Py
C Ci C
P L ‘1l p 0 € p, 0 oL P
P Py Py 0 P
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P 2
Cco Po C2 Po co Py 0
co Py <o P2 co Py Py
Cc2 o co &)
Po Py
S Ul
P2 P 2
co c1 c
Py Plc Py Py Py PlCl Py Py e
BSS . ¥ 9 ) I’ CQ )
Safe P2 P2 P2 P2
Cc2 C2
Py
P Py Py Py P Py
Pm Cc1 Cc1 &02 Co
)
b ) C2 )
Py €2 P Py Py
(&)
Py Py Py Py Py Py
b) b) b
P P P
C1
Py P 1 p 0 p P
P Py P Py
Py co Py Py 0 co
C séi b C b C b) C s g CO b
Py €0 P> Py P
C
ocpo>‘§
P
co €
€o 1 Py Py Py P,
Py Py o
= ¥ . ¥, , ,
Safe* ’
“e Py Py Py Py
C2 Co C2
P P Py Py Py Py
Py Py o 0 1C1 o c
b b) ) é )
Py Py Ps Py
o €2 Po P Po P
Po Py co Cl@@
P
Py Py Py o)
Co
C
Po Plc s Py co Py 2 p 0 p,
1 ‘o
Py Py Py Py Py
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cl
Py f% Py
P
Co
I50) Py I50) Py Py Py Py Py
SR b % S S e
Safe" ) ’ ) )
Py Py Py Py
1 C2
Py Py Py Py Py Py Py Py
D! Y aly L al Ty
P, , P, ’ P, , P, ’
Py P
o0, 0
Py Py
Po P1 Po Po
<6
B, LY o
Py P P
<6
= fpost,Bad QTBgafe
We find that FpostBad ST Bsoge: Thus, kmin = 6.
Conclusion:
post*(INIT)N [Bad] s € pre=([Safe]s) minimal
kmin: 6
Instance 2:
GTS: rules in Figure 5.5, graph class depicted on page 80
c1
‘ Py Plc
INIT: & ¥
P>
2
Bad: Command(cg) = 3 Q

co
Safe: Collection(cg, ¢1) = EI< Q4 )

In the first step, we compute the basis Bg,q. The finite representa-
tion Fpost,Bad consists of all graphs B in Bpaq s.t. B €] post*(INIT). We

iteratively check whether Fpost Baa €T Bsgakfe. If this is the case, we terminate

(the current k is kmin). Otherwise, we check whether the next basis Bsgakf:l is
equal to B?akfe (up to isomorphism). If this is the case, we terminate (there

is no such k), otherwise, we continue.
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Computation:
C2
Py P R&ﬁ Py P p €2
0
X LY o
BBad: ) ) ) )
Py Py Py Py
C
C2 Po Po 2 C2 Po
Lo,
Py Py Py
C2
C C
Py P162 Py ff? P Py 2 C2 Py Py 2
fpost,Bad: &D ) ) OGQ ’ b’ OCjQ
P P> P Py Py
C2 Co
P P Po Py Py Py P
Co C2 0 Co
BSafe: ) ) ) OO% )
P, P, O P P C 2
CQ P 0 P 0 CO 02 P 0
o Py Py 2 co Py
C1 Co
H&’l Po Py Py Py e Py P -
C1
<1
Py Py Py 1 Py 1
Co
Py Py I50) Py Py Py
Cg:@:gl Cg:&s@ L
M b b
Py P Py
Py Py Py Py Py Py
c ) b b)
0 Py Py Py
[&0]
(&) C (&)
61P0 P P 0 p, o Py
Py Py Py 0 P
C C C C
P 1 C1 Py 0 Py 1 C P 0
Py Py Py Py
C C2 C2
c1 Py EO Py Q a Py Q
% FC :: ) bl
o Py Py Py
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c1 0
Py P Py Py Po P fo 8
Safe* ’ , | |
P €2 Py 2 P2 r
€o
Py Py Py Py Py Py Fo P
) ’ ’ 7
P Py P .
C1 ¢ ((C % I D‘QCI
PO PO CO 0 PO 1 PO P 0
O& , C 5 & : ) ) 7
P1 C CPI E ; 0 P1 Pl P. 2
€o
Py co o Co CPO .\;g 2 Q i %o
S \Q) co — \Q) ey’ ca |
— . = 9 Py 2 P>
“ Py
Py
C1
Py P Py P Po b1 Fo 5
. @Dco &él &ig?
Safe* ’ 7 | |
P Py P2 &
o o Cy C
Po PR Py Py P Fo m
T By
b ’ ’ ’
- o P, P
¢ ¢ ¢ ;) 3*;?
Py 0 Py 1 Py ! P ; o )
@ , s ( < % ) ) M
= :CP1 P P P>
CO 5 Cl PO CO P() Cl P()
s S ==
o A Py P
€o
Po Py Po " " 5 Hﬁl
s e e
<4
B Safe” 7 7 | |
— - P, P
c1 €2
Py Py Py Py clpo Py Py o
o S S Vs RPN N
Py Py Py P P2
<4
= ]:post,Bad gTBgafe

We find that fpost,Bad QTBSSaZlfe' Thus, Kmin = 4.
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Conclusion:
post*(INIT)N [Bad] s C pre=*([Safe]s) minimal
kmin: 4

We consider the third instance to illustrate the decidability algorithm for
the case that Bad is positive and Safe is negative. The finite representation
Foost,Bad 18 computed in the same way as for the second instance. This case
differs from the previous two cases in the second step. The inclusion test
is not based on the ideal reachability algorithm but uses post*-effectiveness
(by L-boundedness) instead.

Instance 3:

GTS: rules in Figure 5.5, graph class depicted on page 80
C1
Py P
INIT: @ =
Py
P - P 0 py i
Bad: AuEnabled:a( cg;&z ) Vv \/“23( ) )
Py Py
e C1 b co Po C;
Safe: —|A11Enabled:—|3< Cg;&ig ) A Niz12 —S( w )
Py P

In the first step, we compute the basis Bg,q which consists of the three graphs
occurring in the positive constraint Bad.. The finite representation JF,ost,Bad
consists of all graphs B in Bpaq s.t. B €/ post*(INIT), i.e., all graphs B in
Bpaq whose upward-closure 1 {B} is reachable from INIT. For a graph G,
let Bpost(G) be the basis of Tpost*(G). For every G € FpostBad, We check
whether Bposi (G) N [Safe]s # @. If this is the case for every G € Fpost,Bad,
there exists a bound k, otherwise it does not exist.
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Computation:
c1
Po Py € p, €1 € p C2
co Co
Bgad: ; ‘3C>9 ; Qv:)@
Py Py Py
C1
QP& O py °l 0 p, 2
Co Co
fpost,Bad: ) w ) w
P Py Py
G1 é; G
Po P Py Py
Bpow(Gr): LS T, o
Py Py Py
= Bpost (G1) N [Safe] s # @
Py
Bpost(GQ): OC>O
Py
= Bpost<G2) n [[Safe]]g + O
Py
Bpost(Gi’»): OC>O
Py
= Bpost (G3) N [Safe] s # @
We conclude that there exists a bound k.
Conclusion:
dk>0: post*(INIT) N [Bad]s C pre=<F([Safe]s)

Since Safe is a negative constraint, our conclusion states only the existence
of a bound k. Note that we can infer that ky;, = 1 by hand: By applying
any Clear-rule to any graph in which all processes are enabled, we can
reach a graph in which at least one process is not enabled in one step. Thus,
kmin < 1. Since —AllEnabled is the negation of AllEnabled, ki, # 0.

For the fourth instance, we use that the negative constraint —=3Processes
is equivalent to the positive constraint 2Processes.
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Instance 4:
GTS: rules in Figure 5.5, graph class depicted on page 80
c1
Py P
INIT: @ =
P
Ci
Bad: NoCommand = A\;_;, 3| Q
Safe: 2Processes = 3 7o Vv 3 fo
' >0 >0

P1 P2

In the first step, we compute the basis Bpost Wwhich consists of all basis
graphs of S. These graphs are contained in [Bad]s. Hence, the finite
representation Fpost,Bad consists of all basis graphs of S. We iteratively

check whether Fpost,Bad 7T Bsga]?e‘ If this is the case, we terminate (the
current k is kmin). Otherwise, we check whether the next basis Bsgakle is

equal to Bsgakfe (up to isomorphism). If this is the case, we terminate (there

is no such k), otherwise, we continue.

Computation:
Po P1 Po Po
Py Py P
Po P1 Po Po
Fpost,Bad & , OQ0, >0
P> Py Py

Po Po
B Safe: OCO ; OCO
Py P

C1
Safe- ’ 7@7 OC>O
Py Py Py

Py
C1 C2
Py Py Py Py Py Py Py P
o s LY
Safe' b ) b )
Py Py Py Py
Py P
el Py Py
Py Py Py
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C1
Py Py Py Py Py Py Py Py
Safe* 9 9 9 9
P Py Py Py
C2
Py Py Py Py Py Py Py Py
M M ) )
Py Py Py Py
Py Py
o0, o0
Py Py
€o
Py Py Py Py Py Py Py Py
Safe* 9 9 9 9
Py Py Py Py
C1 Cc2
Py P Py Py Py Py Py Py
b ) ) b
P P P P
B Py Py Py Py
2
D R S
Py Py Py
Po Py Py Py
<5, d })
Safe* ) @7 COO
Py Py P

<5
= ]:post,Bad gTBgafc

We find that FpostBad ST B, g, Thus, kmin = 5.

Conclusion:
post*(INIT)N [Bad] s € pre=’([Safe]s) minimal
kmin: )
Instance 5:
GTS: rules in Figure 5.5, graph class depicted on page 80
C1
Py Py
c c
INIT: 2 ¥
P
P P
Bad: —3Processes = =3 (@1
Py
P, P,
Safe: 3Processes = 3 (@1
Py
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In the first step, we compute the basis Bpost which consists of all basis graphs
of S. The finite representation Fpost Bad consists of the two basis graphs with
two processes. We iteratively check whether J o5t Bad QTBS%}B. If this is the
case, we terminate (the current & is kpyin). Otherwise, we check whether the
next basis Bsgakfjl is equal to Bsgakfe (up to isomorphism). If this is the case,

we terminate (there is no such k), otherwise, we continue.

Computation:

Po P Py Py
P> P P>

Py Py
fpost,Bad : @) @
Py P
Py Py
Bsate: &
Py
Py Py
Se A
Safe*
Py
<1
= Bs_afe = BSafe

We conclude that there does not exist a bound k.

Conclusion:
Ak >0: post*(INIT) N [Bad]s C pre=F([Safe]s)
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Supply Chain

We consider the supply chain as Petri net in Example 4.3. The markings
are represented by tuples. We write Bpos for the basis of 1 post*(INIT)
and Fpost,BAD for the finite representation of post*(INIT) N BAD. Moreover,
we write Bsapg for the basis of SAFE and BSSKFE for the basis of pre=*(SAFE)
where k > 1.

Given:

WSTS:  Petri net in Figure 4.4

INIT:  (0,1,1,1)

BAD: M marking : M (warehouse) = 0 or M (store;) = 0 for some i
SAFE: M marking : M(warehouse), M (storey), M (storez) > 1

In the first step, we compute the basis Bpost Which consists only of the
zero-marking. Hence, the finite respresentation Fpost,BAD consists also of the
zero-marking. We iteratively check whether Fpos 8ADp €1 BSS:FE. If this is
the case, we terminate (the current k is kpin). Otherwise, we check whether
the next basis Béf;fé is equal to BSS:FE. If this is the case, we terminate
(there is no such k), otherwise, we continue.

Computation:
Bpost: (0,0,0,0)
Fpost,BAD:  (0,0,0,0)
BsAFg: <0,1,1,1>
= (0,1,1,1),(0,2,0,1),(0,2,1,0), (1,0,1,1)
B pg: (0,0,1,1),(0,2,0,1),(0,2,1,0), (0, 3,0,0)
BSirg: (0,0,1,1),(0,2,0,1),(0,2,1,0), (0,3,0,0), (1,1,0,1),(1,1,1,0),
(1,2,0,0)
SAFE: (0,0,1,1),(0,1,0,1), (0,1,1,0), (0,2,0,0), (2,0,0,1), (2,0, 1,0),
(2,1,0,0)
SAFE: (0,0,1,1),(0,1,0,1), (0,1,1,0), (0,2,0,0), (1,0,0,1), (1,0, 1,0),
(1,1,0,0),(3,0,0,0)
BSirg: (0,0,0,1),(0,0,1,0),(0,1,0,0), (2,0,0,0)
BSipg: (0,0,0,1),(0,0,1,0), (0,1,0,0), (1,0,0, 0)
B\ pg: (0,0,0,0)

We find that FpostBad CTBage: Thus, kmin = 8.

Conclusion:
post*(INIT)NBAD C pre=®(SAFE) minimal
kmin: 8
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Supply Chain II

We consider the supply chain II as joint GTS in Example 5.5. However,
for the graphs, we use the representations as markings with an additional
state of the control automaton. The control states are numbered along
the paths in the automaton in Figure 5.4 (upper path: ¢i,q2,qs, lower
path: ¢s,qs,q7). Since the initial graph satisfies Safe, we assume that an
environment was applied iff the current state of the control automaton
is go. We write Bpost for the basis of 1 post*(INIT), BAD for [Bad]s,
and Fpost,BAD for the finite representation of post*(INIT) N BAD. Moreover,
we write Bsapg for the basis of SAFE = [Safe] s and BSS:FE for the basis of
pre<¥(SAFE) where k > 1.

Given:

GTS: joint GTS constructed from Figure 5.4

INIT: (0,1,1,1, qo)

BAD: (M, qo) : M marking

SAFE: (M,q) : M marking, M (warehouse), M (store1), M (storea) > 1

In this case, we directly compute the finite representation st 3ap using
that this example constitutes a Petri net.?? We iteratively check whether
Fpost,BAD CT BS wpp- 1f this is the case, we terminate (the current k is Kpin)-
Otherwise, we check whether the next basis BS%]:F% is equal to BS%]:FE. If this
is the case, we terminate (there is no such k), otherwise, we continue.

Computation:

]:post,BAD: <Oa 1’ 1a 17 CJo>a <Oa 5’ 07 07 QO>a <Ov 0’ Sa O’ QO>a <Ov Oa Oa 3’ QO>a
<07 L, 2707(]0); <07 1,0, 27(]0); <0707 2, 17Q0>a <0707 1, 27Q0>7
<033 1 O (Zo>a<0a3a0,1>%>

BSAFE5 <0, 1 1, l,qz> for 0 <1< 7

SSAIFE : <031a1a17qo>a <O 2 0717(10)’ <072 laO’QO>a <071?1’1’Q1>7
(1,0,1,1,¢1),(0,1,1,1, g2), (0,2,0, 1, ¢2), (0,2,1,0, g2,
<Oa 1, 1’ 17‘]3)’ <13 0, 1’ 17Q3>a <Ov L, la 1’(]4>a <Ov L1, 1)Q5>a
<07 2,0, 17Q5>7 <07 2, 1707Q5>7 <07 1,1, 17Q6>7 <1707 1, 17Q6>7
<0,1,1,1,q7)

Bgapg - (0,0,1,1, o), (0,2,0,1, o), (0,2,1,0,q), (0,3,0,0, qo),
<Oa L, 1’ 17‘]1)’ <13 0, 17 17Q1>a <1703 1 1 (.I1>a <17 1,0, 1)Q1>a
(1,1,1,0,¢1),(0,0,1,1, g2), (0,2,1,0, ¢2), (0,2,0, 1, g2,
<031a171>QS>a<1307171>QS>a<07171a1yQ4>7<0 2, 0 2 Q4>7
<072 2,0, Q4>7<07370717Q4>7<073 1,0, Q4>7<071 1,1 Q5>7
<O 2 071>Q5>a <O’27 170>q5>a <07 L1, 17q6>7 <1 0,1, 17Q6>7
<0 L, 1’17Q7> <0 2 0»27Q7>7<07272707Q7>

30We computed the basis of Tpost<27(INIT) and proved that it contains all basis elements
of Tpost™(INIT) with the control state go.
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BSSAiFE : <0 071717QO>7<0,1,071aQO>7<0717170 QO>,<0 3,0,0 qO)a
(1,0,1,1,¢1),(1,1,0,1,41),(0,1,1,1,41), (1,1, 1,0, q1),
<0a 071717Q2>7<0a270717Q2>7<072 1,0 QQ>7<172 0717Q3>7
<1’2’170 Q3>’<1’1’2707QS>’<1’1 0,2 QS>»<170 1’17Q3>a
<0a1 1 17Q3>7<0a171717Q4>7<0 3 0717Q4>7<074 0,0 q4>7
<0’ 3a170 Q4>7<0’ 0’2717(Z4>a<0’2 2 O Q4>’<070 1 2 (J4>a
(0,2,0,2,q4),(0,0,1,1,gs5),(0,2,0,1, ¢5), (0,2, 1,0, g5),
<1 1 2 O Q6>’<1’1’O>27q6>’<1 0 1’17Q6>’<0?1 1’17(16>a
<O’0 2717Q7>7<0’ 371707Q7>7<0 2,2,0 Q7>7<0 3 0717Q7>7

<0a 0,1,2, q7>?<0a270>27Q7>7<071 1?17Q7>
Bgspg : (0,1,0,1,¢go0),(0,1,1,0,qo), (0,0, 1,1, go), (0, 3,0, 0, qo),
<1’1’170 QI>’<1’0’1>17(]1>’<131 O)LQ1>’<031 1’17‘]1>a
(0,2,0,1,¢2),(0,4,0,0, g2), (0,2,1,0, ¢2), (0,1,2,0, g2),
(0,1,0,2,¢92),(0,0,1,1,¢2),(1,0,1,1,¢3),(1,2,0,1, g3),
(1,3,0,0,¢3),(1,2,1,0,¢3),(1,1,2,0,¢3),(1,1,0,2, g3),
<01171>13Q3>7<07171717q4>7<072 0717q4>7<072a170 Q4>a
<074 0,0, Q4>7<070 271,Q4>,<0,1 2,0, Q4>7<070 1,2 Q4>7
<071 0,2 Q4>7<0727170 Q5>7<074 0,0, Q5>7<072 071>q5>a
<071 2,0, Q5>7<071>0 27Q5>)<070 17LQ5>><172 1,0, Q6>a
<1a1 2,0 Q6>7<1a1 0727Q6>7<1 2 07LQ6>7<1 0a1717q6>a
<O’1)1717Q6>’<0’0>27va7>)<071 1,1,47),(0,1,2,0,q7),
. <0a3 ;0 Q7>7<0a370717Q7>7<070a1727Q7>7<071 0727Q7>
BSSA)FE : <O,1,0,1,qo>,<0,1,1 0,90),(0,0,1,1,qo), (0,3,0,0, qo),
<1a1 0717q1>7<171 1 07Q1>,<170 2 0 Q1>7<170 0,27(11),
<0’1)1717Q1>’<1’3 0, 07Q1>)<170 1’17(]1>><070 1)17QQ>5
(0,2,0,1,¢9),(0,3,0,0,q2),(0,2,1,0,q2), (0,1,2,0, g2),
<0’1 O 2 QZ>’<1’O)1>LQS>’<1’1 O)LQ3>»<171 1 O QB>a
<1 3,0,0 Q3>7<17072707Q3>7<170 0727Q3>7<0 1,1 17(]3>,
<0’2 Ov13Q4>’<0’2’1707(Z4>a<071 lylaQ4>’<Oa4 O O Q4>a
0,1,2,0,q4),(0,0,2,1,4q4),(0,1,0,2,q4),(0,0,1,2, q4),
<Oa4 O O CI5>,<0’2,1>07Q5>,<0a1 2 0 QS>7<071 O 2 QS>a
<072 0717Q5>7<07071717Q5>7<170 17LQ6>7<170 2,0, QG>7
<1 271>O Q6>7<17070>27Q6>7<172 0717q6>7<031a171>QG>1
<070 2717Q7>7<07371707Q7>7<071 1717Q7>7<071 2,0, Q7>7

<011 0 2 Q7>7<07071727Q7>7<073 0717Q7>
BS<§FE <071 0717610>7<071,1707QO>,<070 2,0, QO>,<070 0,2 QO>,
(0,3,0,0,q0),(0,0,1,1,q0),(1,1,0,1,¢1),(1,2,0,0, q1),
(1,1,1,0,¢1),(1,0,2,0,41),(1,0,0,2,¢1),(1,0,1,1, 1),
<0a171>1aq1>7<07071>17q2>7<071 0717q2>7<071a170 q2>a
<073 0,0, QQ>7<070)2707QQ>’<070 0,2 QQ>»<171 0’17QS>7
<1a1 1,0 Q3>7<1vovlalaQ3>7<173 0,0, Q3>7<170 2,0 q3>a
(1,0,0,2,¢g3),(0,1,1,1,¢3),(0,2,0,1,44), (0,2, 1,0, qu),
<0a1 1 17Q4>7<07470707Q4>7<0 707Q4>7<0 0;2717(]4);
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<07 1,0, 27q4>7 <07 0,1, 2,(]4); <0 0,1, 17q5>7 <0 0,2,0 q5>7
<072a1a07q{'3>a<070’0»2>Q5>a<072 0,1 QS>a<O 4,0,0, q5>a
<17071717q6>a<17072707QG>a<1 2,1,0 q6>7<1 0 0a27QG>7
<1? 2a O’ 17Q6>a <O? 1’ 1’ 17Q6><O 27Q7>a <O 1 17 1,Q7>
<07172707Q7>7<07072717Q7>7< '35 707(]7>7< ) 71a27Q7>7

=

<07 3a 07 17 (Z?)
]:post,BAD QTBSSAGFE

We find that Fpost Bad CTBSAFE Thus, knin = 6.

Conclusion:

post*(INIT)NBAD C pre<(SAFE) minimal

kmin: 6
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Path Game

We consider the path game as joint GTS. The graph class S is depicted
in Example 5.4. We use the same notation as in the computations for the
circular process protocol. We assume that Bad is equivalent to the existence
of a go-labeled node. (The following computation of the basis Bpos; implies
that including the initial graph has no impact on the result.)

Given:
GTS: joint GTS constructed from Example 5.4

INIT:  (Ly-e<L)
Bad: (@)

Safe: T ID) VAT g (D)

In the first step, we compute the basis Bpost using the fact that we can reach
a graph without edges when the system is only applying Rev-rules. The finite
representation consists of the latter graph with the control state ¢op. We

iteratively check whether Fjost Baa €T Bsgaﬁfe' If this is the case, we terminate

(the current k is kmin). Otherwise, we check whether the next basis Sgakfjl is

equal to Bsgakfe (up to isomorphism). If this is the case, we terminate (there
is no such k), otherwise, we continue.

Computation:

i @ 0 0. OO
P @ » O®
Q:@¢@®,@f@®7@+@@,

00 0e0® . o D
G o 00 . O 0. 00

000 . 0@ . & 0@ -

0@ . @ 00 . 6 D® .
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52 D 0@ O 0@ O O .
Do OB . O+0O® OvD@®.
@(" 0@ . @<: 0@ . @/:/@0,
@/:/@, Toe 0@ OO

0@ . @/:/@0

B © 0@ O 0@, O O@ .
D" O@ OO . @< 0D .
@<: oD . @/:/@, @/:/@,
T 0@ O—O@ . @< 0D .
@/:/@0

= Frost.Bad CTB50

We find that Fp,os Bad QTBS—afi. Thus, kmin = 13.

Conclusion:
post*(INIT)N [Bad]s C pre='3([Safe]s) minimal
Kmin: 13
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