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Abstract

Power systems increasingly rely on information and communication technologies
(ICT), giving rise to cyber-physical energy systems (CPESs). On the one hand, ICT
aids in the safe, secure and reliable operation of the power system by enabling
or improving the grid services, e.g., state estimation, tap-changer control, and
redispatch. On the other hand, the increased interdependence between the systems
introduces new challenges. ICT integration has not only widened the disturbance
landscape with new and unforeseen disturbances but also caused these disturbances
to propagate further across system boundaries, resulting in multi-domain cascading
and escalating disturbances. This is also expected to increase in the future with
increasing digitalisation. The safety-critical nature of CPESs mandates designing
resilient systems, which, in addition to known disturbances, are also capable of
handling new and unforeseen ones.

A necessary precursor for designing resilient systems is to quantify their performance
to plan measures to improve the performance in case of degradation. In this regard,
operational state classification is a widely used tool to assess the performance of
power systems in terms of state degradation (via disturbances) and recovery (via
remedial actions). However, this operational state classification does not adequately
capture the impact of ICT disturbances on the interconnected power system. Specifi-
cally, it does not represent the possible performance degradation of the ICT-enabled
grid services. This limits its application to the comprehensive analysis of interdepen-
dent power and ICT systems, particularly regarding the propagation of disturbances
and the quantification of resilience. This dissertation aims to address these issues
via its two main contributions.

First, a joint operational state model for CPESs is developed, considering the struc-
tural and functional dependencies between power and ICT systems. Based on an
investigation into the role of ICT in CPESs, an operational state model for ICT-enabled
grid services is developed using finite state automata, which is then integrated with
the existing power system operational states. Simulations on a CIGRE benchmark
power grid augmented with an ICT system are used to show that the developed
model can analyse the propagation of disturbances between power and ICT systems
based on their operational states. This operational state model offers better trace-
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ability for analysing cascading and escalating disturbances, which can then be used
to study complex CPESs and implement measures to remedy such disturbances.

Second, this operational state model is used to develop a novel methodology and
metrics to quantify the resilience of ICT-enabled grid services. The focus here is on
these grid services, which significantly influence the operation of the interconnected
power system. The operational states are used to capture the performance of a
grid service, which is required for quantifying its resilience. The sequential Monte
Carlo method is used to simulate the behaviour of ICT components and compute
the operational state trajectory of the grid services. Metrics are then derived to
quantify the individual phases of resilience, as well as the overall resilience, of the
grid services. Simulations considering several ICT system designs are used to show
that the developed methodology and metrics can capture the differences between
the designs using the proposed metrics. This contribution can be used to analyse and
compare different ICT technologies and architectures, which can then be used to
improve the resilience of the ICT-enabled grid services. Due to the interdependencies,
this could improve the resilience of the whole CPES.

Zusammenfassung
Elektrische Energieversorgungssysteme stützen sich zunehmend auf Informations-
und Kommunikationstechnologien (IKT), was zu cyber-physischen Energiesystemen
(CPESs) führt. Einerseits trägt die IKT zur sicheren und zuverlässigen Energiever-
sorgung bei, indem sie Netzdienste, wie z.B. die Netzzustandsschätzung, Stufen-
schaltersteuerung und Redispatch, ermöglicht oder verbessert. Andererseits bringt
die zunehmende Interdependenz zwischen den Systemen neue Herausforderungen
mit sich. Die Integration von IKT hat nicht nur die Störungslandschaft um neue und
unvorhergesehene Störungen erweitert, sondern auch dazu geführt, dass sich diese
Störungen weiter über die Systemgrenzen hinweg ausbreiten. Es wird erwartet,
dass daraus resultierende bereichsübergreifende Kaskadierung und Eskalation von
Störungen in Zukunft mit der Digitalisierung noch zunehmen werden. Da CPESs
als sicherheitskritische Systeme gelten, ist es erforderlich, diese Systeme resilient zu
gestalten. Dadurch können neue und unvorhergesehene Störereignisse abgefangen
werden, ohne dass diese Schaden am System verursachen oder der normale Betrieb-
szustand kann in kurzer Zeit mit möglichst geringem Schaden wiederhergestellt
werden.
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Um resiliente Systeme konzipieren zu können, ist es zunächst wichtig, die Ver-
sorgungsleistung quantifizieren zu können, um darauf basierend im Falle einer
Verschlechterung der Leistung entsprechende Maßnahmen zu planen. In diesem
Zusammenhang ist die Klassifizierung der Betriebszustände ein weit verbreitetes
Instrument zur Bewertung der Versorgungsleistung von Energiesystemen. Durch
Störungen wechselt das System in einen schlechteren Zustand und durch Gegen-
maßnahmen kann der Zustand verbessert werden. Diese Klassifizierung der Be-
triebszustände erfasst jedoch nicht in angemessener Weise die Auswirkungen von
IKT-Störungen auf das Stromsystem. Insbesondere ist die mögliche Leistungsver-
schlechterung der IKT-gestützten Netzdienste bisher nicht darstellbar. Dadurch kann
die Klassifizierung nicht für die umfassende Analyse von CPESs genutzt werden,
insbesondere im Hinblick auf die Ausbreitung von Störungen zwischen Strom- und
IKT System und die Quantifizierung der Resilienz. Um diese Probleme zu lösen,
werden im Rahmen dieser Dissertation zwei Artefakte ausgearbeitet.

Im ersten Schritt wird ein gemeinsames Betriebszustandsmodell für CPESs entwick-
elt, das die strukturellen und funktionalen Abhängigkeiten zwischen Strom- und
IKT-Systemen berücksichtigt. Die Betriebszustände von IKT-gestützten Netzdiensten
sind dabei durch endliche Zustandsautomaten dargestellt, die dann in die beste-
hende Klassifizierung der Betriebszustände des Stromsystems integriert werden.
Anhand von Simulationen in einem CIGRE-Benchmark-Stromsystem, das um ein
IKT-System erweitert wurde, wird gezeigt, dass das entwickelte Modell die Aus-
breitung von Störungen zwischen Strom- und IKT-Systemen auf der Grundlage
ihrer Betriebszustände analysieren kann. Dieses Betriebszustandsmodell bietet eine
bessere Nachvollziehbarkeit für die Analyse von kaskadierenden und eskalierenden
Störungen, die wiederum zur Untersuchung komplexer CPESs und zur Umsetzung
von Maßnahmen zur Behebung solcher Störungen verwendet werden kann.

Im nächsten Schritt wird dieses Betriebszustandsmodell verwendet, um eine neuar-
tige Methodik und Messgrößen zur Quantifizierung der Resilienz von IKT-gestützten
Netzdiensten zu entwickeln. Der Schwerpunkt liegt hier auf solchen Netzdiensten,
die den Betrieb eines Verbundnetzes erheblich beeinflussen. Die Betriebszustände
werden verwendet, um die Leistung eines Netzdienstes zu erfassen, die für die
Quantifizierung der Resilienz dieses Netzdienstes erforderlich ist. Mit Hilfe eines
sequentiellen Monte-Carlo-Verfahrens wird das Verhalten der IKT-Komponenten
simuliert und die Entwicklung des Betriebszustands der Netzdienstleistungen über
die Zeit berechnet. Anschließend werden Metriken abgeleitet, um die einzelnen
Phasen der Resilienz sowie die Gesamtresilienz der Netzdienste zu quantifizieren.
Anhand von Simulationen, die verschiedene IKT-Systemdesigns berücksichtigen,
wird gezeigt, dass die entwickelte Methodik die Unterschiede zwischen den Sys-
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temdesigns mit Hilfe der vorgeschlagenen Metriken erfassen kann. Dieses Arte-
fakt kann entsprechend genutzt werden, um verschiedene IKT-Technologien und
-Architekturen zu analysieren und vergleichen. Dies kann zur Verbesserung der
Ausfallsicherheit der IKT-gestützten Netzdienste eingesetzt werden und die Resilienz
des gesamten CPES verbessern.
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Introduction 1
The emphasis on combating climate change and reducing the emission of greenhouse
gasses has led to the decarbonisation of the energy sector. This can be achieved
by replacing electricity generation from conventional thermal power plants based
on oil and coal with renewable energy sources like hydro, solar and wind [1].
Unlike the former, which are larger and typically centralised around fuel sources,
the latter are relatively smaller and can be geographically distributed. The latter
are, therefore, referred to as distributed energy resources (DERs). In contrast to the
controllable and predictable electricity generation from thermal power plants, DERs
are unpredictable due to their dependence on stochastic aspects such as weather [2].
Furthermore, the unbundling of electricity markets has increased the number of
market participants. Traditional electricity consumers, especially in distribution
grids, can now have DERs on their premises to produce and trade electricity. These
factors have altered the power flows from unidirectional or top-down (i.e., from
generation to transmission to distribution grids) to bidirectional and stochastic,
increasing the complexity of the energy system [3].

Despite these complexities, the power system (PS) as a safety-critical infrastructure
has to operate in a stable, safe, reliable and cost-effective manner to provide electric-
ity to its customers. To do so, transmission and distribution system operators (TSOs
and DSOs) use ancillary services, which include generation scheduling and dispatch,
voltage and frequency control and restoration [4]. They enable the operators to
adjust physical parameters such as active and reactive power, voltage, frequency and
line loadings to prevent and mitigate the impact of disturbances or for economic
optimisation. However, the rising complexity of PSs makes it challenging to reliably
provide these ancillary services [5]. For example, the provision of frequency control
requires guaranteed active power reserves, which is challenging when using DERs
due to their unpredictability. This also increases the importance of DSOs in grid
operation since most of the DERs are connected to the low voltage or medium
voltage distribution grids [2]. Furthermore, active management and sophisticated
coordination are required to fully use the potential of these DERs and maintain the
required levels of performance of ancillary services [6].
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1.1 Digitalisation in Power Systems

To address the aforementioned challenges, information and communication tech-
nology (ICT) is integrated into PSs, giving rise to cyber-physical energy systems
(CPESs)1 [3]. The term CPES originates from cyber-physical systems, where intelli-
gent computer systems monitor and control a physical system [7]. ICT introduces
enhanced monitoring, automation, communication and decision-making required to
operate complex PSs. Specifically, the integration of ICT brings in the automation
needed for the grid services, which aid in the better provision of ancillary services [8].
Examples of such grid services are state estimation, coordinated voltage control,
redispatch and protection systems. While services like state estimation enable real-
time monitoring of power grids, services like voltage control and redispatch involve
controlling various grid equipment. Although these grid services have been a part
of traditional PSs, the introduction of ICT systems has enhanced their monitoring,
communication and control capabilities [8]. A typical ICT system comprises hard-
ware and software of field devices such as sensors and controllers, communication
network devices such as routers, antennas and links, and servers for computation,
which are typically located in a control room [9]. Examples of sensors and con-
trollers include smart meters, remote terminal units (RTUs) and intelligent electronic
devices (IEDs). The grid services are then enabled by different combinations of these
ICT components.

A CPES is characterised by strong interdependencies between power and ICT systems,
which is expected to increase in the future as more grid services are integrated into
the system [10]. The ICT system depends on the PS for electrical power supply
and, in return, enables the grid services which aid in PS operation [11]. However,
this interdependence between the systems further increases the overall complexity,
leading to new threats and vulnerabilities that can harm the CPES. This can be better
understood by analysing the role of ICT in historical blackouts. In the remainder of
this dissertation, the term grid refers to the power system, while the term network
refers to the ICT system.

1.2 Role of ICT in Historical Blackouts

This subsection presents an overview of historical blackouts that have either been
caused directly or indirectly by disturbances in ICT systems.

1In the scope of this dissertation, a CPES is limited to interconnected power and ICT systems. Other
domains, such as mobility and gas, are beyond its scope.
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2003 North America: This blackout affected around 55 million people with an
estimated $6 billion in damages [12]. The first disturbance was the tripping of
a generator at a TSO because of an exciter malfunction. This was followed by a
transmission line trip due to tree contact, which increased the loading on other
transmission lines. During this time, the software of the state estimation service,
a grid service that enables PS monitoring, at the system operator failed due to a
software bug. This prevented the operator from having correct awareness of the
grid. The operators were unable to predict the possible overloading of the lines.
This was aggravated by a failure of the alarm system, the role of which was to warn
the operator in case of critical situations. Following this, another transmission line
failed due to overload, which triggered a voltage collapse, eventually leading to the
blackout.

2005 Switzerland: On June 22, 2005, the Swiss railway network failed due to a
PS collapse [13]. All their 1,500 trains stopped running, affecting around 200,000
people. Two of the three major power lines were out of service for maintenance.
During this time, electricity trading continued due to improper coordination, causing
the third line to trip due to overload. The control room was then flooded with
around 18,000 error messages from the protection devices within the next hour,
causing congestion in the communication network and servers. As a result, these
messages were not processed in time. 3,400 of these messages were important, and
four among them, when received on time, could have prevented the blackout.

2013 Austria: In May 2013, a large number of messages were circulated between
controllers, causing congestion in the communication network. This hindered the
transfer of control commands from the central control room to field controllers,
almost resulting in a blackout [13]. The reason was the use of an unapproved
version of IEC 90870-5-101 and -104 protocols by a system operator. As a result,
an erroneous acknowledgement was broadcasted to numerous controllers, which
was then further re-broadcasted among themselves. Several power plants and
substations had to be switched to manual operation to ease network traffic, which
was then remedied by the coordinated separation of communication lines between
the communication network operators. A firmware update for the protocol was then
carried out at the operator using the unapproved protocol version.

2015 and 2017 Ukraine: In December 2015, a cyber-attack in Ukraine caused a
blackout affecting around 225,000 customers for several hours [14]. The control
room was hacked using phishing emails. The hackers then remotely switched off
substations, causing major parts of the grid to lose power supply. The ICT-enabled
grid services were mainly targeted to prevent the operator from monitoring and

1.2 Role of ICT in Historical Blackouts 3



restoring the grid. The attackers could inject false data into the ICT system and
manipulate measurements as they knew the power system topology as well as
certain critical parameters. This was followed up by another cyber-attack in June
2017, which, in addition to the power grid, impacted other domains such as banks,
ministries, telecommunication services and railways [15].

These blackouts show that modern CPESs, in addition to PS disturbances, face a
wide range of new disturbances from the ICT system. The 2003 North American
blackout showed that software failures could result in insufficient awareness, pre-
venting the operators from remedying other PS disturbances [16]. The Ukraine
blackouts showed that PSs could be harmed by a cyber-attack on the grid services.
It can, therefore, be concluded that the ICT system has a strong influence on the
interconnected PS, as ICT disturbances can now propagate beyond its boundaries
and impact the overall CPES. This makes it necessary to model and analyse the
ICT system, grid services, and the interdependencies for planning and operating
CPESs, especially because some of these blackouts could have been prevented with
the timely detection and remedy of the underlying ICT disturbance.

1.3 Need for a Resilient System

The analysis of past blackouts shows that modern CPESs face a newer and broader
disturbance landscape. As safety-critical systems, they should be designed to survive,
among others, power and ICT disturbances. Traditional systems are designed to with-
stand (i.e., be robust against) disturbances with a high impact and a high occurrence
probability [17]. This is achieved via measures such as N-1 redundancy, equipment
derating (i.e., operating a piece of equipment at less than its rated maximum capac-
ity) and ensuring more generation reserves [18]. However, disturbances in CPESs
have complex modes of propagation between power and ICT systems because of
their interdependencies [10]. Additionally, owing to the recency of such systems,
operators have fewer experiences in dealing with such novel disturbances [17].
Consequentially, there is a lack of statistical data about them. Furthermore, certain
disturbances such as cyber-attacks and software bugs, which were once rare or
had a negligible impact, are now prevalent and can be severe [5, 19]. As a result,
ensuring the robustness of a CPES against the full range of disturbances is infeasible
and costly. In this regard, resilience is an emerging concept [20]. In contrast to
traditional robust systems designed considering only known and highly probable
disturbances, a resilient system should be able to absorb (without failing) and then
recover from new, unforeseen and low probable disturbances as well [21]. Since
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disturbances in a system are inevitable due to external factors, resilience is not about
preventing them but managing how the system behaves during a disturbance and
the subsequent recovery [22].

The concept of resilience can be depicted using the bathtub curve in Fig. 1.1. This
figure shows an exemplary performance over time of a resilient and a non-resilient
system. When faced with a disturbance, a non-resilient system fails, i.e., performance
drops nearly to zero. On the contrary, a resilient system stabilizes itself at a lower
level of performance and returns to normal performance without completely failing.
Resilience, in principle, deals with the performance of a system over time [21].
In this regard, the PS operational state classification proposed by the European
Network of Transmission System Operators for Electricity (ENTSO-E) is widely used
by system operators to determine the current performance of a PS [23]. Based
on certain parameters, the performance of a PS can be classified into one of five
operational states - Normal, Alert, Emergency, Blackout and Restoration. These
states give an overview of the current PS performance, and the sequence of states
over time is referred to as the operational state trajectory. Disturbances can cause
transitions from a better to a worse state, referred to as state degradation (e.g.,
Normal to Alert, Emergency to Blackout). Depending on which state the PS is in,
suitable remedial actions using grid services can be applied to improve the state.
This is called state recovery (e.g., Alert to Normal). A detailed explanation of the
ENTSO-E state classification is presented in [23]. A drawback of these operational
states is that they do not adequately capture the impact of ICT disturbances on the
interconnected PS. Specifically, the impact of performance degradation of the ICT-
enabled grid services on the state of PS is not considered. This limits its applicability
in analysing the behaviour of CPESs.

1.4 Challenges and Research Gap

The limitation of the PS operational states can be better understood by investigating
the sequence of disturbances and the resulting operational state trajectory of the
aforementioned 2003 North American blackout. Fig. 1.2 shows the corresponding
trajectory with the operational states representing the PS performance on the y-axis
with time and disturbances on the x-axis. PS disturbances are denoted using red
arrows, and ICT disturbances using red crosses. The solid black line shows the state
trajectory, the details of which can be found in [12]. Since the generator trip did
not cause a state degradation, it can be said that the PS absorbs (or is robust to)
this disturbance. Contrarily, the next three PS disturbances, i.e., DP & L line trip,
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Fig. 1.1: Bathtub curve showing behaviours of a resilient and a non-resilient system.

chamberline line trip and the resulting voltage collapse, cause degradation to Alert,
Emergency and Blackout, respectively. From the figure, it is evident that while the
operational states capture the impact of PS disturbances, they cannot capture the
impact of ICT disturbances. In particular, the failures of the state estimation service
and the alarm system cannot be represented using these operational states. As a
result, the impact of ICT disturbances is hidden from an operator, who uses these
states to monitor the system. This emphasises the need for a joint operational state
classification for CPESs, which can track not only the performance of the PS but
also the interconnected ICT system as well as the interdependencies between the
systems. Specifically, the performance of the ICT-enabled grid services should also be
tracked as they are used to monitor and control the underlying PS. As demonstrated
by the blackouts in Sec. 1.2, disturbances in ICT systems impact the performance
of the grid services, which then impacts the PS performance. Although operational
states of CPESs have been a focus in literature, they only partially consider the
interdependencies [24, 25, 26], do not consider the ICT-enabled grid services at
all [27, 28] or are limited to certain grid services [29, 30].

As concluded by [12, 16], the North American blackout could have been prevented
by timely detection of the ICT disturbances. Remedial actions using suitable grid
services could have been deployed to recover the operational state trajectory, as
indicated by the green arrows and dotted black lines in Fig. 1.2. It can be seen
that the recovery trajectory in Fig. 1.2 resembles the trajectory of a resilient system
depicted by the bathtub curve in Fig. 1.1. This indicates that the operational state
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trajectory of a system can be used to assess its resilience, especially because the
operational states capture the system’s performance. As mentioned in Sec. 1.3,
modern CPESs should be designed to be resilient since they have new and complex
modes of disturbance propagation, particularly via the ICT-enabled grid services (cf.
Sec. 1.3). This requires a methodology and metrics to assess their resilience. In this
regard, existing research does not focus specifically on the resilience of ICT-enabled
grid services [31, 32, 33], the failure of which, as shown in Fig. 1.2, can impact the
PS and, consequentially, the overall CPES.

1.5 Research Questions and Objectives

Based on the research gap presented in the previous section, this section describes
the two research questions of this dissertation, along with the requirements of their
corresponding artefacts. The first research question is as follows:

RQ1: How to model the operational state trajectory of a CPES, considering the interde-
pendencies between power and ICT systems?
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This research question aims to develop a formal joint operational state model for
CPESs considering the constituting power and ICT systems. Following an investiga-
tion of the interdependencies between the two systems, a novel operational state
model for the ICT system will be developed and formalised with a focus on the
ICT-enabled grid services. This is because these grid services have a direct impact
on the operation of the interconnected PS and are, therefore, an important aspect
of the interdependencies. For the PS states, the aforementioned and established PS
operational states by ENTSO-E are used. Although these states are well described
in the literature [23], they are formalised for the purpose of simulation studies in
this dissertation. The combination of these models yields a formal joint operational
state model for CPESs, which is the artefact of RQ1. This model should be able to
analyse the propagation of multi-domain, i.e., PS and ICT, disturbances in terms
of the operational state trajectory of the PS and the ICT-enabled grid services. In
the scope of this dissertation, the developed model should satisfy the following
functional requirements.

FR1: The model should consider the interdependencies between power and ICT
systems. Specifically, the two types of interdependencies, namely, structural
(via physical connection) and functional (via logical connection) [10], should
be modelled.

FR2: The model should be able to analyse degradation (caused by disturbances)
and recovery (caused by remedial actions) using operational state trajectory.

FR3: The model should be able to analyse the two types of disturbance propagation,
namely, cascading (one disturbance causing another) and escalating (one
disturbance exacerbating the impact of another) [10].

The quantification and assessment of a system’s resilience, however, requires the
analysis of its behaviour (or state trajectory) considering a wide range of distur-
bances. This not only requires certain modifications to the model from RQ1 but also
requires suitable metrics to quantify resilience. Based on this, the second research
question can be defined.

RQ2: How to quantify and assess the resilience of the ICT system in CPESs with a focus
on the grid services?

The focus here is on the resilience of the ICT-enabled grid services as they are an
essential aspect of the dependence of the PS on the ICT system [34]. Following an
investigation of the phases of resilience, metrics will be developed to quantify the
resilience and the performance of the grid services based on their corresponding
state trajectory. Then, the operational state model for the ICT-enabled grid services
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from RQ1 will be extended to consider a wide range of input disturbances based on
which the developed metrics will be calculated. This methodology and metrics for
quantifying the resilience of ICT-enabled grid services is the artefact of RQ2, which can
be used to analyse and compare different ICT design options based on the resilience
of the grid services. This contributes towards the design of resilient CPESs. In
the scope of this dissertation, this artefact should satisfy the following functional
requirements:

FR4: The methodology and metrics should be able to quantify the performance and
resilience of ICT-enabled grid services in CPESs.

FR5: The methodology and metrics should be able to measure the contribution of
individual phases on the overall resilience of grid services.

The research questions are deemed to be answered if the resulting artefacts satisfy
all the functional requirements. To evaluate the practical relevance and future-proof
nature of the developed artefacts, the following four non-functional requirements
are identified. While the functional requirements are the main objectives of the
artefacts, the non-functional requirements evaluate the boundaries of the artefacts
in achieving these objectives. Note that the first two non-functional requirements
are applicable for the joint operational state model (artefact of RQ1), and the last
two are for methodology and metrics to assess the resilience of ICT-enabled grid
services (artefact of RQ2).

NFR1: Adaptability evaluates the ability of the developed model to analyse different
types of PS and ICT disturbances. This is relevant because modern CPESs face
a wide range of power and ICT disturbances, which, as discussed in Sec. 1.2,
can propagate across the boundaries of the respective system.

NFR2: Extensibility evaluates the ability of the developed model to include additional
grid services. This is relevant because, due to increased ICT penetration, future
PSs will be more reliant on ICT-enabled grid services for their operation, which
can then result in the inclusion of more grid services.

NFR3: Scalability evaluates the ability of the developed methodology to consider ICT
systems of various sizes and is relevant due to the large-scale nature of CPESs.

NFR4: Comparability evaluates the ability of the developed methodology and metrics
to compare different ICT system designs based on the resilience of the grid
services. This requirement is relevant as several options exist to design ICT
systems for CPES, mainly due to the rapid development of ICT technologies.
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1.6 Methodology and Structure of this Dissertation

To systematically answer the research questions, this dissertation follows the design
science research process (DSRP) [35]. It is a methodology suited for the design and
development of research artefacts and has six phases: (i) motivation and problem
identification, (ii) defining objectives of the solution, (iii) design and development,
(iv) demonstration (v) evaluation and (vi) communication. The phases build upon
one another, and phases ii to vi can be iterated for improving or modifying the
artefact based on the outcome of other phases. Fig. 1.3 shows the structure of this
dissertation following the DSRP phases, which are shown in blue bubbles. The
arrows represent the linkage between the chapters.

Chap. 1 & 2
Motivation, 
state-of-art, 

research gap, 
objectives

O
p

eratio
n

al state 
m

o
d

el o
f grid

 services

i, ii

Chap. 3 & 4: Design
Operational states of 

grid services 
(concept), joint 

operational state 
model for CPES

iii

Chap. 5: Demo. & 
Evaluate

Joint operational 
state model for CPES

iv, v

Chap. 8
Conclusion and 

Future work

Chap. 6: Design
Methodology and 
metrics to assess 
resilience of ICT-

enabled grid services

iii

Chap. 7: Demo. & 
Evaluate

Methodology and 
metrics to assess 
resilience of ICT-

enabled grid services

iv, v

A
rt

ef
ac

t 
o

f 
R

Q
1

A
rtefact o

f R
Q

2

Fig. 1.3: Structure of the dissertation based on DSRP. The phases are shown in the blue
circles [35].
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Chapters 1 (the current chapter) and 2 correspond to phases i and ii. This chapter
motivates the underlying problem and identifies the research gap and objectives of
the two artefacts. Chapter 2 provides an in-depth analysis of the relevant state of
the art, where the fundamental concepts used in this dissertation are also discussed.
Specifically, Secs. 2.6 and 2.7.2 discuss the state of the art corresponding to RQ1
and RQ2, respectively. These sections also provide further reasoning on the choice
of the objectives in Sec.1.5.

Chapters 3 and 4 correspond to the DSRP phase iii. Chapter 3 conceptualises the
operational states of the ICT-enabled grid services, a core aspect of this dissertation.
It also presents case studies on the operational states of three grid services, namely,
state estimation, on-load tap changer-based voltage control and redispatch of DERs.
Using this concept, Chapter 4 presents the formal description of CPES and then
develops the operational state model of the ICT-enabled grid services. This model is
then further used to develop the joint operational state model for CPES, which is
the artefact of RQ1.

Chapter 5 corresponds to DSRP phases iv and v, where the developed artefact of
RQ1 from Chapter 4 is demonstrated and evaluated. This is done using simulations
with power and ICT system simulators. The goal is to demonstrate the ability of the
developed model to analyse the propagation of multi-domain disturbances between
the two systems using the operational state trajectory. These simulations are also
used to validate the developed model. The evaluation of the developed model
(artefact of RQ1) is also summarised in Chapter 5. Here, the identified functional
and non-functional requirements are qualitatively evaluated using simulation results
from the demonstration.

Since this dissertation has two artefacts corresponding to the two research questions,
the DSRP phases iii, vi and v are performed twice (once for each artefact). This
can be seen in Fig. 1.3. Chapter 6 also corresponds to phase iii, which developed
the methodology and metrics to assess the resilience of ICT-enabled grid services.
This chapter builds on the concept and the operational state model from Chapters 3
and 4, representing the linkage between the artefacts of this dissertation. The result
of this chapter is the artefact of RQ2.

Chapter 7 also corresponds to DSRP phases iv and v, where the developed artefact of
RQ2 from Chapter 6 is demonstrated and evaluated. This is done using simulations
considering only the ICT system. The goal is to demonstrate the ability of the
methodology and metrics to quantify the resilience (and its constituting phases) of
ICT-enabled grid services considering different ICT system designs. This chapter also
quantitatively evaluates the artefact of RQ2 based on the identified functional and
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non-functional requirements. Here, ICT systems of different sizes and designs are
used.

Chapter 8 finally summarises the dissertation and identifies several future research
directions.

Phase vi of the DSRP is the dissemination of the results obtained in the above phases
and is, therefore, not shown in Fig. 1.3. Since this dissertation lies in the intersection
of electrical power systems and computer science, relevant conferences and journals
from both disciplines were targeted. A detailed list of publications associated with
this dissertation can be found at the end of this dissertation under Own Publications.
The feedback from these publications was incorporated into the artefacts by suitably
iterating over the relevant DSRP phases. While [36] and [37] motivate the research
questions, [9] and [38] focus on the operational states of the ICT-enabled grid
services (part of RQ1 artefact). The joint operational state model for CPESs (artefact
of RQ1) was then conceptualised, designed and demonstrated in [34], [39] and [11],
respectively; whereas the method and metrics for resilience assessment (artefact
of RQ2) were conceptualised, designed and demonstrated in [40]. Initial ideas for
some of the future research of this dissertation are then discussed in Refs. [41, 8,
42]. Furthermore, this dissertation serves as a comprehensive publication for both
artefacts.

Collaborative work: Certain parts of the conceptualisation, development and
demonstration of the joint operational state model for CPESs (artefact of RQ1) was
done in collaboration with Marcel Klaes of the ie3 Institute at the TU Dortmund
University. His focus was primarily on the power system aspects, the integration of
the ENTSO-E operational states and operational decisions based on optimal power
flow (Secs. 4.4.4 and 4.4.5). These are further elaborated in his dissertation, where
he also analyses the dynamic aspects of the power system.
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Fundamentals and State of
the Art

2
This chapter first presents the fundamentals and the definitions used in this disserta-
tion. This is followed by the state of the art pertaining to the two research questions,
based on which the concrete objectives for the artefacts in Sec. 1.5 were identified.

2.1 Cyber-Physical Energy Systems (CPESs)

As mentioned in Sec. 1.1, ICT is integrated to monitor and control modern-day PSs
with increased renewables, giving rise to CPESs. An ICT system comprises hardware
and software components to enable advanced monitoring and control, fast data
transfer and processing, and real-time decision-making. PS operation relies on the
grid services, which in turn rely on different combinations of the aforementioned
ICT components. CPESs typically have a network of computer systems interacting
with each other and the PS via physical inputs and outputs. Fig. 2.1 shows a CPES,
where the power and ICT systems are represented as layers. The solid lines represent
the interaction among the components within a layer, and the arrows show the
information passed across the layers. The ICT system consists of three layers, namely,
operational technology, information technology and decision-making. The layers of
a CPES are explained in the following sections.

2.1.1 Power System

This layer comprises physical equipment for generating, transmitting, and distribut-
ing power to the end consumers. A typical PS geographically spans large areas and
includes equipment such as power generators, power lines, transformers, switches,
circuit breakers, capacitor banks and loads. An electrical substation is a collection
of PS equipment where voltage is transformed from high to low or vice-versa for
transmission, distribution, transformation and switching. Power flows through
several substations at different voltage levels between the generating stations and
the consumers. The role of PS is to reliably supply power to its consumers whilst
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Fig. 2.1: Overview of a cyber-physical energy system.

ensuring the safety of its equipment and operating personnel. This requires moni-
toring and control of the PS and is provided by the ICT system. Furthermore, due
to the penetration of DERs, especially at the medium and the low voltage levels,
traditional consumers can now produce and exchange power, bringing in the need
for monitoring and control (and consequentially ICT) on these voltage levels as
well. Further information on PS equipment and its operation can be found in [43]
and [44].

2.1.2 Operational Technology

The operational technology (OT) layer is a part of the ICT system and consists of
devices for gathering measurements and performing both automatic and manual
control (or actuation) on the PS. In conventional power grids, OT refers to the
devices in the supervisory control and data acquisition (SCADA) environment. This
layer is typically located at the substations and consumer premises. OT devices
can have different functionalities; for example, phasor measurement units (PMUs)
can only measure parameters. In contrast, intelligent electronic devices (IEDs),
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programmable logic controllers and smart meters can measure parameters as well
as control PS equipment. The type of OT devices also varies depending on the type
of substation. While PMUs are common in the transmission substations (extra-high
and high voltage levels), they are yet to be prevalent in the distribution substations
(medium voltage level) [45]. Examples of measurements from sensors are voltage,
current, power injections and switch state, while examples of control actions are
changing the tap position of a transformer and the power output of a generator.
These devices use the communication network for exchanging measurement and
control data. Based on [46], OT is defined as:

Definition 1 Operational technology (OT) consists of programmable devices with
hardware and software that either interact directly with the physical environment or
manage devices that interact with the physical environment. OT devices can detect
or cause a change through monitoring and/or make suitable decisions to control the
physical equipment and assets.

2.1.3 Information Technology

Information technology (IT) refers to the communication network comprising devices
such as routers, antennas, fibre optic cables and hubs. This layer handles the transfer
of data between the OT devices, as well as between the OT layer and the decision-
making layer. The IT network within a substation is referred to as a field area
network (FAN), and the IT network between substations or between substations (or
between substations and control room) is referred to as a wide area network (WAN).
Considering the increasing ICT at the low voltage level, consumer premises (e.g.,
households and office buildings) can also have a communication network called
a building area network (BAN). Since FAN and BAN are typically within premises,
i.e., substations and buildings, respectively, they can be referred to as local area
networks (LANs). Based on [47], IT is defined as:

Definition 2 Information technology (IT) encompasses all technologies for informa-
tion transfer, including software, hardware, communications technologies and related
services. In general, IT excludes embedded technologies that generate data on their
own but focus on transferring the data generated from the OT and the decision-making
layers.

Fig. 2.2 shows the differentiation of WAN, FAN and BAN based on the data rate and
coverage range requirements [48]. It can be seen that the data rate requirement
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increases along with the coverage range. This can be attributed to the requirements
of various grid services that use the communication network. Services that use
BANs typically are home/building automation and energy management, which
require exchanging measurements between the OT devices within a consumer
premise. They require only a low data rate (up to 100kbps) with a short coverage
distance (up to 100m). BANs can be connected to FANs using a smart meter
gateway. Services on FAN include smart metering and demand response, where
data is exchanged between many OT devices within a substation as well as between
BANs. Compared to BAN, the grid services that use FANs require a higher data
rate (10kbps - 10Mbps) and larger coverage disturbance (up to 10km). Note that
FANs can also connect substations in close proximity. Grid services that use WAN
include wide-area monitoring protection and control, state estimation and islanding,
which require exchanging large amounts of data at a much higher data rate (10
Mbps–1 Gbps). These services are crucial for the stability of the PS as a whole.
WAN facilitate data exchange among substations or between substations and the
control centre. Since PSs are spread over large distances, WANs also have an
extended coverage range (up to 100 km). The IT requirements of the grid services
are referred to as quality of service requirements [8]. In addition to data rate and
coverage distance, grid services may also have other requirements, such as latency
and packet loss [49]. Fig. 2.2 also shows the typical technologies used in BAN, FAN
and WAN. Here, a distinction can be made between wired and wireless technologies.
Wired technologies are more secure and can offer higher speeds but have a higher
installation cost and effort. They are prominent in the power transmission system,
where the TSOs privately own and operate the IT network. Such networks are
dedicated only to the PS. Contrarily, wireless technologies have lower installation
costs but are less secure and comparatively offer lower speeds. They are prominent
in the distribution grids (medium and low voltage levels), where the DSOs typically
use shared public infrastructure such as cellular. Although using such networks is
cheaper and has less overhead for the grid operator, due to their shared nature, they
may not always guarantee the resources required for running all the grid services in
it [49]. Details on these communication technologies can be found in [48, 50].

2.1.4 Decision-making

This layer processes the data received from the IT layer to derive suitable control
actions. Depending on the system architecture, the decision-making can occur at
servers in control rooms or at the OT devices themselves. Transmission grids typically
have a control room, where data from the OT layers are gathered for decision-making.
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Fig. 2.2: Data rate and coverage distance for IT technologies and network hierarchies.

Contrarily, decision-making in substations occurs at the OT devices, in which case,
communication between the OT devices would be required. These decisions can be,
for instance, via devices such as IEDs and programmable logic controllers having
industrial computer systems that process the received data, resulting in control
actions on the PS component connected directly or indirectly to them [3]. These
actions could be broadly classified into three categories [43]:

• Preventive actions are taken preemptively before a disturbance to prevent the
system from entering an insecure (or undesired) state, possibly restoring it to
a secure state. Examples of such actions are activating non-spinning reserves
or switching on compensators.

• Curative actions are taken as a reaction to a disturbance to mitigate its impact
and, eventually, restore the system to a secure state. These actions are taken
when the system is already in an insecure state. Examples include fault
isolation, tripping of generators and, in extreme cases, load shedding and
islanding.

• Economic actions aim to decrease the operating cost of the system. They are
taken only when the system is secure and there is no disturbance prognosis.
Examples of such actions include using economic dispatch of generators and
peak shaving.

Furthermore, due to the strong coupling between power and ICT systems in CPESs,
the decision-making could also be aimed at ICT problems. Examples include rerout-
ing traffic in the IT network in case of congestion, restarting a server in case of a
crash and reallocating services in case of a hardware failure [42]. However, ICT
decision-making would require its own tools and devices to monitor and control
the ICT system. Examples of such tools are software-defined networks and network
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function virtualisation [8]. The ICT decisions could also be categorised into pre-
ventive and curative actions. From the ICT perspective, economic actions are done
during system planning and not during operation [51].

In a nutshell, the ICT system has four functions, namely, measuring, actuation, data
transfer and processing (computation). The sensors in the OT layer measure physical
parameters (e.g., voltage, temperature, active power) as well as the status of PS
components (e.g., switch state, transformer tap position), which are then transferred
via the communication (IT) network to the decision-making layer. Here, the received
data, i.e., measurements and statuses, are processed, and suitable control actions
are derived. These actions are then transferred back via the communication network
to the OT layer, where controllers (or actuators) make the required modifications
to the PS equipment. Note that certain OT devices are also capable of making
decisions, in which case, communication between the devices in the OT layer would
be required.

2.2 ICT-enabled Grid Services

This section presents an overview of ICT-enabled grid services in CPESs. Its definition
and types are first discussed, followed by their typical architectures.

2.2.1 Defintion and Types

The layers of the ICT system in CPES enable different grid services, which aid in grid
operation. In this dissertation, they are defined as:

Definition 3 ICT-enabled grid services comprise a combination of hardware and soft-
ware components of the ICT system that support the operation of a CPES. This includes
services for monitoring and data processing, economic optimisation, as well as preventive
and curative actions against potential emergency situations.

Based on the ENTSO-E system operation guideliens [52], the grid services, depend-
ing on their functionality, can be broadly classified into two categories [34]:

High-level services comprise grid services that aid monitoring PSs by gathering
measurements (e.g., voltage, current) and provide situational awareness1 to the

1Situational awareness is the perception of the elements in the environment within a volume of
time and space, the comprehension of their meaning, and the projection of their status in the near
future [16].
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grid operator. They correspond to the tools and facilities from [53]. Examples
include state estimation, communication between the control room of other TSOs
and operational security analysis (e.g., power flow and contingency analysis).

Remedial actions are the countermeasures that can restore PSs when they are in
an undesirable state and prevent them from entering that state in the first place.
As mentioned in Sec. 2.1.4, the former is called curative actions, while the latter is
preventive actions. These actions actuate PS equipment based on the monitoring
information from the high-level services. Examples include changing transformer
taps, switching topology and changing setpoints of DERs. A non-exhaustive list of
remedial actions can be found in [54].

Remedial actions are essential only when the grid is in an undesired state or when
there is a prognosis of an undesired state. In contrast, as evident from the 2003
North American blackout (cf. Sec. 1.2), high-level services are always essential
as suitable remedial actions can only be deployed with the correct knowledge of
the underlying problem in the PS. Furthermore, one high-level service can impact
multiple remedial actions. For instance, all remedial actions that are deployed from
the control room depend on state estimation [55].

2.2.2 Architectures

The design of ICT systems in CPESs consists of designing the grid services con-
sidering their quality of service requirements. Due to the complex nature of PS
operation, these grid services share and combine several ICT components on dif-
ferent geographic levels, time scales and quality of services [49]. For example, an
IED can provide measurements from a PS component for both state estimation and
demand response at different data rates [38]. In this regard, the architecture of the
grid services influences the flow of data between the OT devices and the location
of decision making. Although several definitions exist for system architectures for
several disciplines, such as control theory, software development and communication
systems, this dissertation follows [56], where the following five architectures of
ICT-enabled grid services are identified. These architectures are illustrated using a
medium voltage power grid in Figs. 2.3 and 2.4. The dashed orange lines represent
location area communication.

Local: This is limited to the control of one PS equipment and is typically realised
using a single OT device, which is located at the controlled equipment. The OT
device measures the required parameters locally (or directly), processes them and
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sends control actions back to the equipment. In Fig. 2.3, this is illustrated by OT5,
which controls the transformer T3. As there is no external communication, this
architecture does not use the IT layer. Simple grid services, like changing transformer
taps based on local voltage or opening a circuit breaker based on the local current
measurements, can be realised using this architecture.

G G

GGG

OT2OT1

OT5

OT4OT3

Feeder 2

Feeder 1

T1

T2

T3

Direct linkCommunication

Fig. 2.3: Architectures of ICT-enabled drid services - local (OT5), decentral (OT1, OT2) and
distributed (OT3 and OT4).

Central: Here, a central entity controls all PS equipment. In this architecture, data
is transmitted via the IT network to a central entity, where the received data is
processed, and decisions are made either automatically by software programs or
manually by humans. In Fig. 2.4, this is illustrated by OT4, which controls all the PS
equipment in Feeder 2. Grid services such as topology management and contingency
analysis that require the overview of the whole grid belong to this category [44].

Decentral: In this architecture, groups of PS equipment are controlled using one or
more OT devices. Communication via the IT layer is present within the group but
not across the groups. This implies that there is no dynamic (i.e., during operation)
coordination between the decentral groups. In Fig. 2.3, OT1 and OT2 each control
three PS equipment of Feeder 1 in a decentral manner. The authors in [57] present
a decentral voltage control with the PS partitioned into groups, each with its own
controller that gathers measurements from and controls the PS equipment in that
group. Here, the coordination between the groups is done statically (i.e., during the
design phase) using PV and VQ curves.
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Fig. 2.4: Architectures of ICT-enabled grid services - central (OT3) and hierarchical (OT1
and OT2).

Distributed: Similar to the decentral architecture, a distributed architecture also
has groups of PS equipment controlled by one or more OT devices but with commu-
nication within and between the groups. This implies that the groups can cooperate
to reach a collective decision according to the goals that have been set. In Fig. 2.3,
OT3 and OT4 control three PS equipment of Feeder 2 in a distributed manner with
communication between them. Multi-agent systems belong to this category. An
agent-based distributed redispatch service is presented in [58]. Here, the substations
of a transmission grid are equipped with an agent, which communicates and controls
the PS equipment of that substation to remedy overloads.

Hierarchical: This can be regarded as a mixture of the above categories, where the
devices are organised in two or more hierarchical levels. The higher level coordinates
the lower levels, which control either single or groups of PS equipment in a local,
decentral or distributed manner. OT1 and OT2 in Fig. 2.4 are in a hierarchical
architecture with OT3. From a substation perspective, OT1 and OT2 can be at the
bay level, while OT3 can be at the station level. In the hierarchical state estimation
from [59], the substations run state estimation using local measurements in a
decentral manner. The local estimates are transferred to a central control centre,
which then coordinates the local estimates using the power flow measurements from
the branches that interconnect the substations. The main benefit is that the control
centre requires less computational effort since there is a reduced amount of data
transmitted from substations to the control centre.
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While local, central and decentral grid services have been a part of traditional PSs,
the increased ICT penetration in medium and low voltage levels has increased dis-
tributed and hierarchical grid services [57]. This can also be attributed to the rising
prominence of multi-agent systems [60]. Central services can also communicate at
high speeds across large distances using IT technologies shown in Fig. 2.2.

The type of architecture also depends on the perspective of the system and the grid
services. An OT device controlling PS equipment in a substation can be considered a
central architecture from the substation’s perspective. This can, however, also be
regarded as decentral if the same is applied to the whole PS with several substations,
each controlling its underlying equipment. For example, in Fig. 2.3, OT1 can be
regarded as a central controller from the perspective of transformer T1 but as a
decentral controller from the perspective of Feeder 1.

The choice of architectures for designing grid services depends on factors such as
cost, complexity, communication overhead and fault tolerance. While central services
are cheaper and easier to set up and maintain, the failure of the central entity will
result in the failure of the whole grid service (single point of failure). Decentral and
distributed systems, by definition, do not have a single point of failure, as parts of
the system can still be operational despite failures. However, they are costly and
complex to set up and maintain compared to centralised grid services. Furthermore,
distributed grid services are more fault tolerant but more costly and complex to set
up and maintain than their decentral counterparts. Since hierarchical grid services
are a mixture of the other types, they are between central and distributed in terms of
their pros and cons. Central grid services typically exchange large volumes of data
between the field and the central control room, resulting in high communication
overhead. Decentral, distributed and hierarchical schemes have comparatively more
data flow between the field devices (within the hierarchy) but reduced or even
no data flow to the control room (between hierarchies). Additionally, there exist
countermeasures that can address some of the drawbacks of these architectures.
Measures such as redundancy [37] and local fallback modes [11] can make central
grid services resistant to a single point of failure. Virtualisation-based measures can
change the grid service architecture during operation by reorganising and rerouting
the data flow dynamically [42, 61]. However, such measures typically come with
an increased cost and complexity. To summarise, there exist several options for
designing ICT systems in CPESs, the choice of which should be decided based on the
desired (fault tolerant) behaviour of the grid services, keeping costs and complexity
in mind.
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2.3 Disturbances in Power and ICT Systems

In this section, unless otherwise specified, the ICT terminologies are adapted from [62],
and the PS terminologies are adapted from [63, 64].

The aim of system design is to ensure that the system operates at the required
level of performance considering available resources (e.g., cost). However, certain
events, both natural from the environment and man-made, challenge a system’s
performance, potentially pushing the system to an undesired state. Authors from PS
and ICT domains refer to such events using different names.

In the ICT domain, a distinction is made between faults, errors and failures, and is
illustrated in Fig. 2.5. A fault refers to a problem or defect in a component or system
that can cause an incorrect or unexpected behaviour. Faults can be internal (e.g.,
software bug, hardware defect) or external (e.g., temperature, physical interference).
A fault is said to be active when it manifests as an error. Otherwise, it is dormant.
Error is the deviation between the actual and expected output and can result from
faults or other external events. Errors are associated with the internal parts or
components that interact and constitute a system. As shown in Fig. 2.5, errors can
propagate among the internal parts of a component (or a system). A failure occurs
when an error or a set of errors unacceptably alters the service delivered by the
system, i.e., the system does not offer the desired level of performance. Here, the
term system can also refer to a component (e.g., server) comprised of several sub-
components (e.g., processor, hard disk). Component failures can cause faults in the
encompassing system or in other components that are interfaced with it. Similarly,
system failures can cause faults in the other systems to which it provides a service.
In Fig. 2.5, the level of service provided by the component decreases (i.e., failure
of the component) when the underlying errors reach the corresponding interface.
In a nutshell, a fault can cause an error in one or more internal components of a
system. However, a failure occurs only when these errors propagate to the interface
and impact the service delivered by the system. For example, an incorrect part of
the code (error) from a developer, when activated by an input that uses this part of
the code (fault), may cause the program to terminate (failure).

These terminologies are used differently in the PS domain. Here, a fault in a PS
is an abnormal condition that interferes with the normal (or desired) power flow.
PS faults can be broadly classified into open-circuit and short-circuit. The origin
of a fault, known as causes, can be internal (e.g., ageing, improper maintenance)
or external (e.g., tree falling, human damage). Faults can also occur within a
component, potentially damaging the component (e.g., transformer damaged due
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Fig. 2.5: Fault, error and failure in the ICT domain [62].

to overheating). A fault may cause a failure, which is the incapability of a system
or a component to fulfil its desired function. From a system perspective, failures
refer to power outages, and from a component perspective, they refer to damage or
maloperation. For example, a tree branch falling on an overhead line (cause) can
result in a short circuit (fault), which, when not isolated by the protection system,
will result in a power outage to some consumers (failure). Similar to the ICT domain,
certain PS failures may also lead to faults. Impurities (cause) can lead to insulation
breakdown (failure) in an underground cable, leading to a line-ground short circuit
(fault). Since PSs are typically designed with N-1 redundancy, failures in a PS (i.e.,
blackouts) are caused by combinations of component failures and other influencing
factors [65].

A key difference between the PS and ICT terminologies is that events, such as ageing
and tree falling, are referred to as faults in the ICT domains but as causes (which lead
to faults or failures) in the PS domain. Additionally, although the term error is not
widely used in PSs (but is well established in the ICT domain), certain authors such
as [16, 66] use it to capture incorrect human actions such as faulty relay settings
or tap change. Still, malicious actions such as vandalism and cyber-attacks are
considered as causes. Furthermore, based on the disciplines of analysis, numerous
terms exist for the events that challenge the functionality and performance of a
component or a system [20]. Tab. 2.1 lists some of these terms. To maintain a
consistent nomenclature in this interdisciplinary dissertation considering PS and ICT
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systems, the term disturbance is used and will include all terms in Tab. 2.1 and is
defined as follows:

Definition 4 A disturbance is an unexpected event that can cause damage and/or
disrupt system performance. Disturbances can be from both PS and ICT systems and
will often require remedial actions to be taken. Examples of disturbances are disruptions
of power lines, sudden generation fluctuation, transformer malfunction, software bugs,
cyber-attacks and failure of servers [64].

Tab. 2.1: Different terms to denote disturbances in the literature of CPESs [20].

Perturbations Anomalies Harmful events Emergency
Disruptions Threats Losses Hazards
Adversity Shocks Stressors

In this dissertation, the term disturbance refers to the impact of faults and causes on
the CPES. For instance, a power line could be disrupted (disturbance) because of
weather, overload or tree contact, all of which are causes. In the ICT system, software
can give incorrect output (disturbance) due to bugs, user errors or cyber-attacks,
all of which are faults. These disturbances, as explained later in Sec. 2.5, can also
propagate to cause or aggravate other disturbances. A CPES should be designed so
that disturbances (as many as possible) should have either no or minimal disruption
on the system’s performance, considering available resources.

2.4 Operational States of Power Systems

The operational states of a PS capture its current performance. The literature
presents different versions of PS operational states. The German Association of
Energy and Water Industries (BDEW) presents the smart grid traffic light concept [67],
which is proposed for distribution grids and is aimed at the use of grid flexibility and
market participants. For a particular time period, the status of a PS segment can be
classified into green, amber and red states (or phases). Each state has specific rules
for the interaction between market participants (e.g., suppliers, balancing group
managers, generators) and the grid operator. The state classification is done by the
operators using forecasts based on parameters such as load profiles and weather
data from their grid segment. These states indicate the general need for flexibility
in the corresponding grid segment. Fig 2.6 presents a summary of this traffic light
concept, which has been applied to operate agent-based distribution grids in [68].
The three states are as follows:
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Green: No critical situation (network shortage). 
Flexibilities can be fully used for the market’s benefit. 
No intervention by the operator. 

Amber: Potential or actual shortage in the network. 
The operator intervenes and uses market flexibility to 
remedy the shortage. The remaining flexibilities can 
be used for the market's benefit. 

Red: Danger to system stability and supply security. 
The operator intervenes and can impose behaviour 
on the facilities in the grid and the market.   

Fig. 2.6: Smart grid traffic light concept from BDEW.

Green: A PS segment is in the green state (known as the market phase) if there is
no critical grid situation regarding grid shortages. All market flexibility products can
be supplied and demanded without any restrictions or intervention from the grid
operator. The market participants use flexibility exclusively for the benefit of the
market.

Amber: A PS segment is in the amber state (known as the interaction phase) if
there is a potential or actual shortage regarding flexibility. The operator calls upon
contracted flexibility from the market participants to remedy the situation. The
remaining flexibilities can be used for the benefit of the market. Consumers can
adjust their behaviour and profit from contributing to the system’s stability.

Red: A PS segment is in the red state (known as the network phase) if there is a
risk to the system’s stability and, thus, the security of supply. In addition to the
measures in the amber phase, the operator directly intervenes in a controlling or
balancing manner in their own operational facilities, the facilities of downstream
grid operators and the market. The PS segment is in this phase when the operator
uses non-market-based regulation or control measures to ensure system stability.

The authors in [43, 18] propose a five-state classification model for PS. These models
are driven by disturbances and contrast the BDEW traffic light model, which is driven
by markets. Based on a combination of measurements (e.g., voltage, current) and
grid information (e.g., number of loads and generators), the current performance
of a PS can be classified in one of five states – Normal, Alert, Emergency, Blackout
and Restoration, which are shown in Fig. 2.7. Disturbances can cause transitions
from a better to a worse state, referred to as state degradation. Depending on the
PS state, suitable grid services can be applied to improve the state (curative actions)
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or prevent further system degradation (preventive actions), both of which fall under
remedial actions. This five-state model is both mandated and comprehensively
documented by ENTSO-E in [23].
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Fig. 2.7: Operational states of a power system.

The aforementioned traffic light concept is mainly aimed at flexibility deployment
considering markets. The five-state model is used in this dissertation because markets
are beyond its scope. Furthermore, this model is widely used across Europe, covers
a wider range of system behaviours (e.g., Blackout and Restorative states), and its
applicability to distribution grids has been discussed in [34]. In the remainder of
this dissertation, PS operational states refer to the five-state model.

The elements necessary for the state classification are first defined in the following
sections, and then the state classification process is explained. This explanation
summarises the vast information in [23] and is based on [34].

2.4.1 Elements of Power System Operational State Assessment

The following elements are required to assess the operational state of a PS:

Operational security limits: This is the most important criterion for the state
classification process, and it describes explicit operational thresholds for various
PS parameters such as system frequency, voltages at all buses, currents on all lines
and number of loads served. These thresholds are specific to each state, and typical
values can be found in [69].

High-level services and remedial actions: As explained in Sec. 2.2.1, high-level
services like state estimation provide situational awareness to system operators,
enabling them to detect disturbances via corresponding operational limit violations.
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Suitable remedial actions can then be deployed to counteract the disturbance and
remedy the operational limit violation. When high-level services are lost, the
operator becomes blind to disturbances and, therefore, cannot deploy the required
remedial actions. This can potentially result in blackouts [16]. The system operator
gathers a list of available high-level services and remedial actions for assessing the
operational state.

Contingency list: This list consists of all viable contingencies2 in a PS and is
compiled by the system operator. It includes all possible disturbances in components
like generators, transformers, buses and power lines that endanger the operational
limits of the grid, along with their occurrence probabilities. This list is updated and
exchanged regularly among neighbouring system operators. Additionally, a list of
exceptional contingencies is also created and exchanged. This includes uncommon
(or low probability) combinations of disturbances such as loss of double lines, loss
of a busbar, and common mode failures of generating units and direct current (DC)
links. Detailed information on this list can be found in [71].

Contingency analysis: In this analysis, each contingency from the contingency list
is simulated based on the most recent situation from the high-level services, mainly
using the state estimation results. Suitable remedial actions are then identified for
all the contingencies that would violate the operational limits. These are referred to
as critical contingencies, which are simulated once again considering the identified
remedial actions. The result of this analysis is a list of contingencies that, even after
utilisation of all available remedial actions, would still lead to an operational limit
violation. Detailed information on contingency analysis can be found in [72].

2.4.2 Power System State Assessment Process

Using the aforementioned elements, Fig. 2.8 summarises the PS state assessment
process, which is repeated at each required time instance. The Restoration state is
not shown in Fig. 2.8 as it is a special state subsequent to the Blackout state and is
not a direct result of the state assessment process. The explanation of the states and
their implication for system operation is as follows:

Normal: A PS is said to be in the Normal state if no operational limits are violated
and if the resulting list from the contingency analysis is empty. This implies that all
potential contingencies can be remedied using the available remedial actions. This

2A PS contingency is an identified, possible or already occurred fault of a component, including the
assets of the system operator as other significant grid users [70].
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state indicates that the system is working as desired, and therefore, the focus can be
on economic optimisation by decreasing operational costs.

Alert: A PS is said to be in the Alert state if the contingency analysis, based on
the current situation using the currently available high-level services and remedial
actions, has identified at least one contingency that would violate the operational
limits. This implies that there is at least one contingency for which there is currently
no available countermeasure. In this state, since operational limits are yet to be
violated, preventive actions are deployed to potentially restore the system to its
Normal state.

Emergency: A PS is in the Emergency State if any operational limit is violated (e.g.,
over/under voltage, overcurrent in lines) or if any of the tools and facilities (i.e., the
high-level services) have failed for more than 30 minutes. Note that the impact on
the system state when the failure of these tools and facilities is less than 30 minutes
is not defined in [23]. In this state, suitable curative actions have to be deployed to
remedy the problem and improve the system state.

Blackout: A PS is said to be in the Blackout state if more than 50 % of loads are lost
or if there is a loss of voltage (less than 60-80% of rated voltage [73]) for more than
3 minutes. This is the worst possible state for a PS and is typically characterised
by the system being split into unsynchronised islands. Suitable actions such as
restoration and black start should be applied to eventually return the system to its
Normal state.
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Fig. 2.8: ENTSO-E power system state assessment process (CL stands for contingency list
and RA for remedial actions).
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2.5 Interdependencies between Power and ICT
Systems

One main drawback of the aforementioned PS operational states is that they are
based solely on PS parameters and do not adequately capture the performance of
the ICT system. In other words, the PS operational states can capture the impact of
PS disturbances but not ICT disturbances. This is relevant because past blackouts
have also shown that disturbances can impact the performance of the ICT system
(cf. Sec. 1.2), thereby impacting the performance of the whole CPES. This limits
the application of the PS operational state to CPES with interdependent PS and ICT
systems.

To assess the performance of a CPES, the interdependencies between the power
and ICT systems should be considered. In this regard, interdependencies in critical
infrastructures (or systems), particularly cyber-physical systems, were explored
in [74]. Here, interdependence is defined as follows:

Definition 5 Interdependence is a bidirectional relationship between two infrastruc-
tures through which the state (or performance) of each infrastructure influences or is
correlated to the state (or performance) of the other[74].

The authors also identify four types of interdependencies, namely physical, cyber,
geographical and logical. Ref. [75] presents a simpler classification with two types.
This classification is used in this dissertation and is as follows:

Structural: A structural (or physical) interdependence arises from a physical linkage
between the inputs and outputs of two systems. An example is the PS provid-
ing power supply to ICT system components. This dependence can, however, be
decoupled using a battery backup for the ICT components.

Functional: A functional (or logical) interdependence arises when a system is
necessary to operate another system. The operation of a CPES, to a large degree,
depends on the data transmitted through ICT systems and the resulting operational
decisions. ICT disturbances, such as IT congestion, may result in delayed or incorrect
control action in the interconnected PS. This interdependence is also related to
controlling schemes that link two systems, e.g., special protection schemes [16].

Interdependencies increase the overall risk as disturbances can now propagate
beyond the boundaries of a system through them and impact the connected system.
In [10] and [26], three types of disturbance propagation, which can occur due to
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the presence of one or more aforementioned interdependencies, are identified. They
are as follows:

Cascading: This is referred to as the domino effect, where disturbances in one
system cause a disturbance in the interconnected system. Examples are a substation
failure resulting in loss of power supply to the connected ICT components and a
cyber-attack in the control room causing power interruption in certain parts of the
PS.

Escalating: This is characterised by an existing disturbance in a system exacerbating
an independent disturbance in the interconnected system, increasing its severity or
the recovery time. For example, a protection system malfunction can worsen the
impact of a short circuit, resulting in a loss of power supply to larger parts of the
PS.

Common-cause: This is a consequence of spatial interdependence where a common
disturbance could simultaneously impact both systems in close proximity. Natural
disasters typically cause such disturbances. For example, a fire can damage power
and communication lines in the same place. Since natural disasters are beyond the
scope of this dissertation, this type of disturbance propagation is not considered.

2.6 Joint Operational States of Power and ICT Systems

A joint operational state model enables the operator to assess the state (or perfor-
mance) of a CPES, potentially allowing the detection of early degradation and is the
focus of RQ1 of this dissertation (cf. Sec. 1.5). Such a model should account for
the aforementioned interdependencies between the power and ICT systems. Due
to its critical nature, several research works model PS-ICT interdependencies for
analysing the propagation of disturbances. This section presents this literature by
categorising them into operational state models and interdependence models. While
the former aims to develop general operational state models for PS and ICT systems,
the latter models the interdependencies for analysing specific use cases and does not
focus on operational states. Fig. 2.9 depicts an overview of the literature considered
in this dissertation. This section concludes with a summary of the literature review
on joint PS and ICT state models.
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Fig. 2.9: Categorisation of literature on joint operational state of PS and ICT systems.

2.6.1 Operational State Models

The literature on operational state models is further categorised into general system
models and grid service-specific models. While the former aims at modelling joint
operational states of PS and ICT systems as a whole, the latter focuses on the
operational states of specific ICT-enabled grid services.

General System Models

The pioneer joint model from [24] considers binary states for both PS and ICT
systems and is shown in Fig. 2.10a. When both PS and ICT systems are in their
normal states, the joint system is in the normal state. The ICT abnormal state
is reached when any electronic components, including software, fail. The joint
abnormal state is worse than individual abnormal states as information from the other
system cannot be used for restoration. This model is extended in [25] considering
component failure and repair rates to analyse the contribution of ICT disturbances
to PS blackouts. Particularly, the impact of inadequate operator situation awareness,
i.e., the discrepancy between the perceived state in the control room and the actual
system state, is investigated. Markov chains and Monte Carlo simulations are used
in this research.

Ref. [66] presents a model with PS and ICT systems having three states each -
ok, excited and failure, as shown in Fig. 2.10b. It is aimed at operational support
tools for control centres and can describe past incidents by tracing their trajectories
considering the interdependencies. The excited state indicates that the system is
working correctly but may soon face a critical situation, e.g., N-1 redundancy is
harmed in the PS and a failure of a redundant ICT component. This model is used
in [76] to show how ICT can aid in the detection of disturbances and recovery of the
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interconnected PS. Although [66] and [76] also discuss a service-centric approach,
i.e., consider the ICT-enabled grid services in the state models, they do not present
use cases based on it.
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Fig. 2.10: Joint operational state models from the literature.

Ref. [26] proposes a joint model with PS and ICT systems having four and five states,
respectively, specifically for describing cascading, escalating and common-cause
disturbance propagations. The model is formalised using Petri nets. While [24, 25]
model PS and ICT systems with binary operational states, the authors in [66, 26]
model the intermediate (excited or partial outage) states of the two systems. This is
essential as complex systems, especially ICT systems, exhibit graceful degradation,
i.e., operate with limited performance even when certain system parts have been
rendered inoperative by disturbances.

From a purely IT (or communication) network perspective, the authors of [77]
present the ResiliNets framework. The state of an IT network is depicted in a 3x3
matrix consisting of two dimensions, i.e., operational states and service parameters.
The former represents the functionality of its physical components, and the latter
represents the service provided by the network. Fig. 2.11 shows the ResiliNets state
space with an exemplary state trajectory of an IT system. Here, transitions T1 and
T2 represent degradations, whereas T3 and T4 represent recoveries.

Grid Service-specific Models

The authors of [78] use the binary state model to investigate the impact of demand
and generation side management services on the reliability of the interconnected
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Fig. 2.11: Resilinets state space from [77].

PS. These services are assumed to be implemented using IEDs and a simple com-
munication network. ICT disturbances can cause the grid service to transition from
the Normal to the Failed state. The aforementioned general system model [66] is
formalised using Markov models and is applied for the advanced metering infras-
tructure service in [79]. The results show the impact of failure/repair rates of ICT
components such as antennas, servers and smart meters on the overall unavailability
of the PS infrastructure. The impact of the operational states of three grid services –
decentralised grid automation, on-load tap changer, and line voltage regulator, is
proposed in [80]. A three-state Markov model is developed specifically for each of
the three grid services, and the state transitions are based on component failures
and repair. This work introduces the so-called Limited state, where a grid service
exhibits a reduced but acceptable performance. This approach is applied to special
protection schemes (SPS) in [81], where different Limited states representing the
loss of different functionalities are proposed. The impact of the states of SPS is then
analysed, considering preventive and curative disturbance scenarios.

Limitations of Operational State Models: The literature in this category has
certain common limitations. The general system models focus only on structural
dependencies and not on functional dependencies, i.e., they do not consider the
ICT-enabled grid services. This is essential since they link the operation of the power
and ICT systems [34]. While [24, 66] are only conceptual, [25, 26] consider rather
small power and ICT systems. The Resilinets framework from [77] is applied for a
realistic IT system but does not consider PSs. In general system models, it is assumed
that the failure or repair of a single ICT component will lead to a state transition.
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However, considering large-scale systems, a single component does not necessarily
impact the overall performance due to, for instance, the presence of non-critical or
redundant components. On the other hand, grid service-specific models lack generality
as they use different models for different grid services. While they consider the
states of grid services, they do not model the dependencies between them (e.g.,
redispatch from control rooms using state estimation results). The state definitions
used are specific to these models and do not hold any meaning outside the respective
model context. The conditions to identify the state of the grid services, especially
the Limited state, are also not formalised. Additionally, the states and transitions are
only based on component failures/ recoveries and do not consider other ICT system
aspects such as latency and accuracy into consideration.

2.6.2 Interdependence Models

The research in this category focuses on the interdependence between power and
ICT systems to analyse vulnerabilities and propagation of disturbances but does not
focus on operational states. Graph theoretical approaches are used in [82, 83, 27]
to model interdependencies to assess the vulnerabilities of interconnected power
and ICT systems. The authors in [82] apply the theory of complex numbers to
graph networks to represent the topological interconnections. Critical nodes are
then identified using node degree and node efficiency as metrics. A graph-based
optimisation problem is proposed in [83] to detect critical PS nodes, which, when
removed, can cause cascading disturbances in the connected ICT system. However,
it does not model the impact of ICT node removal of the PS. The authors in [27]
use power flow dynamics considering ICT dependencies as constraints to identify
critical power lines and communication links. It, however, focuses only on cascading
disturbances caused by malicious cyber and physical disturbances. The objective
functions in [83, 27] are the number of connected components and loss in the served
load, respectively. In addition to modelling cascading disturbance considering the
ICT system, Ref. [28] includes the human operator. A three-layer Markov chain is
used considering the number of power lines and communication link failures, as well
as the operator performance level. Note that these works consider both structural
and functional interdependencies.

Some works also model the interdependence to analyse specific grid services. Con-
sidering the impact of ICT vulnerabilities on emergency control, [84] formulates the
load shedding service as an optimisation problem considering ICT disturbances via
structural interdependencies. A similar approach is presented in [29] but consider-
ing the dynamical modelling of a PS and multiple communicating areas for an ICT

2.6 Joint Operational States of Power and ICT Systems 35



system. The authors [30] use stochastic activity nets to model the interdependence
focusing on the redispatch service. Here, the availability of ICT components and PS
line overload probabilities are investigated. These works also consider structural
and functional interdependencies, but the latter is limited only to the specific grid
services.

Limitations of Interdependence Models: The literature on interdependence models
also have certain limitations. They mainly focus only on cascading disturbances
and do not consider escalating disturbances. While [82, 83, 27, 28] aim to model
interdependent power and ICT systems in general, [84, 29, 30] focus on specific grid
services. The former does not consider these services (focuses only on components),
and the latter does not consider multiple grid services and their dependencies.
Furthermore, since these works do not consider operational states, they cannot
provide an aggregated view of the performance of interconnected power and ICT
systems.

2.6.3 Summary of Joint Operational States

The RQ1 of this dissertation aims to address some of the aforementioned limitations
by developing a joint operation state model for power and ICT systems considering
structural and functional interdependencies for analysing cascading and escalating
disturbances. For the PS states, the proposed model builds on the well-established
ENTSO-E operational state classification discussed in Sec. 2.4. For the ICT system,
a new model representing the states of the grid services, especially their degraded
performance, is developed in this dissertation. These states are designed to be
general to consider multiple grid services as well as their dependencies among one
another. The operation states are modelled using discrete finite state machines due
to their popularity in literature to model discrete states and transitions among them
(cf. Sec. 2.6.1). The PS, ICT system and their interdependencies are modelled using
graphs since the literature (cf. Sec. 2.6.2) suggests graph theory to be suitable for
modelling interconnected complex networks. The resulting model should be capable
of assessing the propagation of multi-domain (i.e., PS and ICT system) disturbances
in terms of the operational state trajectory of CPES while being able to consider
multiple grid services. These requirements of the joint operational state model have
been summarised in Sec. 1.5.
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2.7 System Resilience

Followed by a brief definition of resilience, this section presents the state of the art
in resilience assessment and concludes with a summary.

2.7.1 Definition of Resilience

Resilience, a concept that originated in psychology and ecology, is multi-disciplinary
with several different definitions [85], some of which are summarised in [20]. It
shows that resilience is typically about the behaviour and response of a system to
high-impact disturbances. As discussed in Sec. 1.3, resilience is not about preventing
disturbances from occurring but managing the performance of the system when
faced with disturbances. Even with regard to PSs, several definitions and notions
of resilience can be found, such as the ones in [20, 17, 21, 86]. For the sake of
cohesion, this dissertation uses the notion of resilience from the German Energy
Systems of the Future (ESYS) initiative [21], which is:

Definition 6 Resilience is defined as the ability of the system to absorb the impact of
disturbances without collapsing and then return to normal operation as fast as possible.

As presented in Sec. 1.3, resilience can be depicted by the bathtub curve in Fig. 1.1.
A resilient system, when faced with a disturbance, can stabilise itself at a lower level
of performance (i.e., degraded performance) and return to normal performance as
fast as possible without completely failing. The figure also shows that the behaviour
of a resilient system has four constituting phases, which are described as follows:

Robustness is the ability of the system to withstand (or resist) disturbances without
performance degradation. In Fig. 1.1, it can be seen that the resilient system is robust
against the first disturbance, while the same disturbance causes the performance of
the non-resilient system to degrade.

Absorption is the ability of the system to respond to a disturbance by moving to a
lower level of performance without failing (or collapsing). In Fig. 1.1, the resilient
system absorbs the second disturbance by transitioning from normal to degraded
performance. In contrast, the non-resilient system does not absorb the disturbance,
and as a consequence, this system fails.

Stabilisation is the ability of the system to maintain itself in the lower level of
performance without further degradation. The resilient system in Fig. 1.1 shows a
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stable operation with degraded performance. This phase is essential for dynamic
systems, where external disturbances may cause instabilities, which may manifest
themselves in terms of performance degradation after some time.

Recovery is the ability of the system to restore itself to normal operation. The
resilient system in Fig. 1.1 is recovered from a degraded to normal performance
faster than a non-resilient system. A resilient system after recovery is said to be in
the improved normal state, indicating that the system would learn and adapt itself
from past disturbances.

These phases are referred to by different names in the literature. For example, robust-
ness is referred to as resistance [85] or persistence [87], while absorption and stabil-
isation are collectively referred to as resourcefulness [17] or self-organisation [19].
While literature agrees about the last three phases, authors such as [21, 77] consider
robustness as a part of resilience, whereas [17, 31] do not.

Based on the time scale, resilience can be classified into short-term resilience consid-
ering individual disturbances and long-term resilience considering a set of distur-
bances [17, 19]. This dissertation focuses on the latter.

Short-term resilience pertains to the time before, during and after a disturbance
and can range from seconds to weeks. In case of natural disasters, this can go
up to months. Here, the PS behaviour is influenced by preventive and curative
services such as reserve planning, generation redispatch and ensuring black start
capability.

Long-term resilience pertains to system design and the improvements from past
disturbances. This can range from months to years and is an enabler for short-term
resilience. Examples include improving emergency plans, upgrading components,
and better personnel training.

2.7.2 Assessing Resilience of CPESs

A necessary precursor for designing resilient systems is a method to assess and
compare the resilience of different design options quantitatively. The reason is that,
as discussed in Secs. 2.1 and 2.2, several options exist to design CPESs, particularly
the ICT system. This subsection presents a literature review on the resilience
assessment of CPESs. As shown in Fig. 2.12, this is categorised into surveys &
concepts and methods & metrics.
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Assessing Resilience of CPES (RQ2)

Surveys & Concepts
[20, 21, 86, 85, 88]

Methods & Metrics
[31, 89, 90, 91, 19, 32, 30, 92, 33]

Fig. 2.12: Categorisation of literature on assessing the resilience of CPESs.

The literature under surveys & concepts constitute either literature surveys or con-
ceptual frameworks without concrete methods and use cases. Refs. [17, 20, 85]
comprehensively summarises assessment methods, quantification metrics and im-
provement measures. They conclude that the quantification and assessment of
resilience is still nascent research, including several subtopics such as reliability,
robustness, risk and security. Although several methods exist to assess and metrics
to quantify resilience, they are yet to be universally accepted or standardised for
CPESs [85]. Ref. [86] is one of the first to apply the bathtub curve to assess PS
resilience. This is improved by the authors in [88], where socio-economic tradeoffs
for assessing and improving resilience are discussed. Both these works conclude
that ICT integration is an essential enabler for resilient PSs as ICT can enable the
detection and potential mitigation of extreme disturbances. Ref. [21] discussed
resilience with a focus on reducing the risk of blackouts. The authors conclude that
the integration of ICT as well as understanding the interactions between power and
ICT systems, are important for a resilient CPES. This implies that designing resilient
individual subsystems will improve the resilience of the whole CPES.

The literature under methods & methods proposes methods to quantitatively assess
resilience, which are then demonstrated with use cases. In [31], a quantitative
approach for interdependent systems is proposed using an area-under-curve metric
called measure of performance (MOP). Resilience is calculated by integrating the
MOP over time. This is shown by the shaded area in Fig. 2.13, which consists of
three phases, namely, original steady, disruptive and recovery. The phase after the
recovery is the new steady state, where the system has learned and improved from
the disturbance. A use case of a Swiss high voltage grid is presented with available
power lines and power demand served as MOPs. Utility data, i.e., outages and repair
of components from historical events, is fundamental to quantifying resilience and
motivating system improvements [89]. Here, a resilience metric is derived using
probabilistic distributions of outages and repairs of various components. Resilience
is essentially calculated as the difference between the outage and repair curves.
This method, however, focuses only on the resilience of individual components and
not the whole system. The authors in [91] propose several quantitative resilience
metrics, referred to as indicators. In addition to the aforementioned area-under-
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the-curve performance indicators (e.g., unserved loads, disruption cost), they also
propose capacity indicators. The former indicates how resilient a system is in the
case of disturbances, while the latter indicates what makes a system resilient. Ca-
pacity indicators encompass system design aspects such as energy reserves, import
dependence and generation mix diversity.
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Recovery 
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Fig. 2.13: System resilience and measure of performance (MOP) [31].

The authors in [90] present a resilience evaluation framework consisting of four
steps, namely, recognise disturbances (e.g., natural disaster, cyber-attacks), define
resilience metrics (e.g., restoration time, load shredded), choose a methodology
(e.g., simulation- or probability-based) and obtain evaluation results (e.g., resilience
value, expected value). Simulation scenarios on the IEEE 33 bus grid with load
restored and the corresponding time taken as metrics are presented.

An assessment of PS resilience based on its operational states (cf. Sec. 2.4.2) is
discussed in [19]. Fig. 2.14 shows how these states can be mapped to the concept
of resilience, with the state transitions indicating changes in system performance.
Here, a sequential Monte Carlo-based simulation using the failure and repair rates
of components is proposed to assess PS resilience. This approach is similar to the
aforementioned Ref. [89], which uses utility data.

Regarding the resilience of ICT systems, Ref. [32] uses the Resilinets framework
from [77] to assess resilience and suggest improvement measures. Here, resilience is
quantified as the area under the trajectory through the state space shown in Fig. 2.11.
For example, the trajectory T1− T3− T4 indicates resilience, whereas T2 does not.
The authors in [30] also use the ResiliNets framework for analysing CPES resilience,
using the number of overloaded power lines and the availability of ICT components
as resilience metrics. ICT resilience for the early detection and recovery during natu-
ral disasters using metrics such as the number of damaged telecommunication lines
and base transceiver stations is investigated in [92]. Resilience in interdependent
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Fig. 2.14: Mapping of PS performance to resilience bathtub curve [19].

power and ICT systems is surveyed in [33], which discusses metrics such as the
probability of wireless transmission failure and change in telecommunication quality
of service.

Limitations: Although several methods and metrics for assessing resilience exist
in the literature, they are yet to be universally accepted or standardised [85]. A
common shortcoming is that the literature focuses only on the PS and does not ex-
plicitly consider the ICT system. ICT components (e.g., IEDs, routers, software) have
a faster innovation cycle than PS components and, therefore, undergo modifications
more frequently [86]. As a result, several options exist for designing ICT systems for
CPESs. Some options are already discussed in Secs. 2.1 and 2.2, such as different IT
technologies (e.g., cellular, ethernet), architectures (e.g., central, distributed) and
network topology (e.g., radial, meshed). This necessitates investigating the impact
of such design aspects on the performance and resilience of ICT systems. Further-
more, the ICT-focused research considers only infrastructural aspects, emphasising
data transfer. They do not consider the grid services, which impact the short-term
resilience of the PS and, consequentially, the overall CPES. Furthermore, the existing
area-under-curve metrics have unbounded domains (e.g., from zero to large values),
making them hard to comprehend and challenging to use for comparing systems.
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2.7.3 Summary of Resilience Assessment

To summarise, the current literature lacks methods and metrics to quantify the
resilience of ICT-enabled grid services. The ICT system should be designed such
that the grid services it enables are resilient, i.e., they should bounce back from
disturbances without collapsing. The RQ2 of this dissertation addresses some of
the aforementioned limitations by proposing a method and metrics to quantify
and assess the resilience of ICT-enabled grid services. This model builds upon the
operational state model from RQ1. Following the work of [19], the operational
states of grid services will be used to measure their corresponding performance
determined using sequential Monte Carlo simulations. The resulting method and
metrics should enable a comparison of different ICT design options in terms of the
resilience of grid services. These requirements for the methodology to quantify
resilience have already been summarised in Sec. 1.5.
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Operational States of
ICT-enabled Grid Services

3
This chapter conceptualises the operational states of ICT-enabled grid services in
CPESs. First, the properties of the ICT system are discussed, based on which the
operational states of the grid services are defined. These states are then applied
to three case studies, namely, state estimation, on-load tap changer-based voltage
control, and redispatch of DERs. While this chapter conceptualises the operational
states of grid services and the PS-ICT interdependencies, the following Chapter 4
presents their formal modelling. The contents of this chapter are partly published
in [34] and [11].

3.1 Properties of ICT System

As discussed in Sec. 2.2, the main functions of the ICT layers are measuring and
actuation (OT), data transfer (IT), and processing (decision making). The grid
services use a combination of hardware and software components from the three ICT
layers. Each grid service imposes certain requirements on the functions of ICT layers
referred to as quality of service requirements. Examples of these requirements are the
availability of sensors at certain buses, the speed of data transfer, and computational
resources for processing in servers [49, 38]. Violating these requirements will result
in abnormal operation of the corresponding grid service [8, 42]. Therefore, the ICT
system should be designed to satisfy the requirements of the grid services in it.

In this dissertation, the requirements of these services are represented by three
properties of the ICT system. Since the requirements are specific to each grid service,
so are these properties. They are defined as follows:

Availability is attributed to components and data of OT and decision-making layers.
Component availability is the state of being operational at a specific time and
can be measured, for instance, using heartbeats [42]. Since grid services rely
on ICT components, their performance is affected by the availability of the ICT
components. For example, a voltage control service requires the tap-changing
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controller to be functional, and a state estimation service requires a server to process
the received measurements. Data availability pertains to the required data (e.g.,
measurements, setpoints) being present and accessible at a specific time. Examples
of data availability are field measurements required for state estimation service and
open/close commands to switches for the topology management service.

Timeliness is the total time lapse between the transmission of measurements and
the reception of data (e.g., measurements and setpoints). Timeliness corresponds
to different delays in the layers of the ICT system and is illustrated in Fig. 3.1.
The speed of data transfer through the IT network, called latency, constitutes the
majority of the overall timeliness. The reason is that the serialisation and queuing
delays depend on the distances and technologies in the IT network [48]. Certain
aspects of timeliness, such as delays in the OT layer, are constant. However, other
aspects, such as the latency of the IT network and processing delays, can vary
depending on the data traffic. While latency of the IT network can be measured by
pinging [93], the processing delays at the decision-making layer can be measured
using ICT monitoring tools as shown in [55].

IT Decision 
making

Delays in 
serialisation, 

queuing, 
propagation

Delays in 
processing, 

human 
decisions

OT

Delays in 
measuring, 

aggregation, 
actuation

Measurements Setpoints

Fig. 3.1: Different aspects of timeliness corresponding to the ICT layers.

High-level services, such as state estimation, are typically run at regular intervals
of time [94]. This imposes a timeliness requirement for the field measurements to
reach the server where they will be processed. Alternatively, since remedial actions
counteract the impact of PS disturbances, their timeliness requirements depend
on the severity of the disturbance and the dynamics of the corresponding physical
phenomena [95].

Correctness is attributed to data and is defined as the closeness of data to its ground
truth. The correctness of data, such as measurements, influences the grid services
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using this data. The correctness of measurements is influenced by the accuracy of
the sensors, which is defined as a percentage deviation of its reading, e.g., 1% or
3% [96]. The accuracy of a sensor is static and can be estimated using bad data
detectors [97]. Correctness can also be impacted by noise interference and malicious
manipulations, which, in contrast to accuracy, can result in large deviations of data
from its ground truth. In such cases, estimating correctness is challenging since the
ground truth is typically unknown. Several metrics such as variance [34], largest
normalised residual test [98], uncertainities [94] and trust [99, 41] are proposed in
the literature to quantify correctness.

The grid services need not necessarily have requirements based on all three proper-
ties, e.g., timeliness is critical for remedial actions such as protection services but
is not so for certain economic services. These three properties can capture various
ICT disturbances, which impact the functions of the ICT system, i.e., measurement
and actuation, data transfer and computation (cf. Sec. 2.1). Tab. 3.1 shows how a
non-exhaustive list of ICT disturbances can be mapped to the ICT properties. For
example, ICT hardware failure due to power supply loss or damage will affect its
availability. Cyber-attacks can manipulate data (correctness) and/or perform denial
of service (availability). A distinction is made between the software of ICT compo-
nents and the servers because the former impacts only the individual component,
while the latter is more critical as it impacts the whole grid service. In this regard, a
software crash affects the grid service’s availability, while bugs can either delay the
result (timeliness) or yield wrong results (correctness).

3.2 Operational States of ICT-enabled Grid Services

The operational states of ICT-enabled grid services, which capture their performance,
are defined using the three aforementioned properties. They are as follows:

Normal: In this state, the grid service is fully functional (ideal performance) and
can be used by the operator as intended. This implies that the required components
are available and the required data is available, correct and transmitted in time
(i.e., timeliness is satisfied). Therefore, coordinated decision-making and control
using the ICT system are possible. A grid service is said to be in the Normal state if
no disturbance has occurred or if the occured disturbances have been absorbed by
the robustness of the ICT system (e.g., via redundant components), resulting in no
impact on the performance of the service.
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Tab. 3.1: Exemplary ICT Disturbances mapped to Availability (A), Timeliness (T) and
Correctness (C) from [36]. ’All’ refers to all three layers of the ICT system.

ICT Affected Examples A T C
Disturbances ICT Layers

Hardware All Sensor looses power supply ✓

failure Controller gets damaged
Hardware All except Controller performs faulty actions ✓

malfunction links RTU sends untimely data ✓

Cyber-attack All
Data manipulation ✓

Denial of service ✓

Congestion IT Retransmissions, collisions ✓

Device software All except Router or IED software fails ✓

failure links
Device software All except Faulty control algorithm in IED ✓

malfunction links Bugs in routing protocol ✓

Grid service Decision State estimation software crash ✓

software failure making
Grid service Decision Bugs in state estimation algorithm ✓ ✓

software making
malfunction

Limited: In this state, the grid service has partial performance degradation due
to certain disturbances, which has impacted its availability, timeliness and/or cor-
rectness. Disturbances that impact non-critical ICT components typically reduce
the performance of a grid service without causing it to fail completely. However,
depending on the disturbance, there is an increased risk of further state degradation
of that grid service and other dependent ones. This state is typically characterised
by disturbed communication, limiting coordination among various actors. A grid
service is in a Limited state if it resorts to its fallback mode (e.g. using historical mea-
surements when real-time field measurements are lost). The Limited state indicates
high uncertainties when using the grid service, implying that the operators should
use it cautiously while aiming to recover it to its Normal state. This state is similar
to the Alert state of the PS (cf. Sec.2.4) and captures the graceful degradation1 of
the grid services, where it offers reduced but acceptable performance.

Failed: In this state, the grid service is no longer functional, i.e. not available, too
slow/late or gives grossly incorrect results. The operator should immediately take
suitable actions to restore its functionality. A grid service is said to be in its Failed

1Graceful degradation is the ability of a system to maintain limited functionality even when a large
portion of it has been destroyed or rendered inoperative [77].
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state when disturbances have impacted critical hardware or software components
beyond the scope of the fallback measures.

These operational states are for individual grid services and are not aggregated into
a unified set of states for the entire ICT system. This is because the relevance of
grid services, especially the remedial actions, vary depending on the exact situation
in the PS. For instance, in the case of a line overload, the congestion management
service is required to reroute or redispatch power. Contrary, in the case of an under-
voltage at a bus, the voltage control service is required to boost the voltage at that
bus. Although the PS is in the Emergency state in both cases, the services required
for remedy depend on the underlying disturbance. Furthermore, as discussed in
Sec. 2.2.1, high-level services are always critical as they provide the situational
awareness needed to activate the corresponding remedial actions.

3.3 Conceptual Model of Power-ICT Interdependencies

Fig. 3.2 shows the conceptual model of the interdependencies between PS and
ICT Systems developed in this dissertation. This model uses the aforementioned
properties of the ICT system from Sec. 3.1 and the operational states of ICT-enabled
grid services from Sec. 3.2. On the left are the four main functions of the ICT
systems, namely, measuring, actuation, data transfer and computation. Disturbances
in the ICT system impacting its functions can be mapped to its properties as shown
in Tab. 3.1. The three properties represent the requirements of the individual grid
services on the functions of the ICT system. The operational states of each grid
service can then be assessed using the corresponding set of properties, which bridge
the general ICT functions with the states of specific grid services. As discussed in
Sec. 2.2, the grid services can detect and counteract disturbances in PS, potentially
improving the operational state. However, a state degradation of the grid service
can lead to incorrect control actions in the interconnected PS, causing its state to
degrade (cf. Sec 1.2). A change in PS state, by either PS disturbances or incorrect
control action, is associated with certain buses gaining or losing power supply, which
affects the connected ICT components by causing them to gain or lose power supply,
respectively. This then affects the functions of the ICT system and, consequentially,
its properties, the states of the grid services and so on, thus depicting the circular
interdependence as well as propagation of disturbances between the power and
ICT systems. This model can also capture both functional (i.e., the impact of the
state of ICT-enabled grid services on PS operation) and structural (i.e., the physical
connection of ICT components to the PS buses) interdependencies. In Fig. 3.2, the
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light orange arrows represent functional interdependence, whereas the grey arrow
represents structural interdependence.
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Fig. 3.2: Conceptual model of interdependencies between power and ICT systems.

3.4 Case Studies

This section presents case studies for the operational states of three ICT-enabled grid
services, namely state estimation (SE), on-load tap changer-based voltage control
and DER redispatch. After outlining the exemplary CPES setup considered, the
operational states of the three services are discussed individually. Note that the state
description of the grid services depends on their implementation and that other
variations are possible.

Fig. 3.3 shows the exemplary medium voltage (MV) CPES with the three aforemen-
tioned grid services. Measurements from different parts of the grid are gathered
using OT devices such as RTUs. These measurements are transmitted to the server
located in the monitoring and control system [100] via the wide-area IT network
with devices such as routers, links and antennas. The IT network could be both
wired or wireless, with cellular being the popular option in the case of distribution
grids (cf. Sec. 2.1.3). Note that the dotted lines in Fig. 3.3 represent the logical
communication overlay2. The grid services are assumed to have a centralised ar-
chitecture, i.e., run on a central server in the monitoring and control system. Here,
the received measurements are first processed by the SE service. If the SE results

2A logical overlay network consists of virtual links, which correspond to a path, perhaps through
several physical nodes and links of the underlying physical communication network
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indicate an operational limit violation, the voltage control and redispatch services
can be suitably deployed. The resulting setpoints are then transferred via the same
IT network to the OT devices, which suitably actuate the connected PS equipment –
in this case, a transformer, a photovoltaic panel and two wind turbines. Note that
the measuring, data transfer, processing, and actuation have timeliness associated
with them.

Monitoring & 
Control System

 State Estimation

DER R edispach

Voltage Control

OT dev ice (measuring) 

OT dev ice (measuring & 
actuation) 

IT (wide-area 
communication)

IT (local  communication)

MV level 

Transformer with OLTC 

Fig. 3.3: Exemplary CPES with state estimation, OLTC-based voltage control and DER
redispatch services.

The OT controllers have two operational models: remote and local. In the remote
mode, these devices receive setpoints from the server via the IT network. In the
absence of these setpoints, the controllers resort to the local mode of operation as a
fallback, where they act solely based on local measurements. Therefore, coordinated
control is no longer possible. This fallback measure is essential for capturing the
intermediate level of performance and the Limited state of the grid service.

3.4.1 State Estimation

State Estimation (SE) is one of the most important high-level services, which per-
forms real-time monitoring of PS and provides situational awareness [94]. It esti-
mates the system state variables, namely voltage magnitude and angles, at any given
time using the measurements gathered from the OT devices. Typical field measure-
ments include active and reactive power flows, currents, voltage magnitudes and
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active and reactive power injections. It also uses the statuses of circuit breakers and
switches to determine the current grid topology. The SE service provides situational
awareness to the operator and is an integral part of its operational state assessment
(cf. Sec. 2.4).

To model the operational states (or performance) of the SE service, its requirements
are to be investigated. The most important requirement for central SE is the
availability of the server that hosts the SE algorithm. Assuming the weighted least
squares (WLS) algorithm, which is one of the most common SE algorithms [94,
101], the necessary and sufficient condition for the solvability of SE is

rank(H) = nsv. (3.1)

Here, H is the Jacobian matrix, calculated based on the available field measurements,
and nsv is the number of PS state variables [102]. A successful run of the SE requires
sufficient field measurements to satisfy this condition. To have an updated situational
awareness, SE is performed at fixed time intervals using the available measurements.
This imposes a timeliness requirement on the field measurements to reach the server.
Since the timeliness of measuring and processing are typically constant (cf. Sec. 3.1),
the timeliness requirement of SE can be attributed to the timeliness of the IT network.
This requirement varies depending on the implementation of the SE service, with
examples being 0.1 s with PMUs and 30 s – 2 min without them [48]. Furthermore,
since WLS is a deterministic algorithm, the correctness of the SE results is primarily
influenced by the correctness of the input measurements. In this case, correctness
is quantified by the variance of measurements. Typical SE implementations are
equipped with bad data detectors that only allow measurements with a certain level
of correctness to be considered. This represents the correctness requirement of the
service.

ICT disturbances such as sensor failure and IT congestion may result in a complete
loss or delayed arrival of certain measurements at the central server. Contrarily,
disturbances such as noise interference can negatively impact the correctness. Such
measurements will not be considered by the SE algorithm, which may violate the
solvability condition. In this case, the solvability can be satisfied by substituting
the missing measurements with corresponding pseudo-measurements [94]. This
is a fallback measure that ensures solvability but also increases the uncertainties
in SE results. This is because pseudo-measurements are typically calculated based
on historical measurements, and therefore, recent events may not be reflected in
them [103]. Note that typical SE implementations, especially in the transmission
grid, have redundant measurements so that a single measurement’s loss, delay or
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corruption does not impact its operational state [94]. The operational states of the
SE service, which reflect its performance, can then be defined as follows and are
summarised in Tab. 3.3.

Normal: The SE service is in the Normal state when the SE server is available
and when the solvability condition is satisfied only using field measurements. This
implies sufficient field measurements are transmitted to the server in time and that
they are correct. In this state, the operator can confidently use the SE results for
operational decisions.

Limited: The SE is in the Limited state when fallback measures, such as pseudo-
measurements, are used to satisfy the solvability condition. This implies that suffi-
cient measurements are not available, too late or discarded by the bad data detectors.
In this state, the operator should use the results with caution while aiming to restore
SE to the Normal state.

Failed: The SE is in the Failed state if the solvability condition cannot be satisfied
even with the use of pseudo-measurements. This indicates severe disturbances
causing numerous measurements to be unavailable, delayed or incorrect. Since
the server is critical for a centralised SE, its failure will cause the SE service to fail
unless there is a backup (or redundant) server. The Failed state represents a loss
of situational awareness for the operator, which causes the PS to transition to the
Emergency state (cf. Sec. 2.4).

3.4.2 On-load Tap Changer based Voltage Control

Disturbances such as power line failure and generation/load fluctuations can cause
the bus voltages to vary, potentially causing over-/under-voltages. The voltage con-
trol (VC) aims to remedy such situations by restoring the bus voltages within normal
operating thresholds such as the ones specified in [69] (for transmission systems)
and [104] (for distribution systems). Although the VC service can be realised using
several means, e.g., shunt/series capacitors and synchronous condensers [43], the
on-load tap changer (OLTC) is considered here. Contrary to conventional trans-
formers with fixed ratios, an OLTC-equipped transformer can vary its tap position
during operation by dynamically adjusting its ratio, thus providing better control
capabilities [105]. The voltage of the secondary side can be adjusted by suitably
changing the tap position of the transformer,

An essential requirement for this VC service is the availability of the controller (cf.
Fig. 3.3), which, as discussed earlier, can operate in remote and local (fallback)
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modes. The remote mode considers setpoints from the server, typically based on
SE results [11]. This captures the dependence between the grid services in a CPES.
Unlike SE with a fixed timeliness requirement, the timeliness of the VC service
depends on the severity of the voltage problem, e.g., larger and faster voltage
problems require faster remedies [43, 95]. The correctness of setpoints from the
server can impact the performance of the VC service. However, this is challenging
to detect from the OLTC controller’s perspective due to its limited computational
resources and view of the system. ICT disturbances can cause the remote setpoints
to be unavailable, delayed or incorrect. In this case, the OLTC resorts to the local
mode using the voltage measurement from the secondary side, which it receives via
the local IT network, i.e., direct fibre-option connection. Note that this represents
one possible implementation of this grid service. The authors in [80], for example,
present an alternative OLTC implementation, which operates based on a remote
measurement from voltage-wise the most critical node of the grid, in this case, the
farthest bus from the transformer. This, however, can only be applied to radial
feeders with a strictly decreasing voltage profile. The operational states of the
VC service, which reflect its performance, can then be defined as follows and are
summarised in Tab. 3.3.

Normal: The VC service is in the Normal state when the OLTC receives remote
measurements (based on SE results) correctly and on time. In this state, the grid
service has a wide-area view (due to SE results) and, therefore, can detect and
potentially remedy voltage problems in the whole PS connected to the secondary
side of the transformer.

Limited: When remote measurements are unavailable, too late or incorrect, the
OLTC uses the local fallback measurement and hence, can only remedy local voltage
problems, i.e., at the secondary side bus. In the case of a meshed grid with DERs,
this may cause voltage problems in the other parts of the grid [106]. Therefore, the
VC service must be used cautiously when in this state.

Failed: ICT disturbances such as outages of the OLTC controller, local sensor (OT)
failure or local communication failure can hinder the transformer tap adjustment,
especially when the grid service is already in its Limited state. This represents the
Failed state of the VC service, where it cannot be used to remedy voltage problems.
In this case, measures could be implemented to reset the OLTC to a default mode,
e.g., mid position or rest on the last tap position [80].
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3.4.3 Redispatch of Distributed Energy Resources

While the VC service considered in this dissertation involves only one controller, the
redispatch service involves the coordinated control of multiple DER controllers and
is also a remedial action. In the exemplary CPES shown by Fig. 3.3, the setpoints
of the three DERs (two wind turbines and one PV panel) can be adjusted from
the central server. These DERs can also represent aggregated flexibility units such
as active distribution networks or virtual power plants. Redispatch is an essential
and versatile grid service considering the ongoing renewable energy transition. It
could remedy various PS disturbances such as congestion, under-frequency and
over/under-voltage while also aiding economic dispatch [107].

Although multiple possible implementations exist for the redispatch service, this
dissertation follows [108]. Here, the flexibility measurements from the available
DER controllers are transferred to a central server. Optimisation algorithms like
optimal power flow are solved based on the received measurements, resulting in the
setpoint for the DERs. The objective of the algorithm is to dispatch the flexibility
required for remedying the PS disturbance while keeping the PS parameters within
their respective operational limits. The availability of the SE service is essential for
such algorithms as they require the bus voltages [108]. Depending on the severity of
the disturbance, the setpoints of the DERs are calculated by the redispatch algorithm.
They are then transferred back to the available DER controllers, which then perform
the required actuation on the corresponding DERs. The timeliness requirement of
the redispatch service also depends on the severity of the PS disturbance it aims to
remedy. In this case, it is based on the DER controllers that are reachable from the
server within a specific latency. The typical timescales for PS dynamical problems
are given in [43, 95], and the timeliness of an exemplary redispatch service is
discussed in [107]. Since DERs have increased stochasticity due to their dependence
on weather patterns, their uncertainties impact the performance of the service. The
uncertainty of the DERs represents the correctness requirement. The operational
states of the redispatch service, which reflect its performance, can then be defined
as follows and are summarised in Tab. 3.3.

Normal: The redispatch service is in the Normal state if the PS disturbance could
be remedied only by using the flexibilities of the DERs that are reachable within
the timeliness requirement and have an acceptable level of correctness, i.e., DER
uncertainty is below a defined threshold. In this state, the service can guarantee a
remedy to the disturbance.
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Limited: The redispatch service is in the Limited state if the PS disturbance could be
remedied by using the flexibilities of DERs, which are reachable with the timeliness
requirement but requires at least one incorrect DER, i.e., DER uncertainty is greater
than a defined threshold. In this state, the grid service should be used cautiously as
it does not guarantee the required flexibility due to the uncertain DERs.

Failed: The redispatch service is in the Failed state if the DER controllers required
to provide flexibility are either unavailable or not reachable with the timeliness
requirement, also considering the incorrect DERs. The failure of the SE service will
also cause the redispatch service to fail due to its dependencies. This state indicates
that the DERs cannot be used to remedy the PS disturbance under consideration.
Note that the local mode of DER controllers is not used in this case study so as to show
the application of the developed operational states for different implementations of
grid services.

An alternative definition for the states of redispatch service, based on data loss
(availability), data delay (timeliness) and corruption of measurement and control
data (correctness), is presented in [107] and is shown in Tab. 3.2. These properties
are quantified by percentage loss rate, communication latency (Ttot) and variance of
measurements (σmeas), respectively. The redispatch service in [107] represents a
frequency control reserve provider aiming to provide active power flexibility. Here,
data delay is simulated by varying the measuring and actuation delays (cf. Fig. 3.1).
Data loss and data corruption are simulated by varying the loss rate of the control
signal and by adding Gaussian noise to the control signal, respectively. For each
value of data delay, data loss and data corruption, 100 simulations with different
random seeds are performed. State transitions are triggered when the settling
time of the controller’s response exceeds 30 s. based on which the thresholds in
Tab. 3.2 are defined. The Normal state indicates that all simulation runs within those
thresholds have a settling time of less than 30 s, whereas the Limited state indicates
that some of the runs within those thresholds can have a settling time greater than
30 s. The Failed state indicates that most runs in those thresholds have settling time
greater than 30 s. Although these thresholds are specific to the implementation of
the service in [107], this demonstrates the applicability of the proposed operational
states to different implementations of the redispatch service.
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Tab. 3.2: Operational state description of redispatch service based on data loss, delay and
measurement corruption from [107].

Data loss
(availability)

Delayed data
(Timeliness)

Measurement 
corruption 

(correctness)

Normal Loss Rate < 70% 𝑇𝑡𝑜𝑡 ≤ 0.9𝑠 𝜎𝑚𝑒𝑎𝑠 ≤ 0.01

Limited 70% < Loss Rate < 85% 0.9𝑠 < 𝑇𝑡𝑜𝑡 ≤ 1.0𝑠 0.01 < 𝜎𝑚𝑒𝑎𝑠 ≤ 0.025

Failed Loss Rate > 85% 𝑇𝑡𝑜𝑡 > 1.0𝑠 𝜎𝑚𝑒𝑎𝑠 ≥ 0.025

Properties

States

3.5 Chapter Summary

This chapter conceptualises the operational states of the ICT-enabled grid services,
a core element for both the artefacts of this dissertation. The contributions in this
chapter can be summarised as follows:

• Three properties of the ICT system, namely availability, timeliness and cor-
rectness, have been identified. They represent the requirements of the grid
services while also capturing the impact of various ICT disturbances on the ICT
system. These properties are specific to each grid service, and a grid service
need not necessarily have requirements based on all three of them.

• Novel operational states for ICT-enabled grid services for capturing their per-
formance have been conceptualised. The definitions and assessment of these
states, namely Normal, Limited and Failed, have been discussed. These states
can be based on the aforementioned ICT properties and are not aggregated
for the whole ICT system as different grid services have different importance
regarding PS operation. The Limited state aims to capture the graceful degra-
dation of ICT systems, where they offer a reduced by acceptable performance.

• A conceptual model of the interdependence between power and ICT systems
has been outlined. The states of ICT-enabled grid services represent the func-
tional dependence, while electric power supply to ICT components represents
the structural dependence. The conceptual model shows how the operational
states of power and ICT systems impact each other.
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• Based on an exemplary CPES, the proposed operational states have been
applied to three case studies of grid services, and their operational states have
been discussed. These case studies are chosen to represent both high-level
services and remedial actions and are summarised in Tab. 3.3. The state
definitions are specific to a grid service and its implementation.

Tab. 3.3: Operational states of state estimation, OLTC-based voltage control and DER
redispatch services.

State Estimation
(High-level service)

OLTC-based voltage control
(Remedial action)

DER redispatch
(Remedial action)

Normal

 Solvability condition satisfied 
using only field 
measurements

 SE gives correct estimates, 
which can be used for 
decision-making

 OLTC controller has wide-area
view based on SE results from 
the monitoring and control 
system

 Can detect and possibly 
remedy voltage problems in 
the whole grid

 Required flexibility can be 
provided with available, 
reachable on time and correct 
DERs 

 Guarantee remedy for the PS 
disturbance

Limited 

 Solvability condition satisfied 
using both field and pseudo-
measurements (fall-back)

 Potentially incorrect SE 
results as pseudo-
measurements are  based on 
historical data

 Use SE results for decision-
making but with caution 

 SE results not available at 
OLTC – Operate based on local 
measurements (fall-back)

 Detect and possibly remedy 
only local voltage problems 

 Tap decision potentially wrong 
in meshed grids – Use the VC 
grid service with caution

 Required flexibility can be 
provided only by using at least 
one incorrect DER 

 No guaranteed remedy for the 
PS disturbance as the required 
flexibility is not guaranteed –
Use the grid service with 
caution 

Failed 

 Solvability condition cannot 
be satisfied or SE server 
unavailable

 Loss of situational awareness 
– Cannot take decisions using 
SE results – restore this grid 
service

 OLTC controller failure or 
unavailability of both local and 
remote measurements
 OLTC cannot remedy voltage 
problems – use alternative 
remedial actions and restore 
this grid service

 Required flexibility cannot be 
provided by DERs available and 
reachable in time
 DER redispatch cannot be used 
to remedy the PS disturbance –
use alternative remedial actions 
and restore this grid service
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Joint Operational State Model
for CPESs

4
Using the concepts from Chapter 3, this chapter formally models the interdependence
between the power and ICT systems considering their operational states. The formal
description of CPESs with power and ICT systems is presented, followed by their
respective operational state models. This is followed by the formal modelling of
the joint operational states of CPESs, which contributes to RQ1 of this dissertation.
Since this dissertation focuses on the ICT system with the grid services, its modelling
is presented in more detail than that of the PS. An early version of the contents of
this chapter is published in [39]. Note that, as mentioned in Sec. 1.6, the operational
decisions based on optimal power flow (Sec. 4.4.4) and the impact of operational
decisions (Sec. 4.4.5) are the focus of Marcel Klaes at the TU Dortmund university.
Therefore, these concepts are only briefly summarised in this chapter.

4.1 Formal Description of CPESs

This section formally describes a CPES with its encompassing power and ICT systems.
Property graph formulation is used since the literature review indicated it as a
suitable approach (cf. Sec. 2.6.3). The property graph model used in this dissertation
is adopted from [109].

The PS is modelled in static steady-state with components such as buses (representing
substations), power lines, OLTC transformers, DERs and loads. The DERs are
assumed to be controllable with flexible active PG and reactive power QG injections.
Both controllable and uncontrollable loads are considered. Uncontrollable loads
have fixed active PD and reactive power QD demands, whereas the power demands
of controllable loads are in [0, PD] and [0, QD]. Transformers are denoted by T with
a tap position tpT,min ≤ tpT ≤ tpT,max. The PS can be represented as an undirected
property graph GP = (B,C, a, d), where

• B is a finite set of nodes representing buses;

• C is a finite set of edges representing the power lines between the buses;
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• a : C → (B ×B) is a total function that associates each power line c ∈ C with
a pair of unordered buses in B, e.g., a(c1) = (b1, b2) indicates that power line
c1 connects buses b1 and b2. This function captures the PS topology.

• d : (B∪C)×PRP → SET+(V P ) is a partial function that associates the buses
and lines with properties PRP , and for each property, the function assigns a
set of values from V P . Given a property (ow, pr) ∈ (B ∪ C) × PRP and the
assignment d(ow, pr) = {vP

1 , . . . , v
P
n }, a single property can be represented

as (ow, pr) = vP
i with 1 ≤ i ≤ |B ∪ C|. Here, ow, pr and vP represent PS

components, property name and property value, respectively.

Let Y be the admittance matrix of order B × B describing the PS topology. Then
∀i, j ∈ B, the term yij ∈ Y represents self admittance if i = j and mutual admit-
tance if i ̸= j. Detailed information on the construction and characteristics of an
admittance matrix can be found in [43, 95]. Two disconnected buses i and j have
yij = 0. Therefore, a relationship connecting Y and the function a can be defined as
∃(i, j) ∈ C ↔ yij ̸= 0, i.e., an edge exists if and only if the corresponding element in
the admittance matrix is not zero.

The set dB = {PG, QG, PD, QD, tT , yb} represents the properties of a PS node. Here,
the generation and demand at the buses are aggregated, tT is associated with the
bus on the secondary side, and yb represents the self-admittance of the bus b ∈ B.
The set dC = {yc} represents the properties of a PS edge, where yc represents the
mutual admittance of the buses connected by the PS edge c ∈ C, given by a(c).
Disturbances (e.g., open and short circuits) and remedial actions (e.g., opening and
closing switches) that change the PS topology can be modelled by modifying the
corresponding yb and yc. For a given grid, PG, QG, PD, QD, Y , tT , yb and yc are the
parameters that can be directly controlled. In contrast, bus voltages vb ∀b ∈ B and
lines loadings lc ∀c ∈ C can be calculated based on the controllable parameters and
power flow calculations [95].

Each PS bus can be connected to a sensor, router, server and/or actuator, all of which
are ICT components. These components receive a power supply from the connected
bus. In this dissertation, the ICT system is modelled as an undirected property graph
GI = (N,E, α, κ, π). Here:

• N is a finite set of nodes representing ICT components;

• E is a finite set of edges between the nodes;

• α : E → (N × N) is a total function that associates each edge e ∈ E with
a pair of unordered nodes in N , e.g., α(e1) = (n1, n2) indicates that edge e1
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connects nodes n1 and n2. α represents the incidence function of a graph and
can be computed using a graph’s adjacency (or connection) matrix.

• κ : N → SET+(B) is a partial function that associates an ICT node with a set
of PS buses, from which it receives a power supply. For example, κ(n) = {b}
indicates that the ICT node n receives power supply from the bus b. Note that
ICT nodes, such as wireless base stations, can receive power from multiple
buses. Additionally, κ(n) = {ϕ}, i.e., a null set, indicates an alternate source,
such as a battery, powers the node n.

• π : (N ∪E)×PRI → SET+(V I) is a partial function that associates ICT nodes
and edges with properties PRI , and for each property, it assigns a set of values
from V I . This notation is similar to the function d in the aforementioned PS
graph GP .

Note that GI considers only the topological aspects of the ICT system and not the
flow of data. The set πN = {ψ, ρ, η, ξ, ϵ, σ, δ} represents the properties of an ICT
node, where ρ ≥ 0 denotes the number of PS parameters measured by that node
and σ ∈ [0, 1] is a float denoting the correctness of the measurements from the
ICT node. Here, σ = 1 indicates that the measurement is the same as the ground
truth. Since correctness can be influenced by hardware, all measurements from
a particular node are assumed to have the same σ. The properties ξ, ϵ, and η are
binary and denote whether the corresponding node is a server ξ, an actuator η
and/or a routing device ϵ, respectively. Note that an ICT node can have one or more
of these functionalities.

The property ψ is also a binary denoting an ICT node’s availability, which can be
affected by power supply loss and ICT disturbances. An ICT node n is unavailable
when the interconnected bus b has no voltage, i.e.,

vb ≤ 0.6 p.u. ∧ κ(n) = {b} → πN (n, ψ) = 0. (4.1)

A bus is assumed to have lost its voltage if Vb ≤ 0.6 p.u. [73]. This equation
captures the structural (or physical) dependence of the ICT system on the PS. ICT
disturbances, such as hardware failures, can cause ICT nodes to become unavailable,
i.e., πN (n, ψ) = 0, irrespective of the voltage of the interconnected bus.

As discussed in Sec. 3.1, queuing and processing delays constitute the majority of
an ICT node’s timeliness. In this regard, the property δ is a float representing the
timeliness as the sum of queuing and processing delays in milliseconds. While all
nodes can have processing delays, only the nodes with routing capabilities, i.e.,
πN (n, ϵ) = 1, can have queuing delays.
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The set πE = {ψ, δ} represents the properties of an ICT edge. Similar to nodes,
ψ represents the availability of edges. Since edges do not require a power supply,
Eq. 4.1 does not apply to edges. Therefore, an edge e ∈ E can only become
unavailable, i.e., πE(e, ψ) = 0 due to ICT disturbances (e.g., fibre optic cable
damage). Furthermore, the δ for edges represents their serialisation and propagation
delays in milliseconds.

Fig. 4.1 illustrates an example of power and ICT graphs along with their properties.
The left side of the figure shows an example PS with the interconnected ICT system,
and on the right are the corresponding graph representations. Some examples of
nodes, edges and their properties are as follows:

• The PS nodes b1 and b2 have properties d(b1) = {20 kW, 10 kVAr, 0, 0, 2, 1.1 p.u.}
and d(b2) = {0, 0, 22 kW, 18 kVAr, 0, 0.8 p.u.}, respectively. This indicates that
the b1 has a generation of PG = 20 kW, QG = 10 kVAr and transformer with
tap at tTp = 2 associated with it. The node b2 has consumption of PD = 22 kW,
QD = 18 kVAr associated with it. The self admittances of b1 and b2 are 1.1 p.u.
and 0.8 p.u..

• The parallel power lines c1 and c2 are defined as a(c1) = (b1, b2) and a(c2) =
(b1, b2) with properties d(c1) = {1.8 p.u.} and d(c2) = {1.8 p.u.}. This indicates
that they connect buses b1 and b2, which have a total mutual admittance of
3.6 p.u..

• The nodes n1 and n2 represent IEDs with properties πN
1 = {1, 2, 1, 0, 0, 0.05, 50 ms}

and πN
2 = {1, 4, 0, 0, 0, 0.05, 20 ms}. This indicates that both nodes are avail-

able and measure two and four PS parameters, respectively, with a correctness
of 0.05. Node n1 actuates a PS equipment (i.e., OLTC), whereas n2 has no
actuation. The timeliness of n1 is 50 ms and that of n2 is 20 ms. Also, the power
supply to the nodes can be represented as κ(n1) = {b1} and κ(n2) = {b2}.

• The node n3 with properties πN
3 = {1, 0, 0, 0, 1, 0, 100 ms} represents a router.

The properties indicate that it is available and has routing capabilities with
timeliness of 100 ms.

• The edges e1 and e2 have properties πE
1 = {1, 30 ms} and πE

2 = {1, 60 ms}.
This indicates that they are both available and have timeliness of 30 ms and
60 ms, respectively. Additionally, α(e1) = (n1, n3) and α(e2) = (n2, n4) repre-
sent the nodes associated with the edges.

The availability of a communication path is essential for transferring data between
ICT components. Let Ωij = {ω1, ω2, . . . } be the set of all possible paths between
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Fig. 4.1: Example of power and ICT system (left) with their graph representation (right).

nodes i and j. Each path ω ∈ Ω is of the form (i, . . . , a, . . . , j), where i, a, j ∈ N . An
essential condition for any node n ∈ N to be a part of a path ω is its availability, i.e.,
πN (n, ψ) = 1. If i and j are adjacent, the path reduces to ω = (i, j) and is equivalent
to the edge between them, i.e., (i, j) ∈ E. Then any node, for instance, a server, is
said to be in a path ω if

∃ ω ∈ Ωij s.t. k ∈ ω ∧ πN (k, ξ) = 1. (4.2)

Here, the term πN (k, ξ) = 1 is to ensure that the node k is a server. This description
can be extended to represent any ICT node by using its corresponding property.
Eq. (4.2) also captures the possibility of redundant communication paths since the
same components will be a part of the redundant paths. Although multiple paths can
exist between two nodes, in the remainder of this dissertation, (i, . . . , a, . . . , j) = ωij

is defined as the set of nodes that represents the shortest path in terms of the
end-to-end delay (timeliness) between source node i and destination node j. This is
because typical routing protocols, e.g., open shortest path first (OSPF), transfer data
over the shortest path available [42]. Let GI [ωij ] be a subgraph of GI consisting of
the nodes in ωij and the edges of GI that connect the nodes in ωij . Then, this set of
edges of GI [ωij ] can be defined as Eij = {(a, b) ∈ E | a, b ∈ ωij}, where E is the
edges of GI . Similar to the case of nodes, the availability is an essential condition
for any edge e ∈ Eij to be a part of path ωij , i.e., πE(e, ψ) = 1. Assuming the open
shortest path first routing, the end-to-end delay between the two ICT components
δij can thus be calculated as the sum of the delays of the nodes and edges in the
shortest path ωij:

δij =
∑

c∈ωij

πN (c, δ) +
∑

d∈Eij

πE(d, δ) (4.3)
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A delay of zero δij = 0 indicates that the communication is local, e.g., a controller
j receiving measurements from a sensor i located on the same unit. An infinite
delay δij =∞ indicates no available path between the two nodes. Furthermore, the
correctness of data (measurements or setpoints) from a node i is influenced by all
the nodes in the path ωij to the destination node j. This can be calculated as

σ(ωij) =
j∑

x=i

πN (x, σ). (4.4)

Here, σ is the variance and is the metric used for correctness. The total correctness
is then the sum of the correctnesses of all components in the path ωij , through
which the data traverses. Note that the summation in Eq. (4.4) should be adapted
accordingly when other metrics are used for correctness instead of variance. For
example, the authors in [55] use trust as a metric for correctness, where the overall
trust is regarded as the minimum trust of the components in the path.

4.2 Operational State Model of ICT-enabled Grid
Services

This section presents the formal operational state model of ICT-enabled grid services
using the property graph representation from Sec. 4.1. The modelling is done
using finite state automata since the literature review (cf. Sec. 2.6.3) indicated
it as a suitable approach to model discrete states and transitions among them.
Furthermore, the automaton model suits the discrete-event nature of the ICT system.
In the following, the models for SE and VC services are presented based on Secs. 3.4.1
and 3.4.2. The three properties, i.e., availability, timeliness and correctness, are first
formalised, followed by the finite state automaton to assess the operational states of
the grid services based on the properties. The fundamentals of finite state automata
can be found in [110].

4.2.1 Finite State Automaton of State Estimation

This modelling is based on the centralised SE service discussed in Sec. 3.4.1. The
server is the most critical component, without which the grid service fails. The set of
available servers suitable for SE (Φξ,SE) can be determined by

Φξ,SE = {i ∈ N | πN (i, ψ) = 1 ∧ πN (i, ξ) = 1}. (4.5)
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This equation also captures the possibility of redundant servers. The server receives
measurements from field sensors if the corresponding sensors are available (availabil-
ity) and a communication path exists between the sensor and the server(reachability).
The set of sensors available (Φρ) at any instant of time in the ICT system can be
determined by

Φρ = {s ∈ N | πN (s, ψ) = 1 ∧ πN (s, ρ) > 0} (4.6)

and the reachability of an available sensor s ∈ Φρ from the server p ∈ Φξ,SE can be
calculated as

∃ ωps s.t. πN (p, ξ) = 1 ∧ πN (s, ρ) > 0. (4.7)

As discussed in Sec. 3.4.1, the SE service has timeliness and correctness requirements
for the field measurements. Let δth,SE and σth,SE be the thresholds for the timeli-
ness and correctness of measurements, respectively. The end-to-end delay for the
measurements from each available sensor ∀s ∈ Φρ to an available server p ∈ Φξ,SE

can be calculated using Eq. (4.3) as δsp. Based on the timeliness requirement, only
the measurements with δsp ≤ δth,SE will be considered by the SE algorithm. The
correctness is then evaluated for these measurements. A similar threshold compari-
son is performed, typically by the bad data detectors using Eq. (4.4), to identify field
measurements with low correctness. Measurements from a node s are considered
incorrect and are discarded if σ(ωsp) > σth,SE . In summary, for evaluating the rank
condition (cf. Eq. (3.1)), the SE algorithm will consider only the field measurements
that reach the server and satisfy the timeliness and correctness conditions. These
measurements can be defined as

Φρ,SE ={s ∈ Φρ | πN (s, ψ) = 1 ∧ πN (s, ρ) > 0 ∧ δsp ≤ δth,SE ∧ (4.8)

σ(ωsp) < σth,SE ∧ p ∈ Φξ,SE}.

The impact of ICT disturbances on the ICT system and, consequentially, the grid
services can be captured by first appropriately modifying the property graph GI and
then using Eqs. (4.5)-(4.8). As shown in Tab. 3.1, common ICT disturbances can
be mapped to the availability, timeliness and correctness properties. Failure of an
ICT component can be modelled by setting the corresponding ψ property to zero,
which will then impact its availability. It can also be achieved by removing the corre-
sponding node or edge in GI . For example, Eqs. (4.5), (4.6) and (4.7) capture the
failure (or unavailability) of sensors, servers and communication paths, respectively.
Disturbances such as IT component failures and congestion can impact the end-to-
end delay of data transfer. This can be modelled by modifying the corresponding δ
property, which will, in turn, impact Eqs. (4.3) and (4.7). Disturbances impacting
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the correctness can be modelled by modifying the corresponding σ property, affect-
ing Eq. (4.4). Furthermore, some disturbances can impact multiple properties. For
example, in case of an IT link failure, a new path will be calculated for the sensors
based on Eq. (4.7), which may have a new end-to-end delay (Eq. (4.3)) as well as
correctness (Eq. (4.4)). The modified graph GI

new, along with its properties, reflect
the new state of the ICT network.

An essential aspect of finite state automata is their guard conditions based on
which state transitions are triggered. To derive these guards, grid service-specific
piecewise continuous functions f are designed based on the availability, timeliness
and correctness properties. The centralised SE service requires at least one server to
be available. The corresponding function can be written as

f ξ,SE =

1 |Φξ,SE | ≥ 1

0 otherwise.
(4.9)

Let h : M → H be a function that computes the Jacobian matrix H based on a set of
measurements M . The necessary and sufficient condition for the solvability of SE is
rank(H) = nsv, where nsv is the number of state variables (cf. Eq. (3.1)). The SE is
in its Normal state when this condition is satisfied only using field measurements
that are available on time and correct given by Eq. (4.8), i.e., M ⊆ Φρ,SE . This can
be formalised as

f1,SE =

1 (rank(H) = nsv) ∧M ⊆ Φρ,SE

0 otherwise.
(4.10)

If the solvability condition cannot be satisfied only using field measurements, a
suitable set of pseudo-measurements, denoted by ΦP M , could be used. The SE
service is in its Limited state when the solvability condition is satisfied only by using
both field measurements and pseudo-measurements. This can be defined as

f2,SE =

1 (rank(H) = nsv) ∧ M ⊆ (Φρ,SE ∪ ΦP M ) ∧ M ̸⊂ Φρ,SE

0 otherwise.
(4.11)

If rank(H)≪ nsv, the maximum number of pseudo-measurements that can be used
to achieve convergence depends on its implementation since it is futile to run SE
when several field measurements are unavailable on time or incorrect. Furthermore,
the SE service is in its Failed state when the solvability condition cannot be satisfied
even with the field and pseudo measurement or if the SE server has failed. The
automaton of the SE service can now be written as a quadruple
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ASE = (SSE ,ΛSE , sSE
0 , GSE), (4.12)

where

SSE = {N,L, F},

ΛSE = {λSE,NL, λSE,NF , λSE,LF , λSE,F N , λSE,F L, λSE,LN},

sSE
0 = N,

GSE = {gSE,NL, gSE,NF , gSE,LF , gSE,F N , gSE,F L, gSE,LN},

gSE,NL := f2,SE ∧ f ξ,SE ,

gSE,NF := ¬f1,SE ∧ ¬f2,SE ∨ ¬f ξ,SE ,

gSE,LF := ¬f1,SE ∧ ¬f2,SE ∨ ¬f ξ,SE ,

gSE,F N := f1,SE ∧ f ξ,SE ,

gSE,F L := ¬f1,SE ∧ f2,SE ∧ f ξ,SE ,

gSE,LN := f1,SE ∧ f ξ,SE .

Here, SSE is the discrete states of the SE service, i.e., Normal (N), Limited (L),
Failed (F), ΛSE is the set of allowed state transitions, SSE denotes the initial state
and GSE is the set of guard conditions associated with each transition in ΛSE . A
transition λSE,ss′ ∈ ΛSE from a state s ∈ SSE to a state s′ ∈ SSE can be defined

as λSE,ss′ : s [gSE,ss′ ]−−−−−→ s′. The service is initially assumed to be in the undisturbed
state, i.e., Normal. Fig. 4.2 shows the general representation of the finite state
automaton of ICT-enabled grid services with the three states, six transitions and the
corresponding guard conditions. Disturbances can cause the state to degrade, i.e.,
NL, NF , LF , and recovery actions can cause the state to improve, i.e., LN , FN ,
FL. Using this model, the impact of disturbances and recovery actions on the state
of SE service can be analysed.

4.2.2 Finite State Automaton of Voltage Control

This modelling is based on the OLTC-based voltage control service discussed in
Sec. 3.4.2 and follows the same structure as that of the SE service in the previous
section. The properties for the VC service, along with the grid service-specific piece-
wise continuous functions f required for the guard conditions, are first presented,
followed by the automaton.
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Fig. 4.2: Finite state automaton of an ICT-enabled grid service with three states.

Like the server for the SE service, the OLTC controller is a critical component of the
VC service. The availability of the controller (Φη,V C) can be determined similarly to
Eq. (4.5) as

Φη,V C = {i ∈ N | πN (i, ψ) = 1 ∧ πN (i, η) = 1}. (4.13)

To perform the actuation, the VC service requires at least one controller to be
available. The corresponding function can be defined as

fη,V C =

1 |Φη,V C | > 0

0 otherwise.
(4.14)

The VC service is said to be in the Normal state if the OLTC controller receives
setpoints based on SE results from the control room server. This requires the SE
service to be in either Normal or Limited (i.e., not Failed) state and the existence
of a valid path between the SE server and the OLTC controller. The former can be
formulated as

f1,V C =

1 sSE = N ∨ sSE = L

0 otherwise.
(4.15)

This equation captures the dependence of the remedial actions on the high-level
services. Actuating the OLTC controller based on SE results when the SE service
in the Limited state (sSE = L) is a design trade-off as, on the one hand, it can
potentially remedy the voltage problems in the whole PS, but on the other, relies on
potentially uncertain SE results as pseudo-measurements are used.

Let δth,V C and σth,V C be the thresholds for the timeliness and correctness of mea-
surements, respectively. Then, a valid communication path ωpr from the SE server,
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i.e., p ∈ Φξ,SE to the OLTC controller r ∈ Φη,V C should have δpr ≤ δth,V C and
σ(ωpr) ≤ σth,V C . This can be formalised as

f2,V C =


1 ∃ ωpr s.t. πN (p, ξ) = 1 ∧ πN (r, η) = 1 ∧

δpr ≤ δth,V C ∧ σ(ωpr) ≤ σth,V C

0 otherwise.

(4.16)

Contrary to the case of the SE service, estimating the correctness of the received set-
points at the OLTC controller is challenging as controllers typically have neither the
computational resources nor the intelligence to run bad data detection algorithms.
This is part of the future work on the dissertation.

The OLTC controller resorts to using local measurements when remote setpoints are
unavailable due to violation of either Eq. (4.15) or Eq. (4.16). The availability of
the local measurement is given by

Φρ,loc = {i ∈ N | πN (i, ψ) = 1 ∧ πN (i, ρ) ≥ 1}. (4.17)

and the corresponding function, which has to be satisfied for the controller to use
local measurement l ∈ Φρ,loc, is

f3,V C =


1 ∃ ωlr s.t. δlr ≤ δth,V C ∧ σ(ωlr) ≤ σth,V C ∧

|Φρ,loc| ≥ 1

0 otherwise.

(4.18)

Eqs. (4.13)-(4.18) can be used to map the impact of various ICT disturbances on
the ICT graph GI and consequentially, on the VC service. Using these equations, the
finite state automaton of the VC service can be written as a quadruple

AV C = (SV C ,ΛV C , sV C
0 , GV C), (4.19)

where

SV C = {N,L, F},

ΛV C = {λV C,NL, λV C,NF , λV C,LF , λV C,F N , λV C,F L, λV C,LN},

sV C
0 = N,

GV C = {gV C,NL, gV C,NF , gV C,LF , gV C,F N , gV C,F L, gV C,LN},
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gV C,NL := ¬(f1,V C ∨ f2,V C) ∧ f3,V C ∧ fη,V C , (4.20)

gV C,NF := ¬(f1,V C ∨ f2,V C) ∧ ¬f3,V C ∨ ¬fη,V C ,

gV C,LF := ¬(f1,V C ∨ f2,V C) ∧ ¬f3,V C ∨ ¬fη,V C ,

gV C,F N := f1,V C ∧ f2,V C ∧ fη,V C ,

gV C,F L := ¬(f1,V C ∨ f2,V C) ∧ f3,V C ∧ fη,V C ,

gV C,LN := f1,V C ∧ f2,V C ∧ fη,V C ,

λV C,ss′ : s [gV C,ss′ ]−−−−−→ s′ with s, s′ ∈ SV C .

The definitions of these variables are the same as Eq. (4.12). The general finite
state automaton in Fig. 4.2 also applies to the VC service. Based on the ICT graph
and its properties, this model can be used to assess the impact of disturbances and
recovery actions on the VC service. Furthermore, due to Eq. (4.15), this model can
also determine how the state change in a grid service can impact other dependent
ones, i.e., the propagation of disturbances between ICT-enabled grid services.

4.3 Operational State Model of the Power System

This section presents the finite state automaton model for a PS based on the ENTSO-
E operational states, which is discussed in Sec. 2.4.2. The primary condition for
the PS to be in Normal or Alert states is if all bus voltages (v), line loadings (l)
and frequency (fr) are within their respective operational limits. While regulating
bodies such as [69, 104] specify these limits in detail, this dissertation considers a
simplified set of operational limits. The limits for v and l are assumed to be ±5%
(i.e., 1± 0.05 p.u.) and ≤ 80%, respectively. For fr, a deviation of ±50 mHz for the
Normal state and ±200 mHz for the Alert state are considered based on [69]. These
limits can differ depending on the grid and voltage level and can be formalised using
the following functions:

fv,P S =

1 0.95 ≤ vb ≤ 1.05, ∀b ∈ B

0 otherwise.
(4.21)

f l,P S =

1 lc ≤ 0.80, ∀c ∈ C

0 otherwise.
(4.22)
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ffr,P S
N =

1 49.95 ≤ fr ≤ 50.05

0 otherwise.
(4.23)

ffr,P S
A =

1 49.8 ≤ fr < 49.95 ∨ 50.05 < fr ≤ 50.2

0 otherwise.
(4.24)

Another condition for the PS to be in the Alert state is if there is at least one
contingency in the contingency list, which cannot be remedied by the available
remedial actions. This is determined by the contingency analysis, as described in
Sec. 2.4.1. Since this analysis is a complex computational process with several
system-specific information (e.g., current state, past disturbances, contingencies
along with their probabilities), it is regarded as a black box for the modelling in this
dissertation. CA = 1 implies a positive result of the contingency analysis, which
would cause the PS to transition into the Alert state.

fCA,P S =

1 CA = 1

0 otherwise.
(4.25)

The PS is in the Emergency state if the operational limits in Eqs. (4.21) - (4.24) are
violated or if there is a loss of a high-level service. The latter captures the functional
dependence of the PS on the ICT system, which, in this case, is represented by the
state of the SE service.

fHLS,P S =

1 sSE = N ∨ sSE = L,

0 otherwise.
(4.26)

The PS is in the Blackout state if more than 50% of the buses lose their voltage, i.e.,
≤ 0.6 p.u. (cf. Sec. 2.4.2). This can be formulated as

f lo,P S =

1 0.5|B| > |{b ∈ B|vb ≤ 0.60}|

0 otherwise.
(4.27)

Using the functions from Eqs. (4.21)-(4.27), the finite state automaton for PSs can
be written as

AP S = (SP S ,ΛP S , sP S
0 , GP S), (4.28)
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where

SP S = {N,A,E,B},

ΛP S = {λP S,NA, λP S,NE , λP S,AE , λP S,EB, λP S,AN , λP S,EN , λP S,BN , λP S,EA},

sP S
0 = N,

GP S = {gP S,NA, gP S,NE , gP S,AE , gP S,EB, gP S,AN , gP S,EN , gP S,BN , gP S,EA},

gP S,NA := fv,P S ∧ f l,P S ∧ ffr,P S
A ∧ ¬fCA,P S ∧ fHLS,P S ,

gP S,NE := ¬(fv,P S ∧ f l,P S) ∨ ¬(ffr,P S
N ∧ ffr,P S

A ) ∨ ¬fHLS,P S ∧ ¬f lo,P S ,

gP S,AE := ¬(fv,P S ∧ f l,P S) ∨ ¬(ffr,P S
N ∧ ffr,P S

A ) ∨ ¬fHLS,P S ∧ ¬f lo,P S ,

gP S,EB := f lo,P S ,

gP S,AN := fv,P S ∧ f l,P S ∧ ffr,P S
N ∧ fCA,P S ∧ fHLS,P S ,

gP S,EN := fv,P S ∧ f l,P S ∧ ffr,P S
N ∧ fCA,P S ∧ fHLS,P S ,

gP S,BN := fv,P S ∧ f l,P S ∧ ffr,P S
N ∧ fCA,P S ∧ fHLS,P S ,

gP S,EA := fv,P S ∧ f l,P S ∧ fHLS,P S ∧ ffr,P S
A ∨ ¬fCA,P S .

Here, SP S is the discrete states of PS, i.e. Normal (N), Alert (A), Emergency (E) and
Blackout (B). The rest of the variables are as described in Eq. (4.12). Fig. 4.3 depicts
AP S with four discrete states and eight transitions as per [43]. This model can be
used to analyse the impact of disturbances and remedial actions on the PS state.
Transitions NA, NE, AE and EB represent state degradation, while AN , EA, EN
and BN represent state recovery. The transition BN follows the restoration or black
start procedure described in [111] with the restorative state in between, both of
which are beyond the scope of this dissertation. Furthermore, since static steady-
state modelling is considered, the temporal aspects of the PS state classification,
including frequency, cannot be comprehensively investigated and, hence, are part of
future work. Consequentially, Eqs. (4.23) and (4.24) are not used in the rest of the
dissertation. Eq. (4.28), however, shows that the proposed model could be extended
to include frequency.

4.4 Joint Operational State Model for CPESs

Fig. 4.4 shows the joint operational state model for CPES developed in this disserta-
tion and comprises interconnected ICT and PS submodels. The former consists of the
ICT model GI and multiple finite state automata that determine the state of each grid
service from Sec. 4.2. The latter consists of the PS model GP and its automaton from
Sec. 4.3. The dotted lines represent the interdependencies between the submodels.
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Fig. 4.3: Finite state automaton of a power system.

The PS submodel provides a set of unsupplied nodes (buses) to the ICT submodel. In
return, it receives the state of each grid service as well as the available measurements
and controllers. This captures structural as well as functional interdependencies
between the submodels. In the PS submodel, a distinction is made between the
global (or actual) view and the perceived view based on [25]. While the global
view refers to the state of all PS components as they are in the field at a given
moment, the perceived view refers to the state of PS components as depicted by the
(potentially disturbed) ICT system at a given time. The perceived view is derived
based on the states of the high-level services. The operational decisions based on
the perceived view are modelled as optimisation. The resulting decisions are then
mapped into the global PS view (as the decisions impact the actual grid) using power
flow calculations.

The input to the overall model is a single or sequence of independent external distur-
bance from PS and ICT domains, based on which the properties of the corresponding
submodels are modified, e.g., power line failures are modelled by suitably modifying
GP and server failure by removing the corresponding node from GI . State transitions
in each submodel are triggered either by the external input disturbances or by a
propagating disturbance from the other submodel, e.g., as shown in Eqs. (4.1) and
(4.26). The output is the operational state trajectory of a CPES, which consists of
states of PS and the ICT-enabled grid services.

Assuming that the ICT system has m grid services, let SI be the set of the discrete
states of the grid services, i.e., SI = {sGS

1 , ..., sGS
m }. Since the role of the ICT is to

enable the grid services, SI represents the state of the ICT system in CPES. Then,
the joint operational state model of CPES can be written as the following n-tuple:

4.4 Joint Operational State Model for CPESs 71



Unsupplied 
nodes

Multi-domain 
disturbances

PS submodel

PS global 
view

Perceived 
view & 

Operational 
decisions

States of grid services 
+ available 
measurements & 
controllers 

PS finite state 
automaton (𝐴𝑃𝑆)

ICT submodel

ICT system 
graph (𝒢𝐼)

Operational state 
trajectory of CPESN

A

E

B

N L F

N L F

N L F

…

ICT 
disturbances

PS 
disturbances

𝛾1, 𝛾2, 𝛾3, …

𝐴𝐺𝑆1

PS graph 
(𝒢𝑃)

𝐴𝐺𝑆2

𝐴𝐺𝑆𝑚

Fig. 4.4: Overview of the proposed joint operational state model for CPESs with power and
ICT submodels.

AC = (sys, SC , XC ,ΛC , GC ,Γ, Init, pf, u1, u2), (4.29)

The explanation of variables in Eq. (4.29) are in Tab. 4.1. Fig. 4.5 shows the
execution of AC , which consists of the steps explained in the following sections.

4.4.1 Initialisation

The term sys consists of the PS and ICT system models constituting a CPES. Initial-
ising sys involves initialising the PS GP and the ICT system GI . The initial values
of the continuous states XC

0 and discrete PS state SP S can be determined using
flow calculations based on the initial PS GP

0 and the PS automaton from Eq. (4.28),
respectively. Note that the slack bus of GP is initialised to 1 p.u.. The initial discrete
state of ICT system SI can be determined using the initial ICT graph model GI

0 and
the automaton of the grid services (Eqs. (4.12), (4.19)). Using this, AC can be
initialised as Init = {SC

0 , X
C
0 }. This represents an undisturbed CPES.
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Tab. 4.1: Description of variables in joint operational state model in Eq. (4.29).

sys = GP ∪ GI Set of PS & ICT parameters
SC = SP S ∪ SI Set of discrete PS & ICT (i.e., grid service) states
XC = {Vb, Lc} Set of continuous variables (bus voltages & line loadings)
ΛC = ΛP S ∪ ΛI Set of PS & grid service state transitions
GC = GP S ∪GI Set of guard conditions for each λC ∈ ΛC

Γ = {γ1, γ2, ...} Set of independent PS & ICT input disturbances
Init = {SC

0 , X
C
0 } Set of initial values for SC and XC

pf Power flow calculation describing the evolution of XC

u1 Function mapping each input γ ∈ Γ onto sys
u2 Function for activating a specific set of constraint

4.4.2 Introduction of External Disturbance

In this step, the next disturbance γ ∈ Γ is mapped onto the CPES sys using the
function u1. For the first iteration, γ would correspond to the first disturbance. Γ can
comprise both PS and ICT disturbances, and this step does not consider operational
decisions. This disturbed CPES can be represented as sys+ = GP + ∪ GI+, where:

sys+ = u1(sys, γ) = {Z ∗ ζ | Z ∈ sys, ζ ∈ γ} (4.30)

Here, ζ indicates the change in the parameter Z ∈ sys due to γ, and ∗ represents
either the addition or multiplication operator depending on the nature of γ. In
the case of disturbances like an increase/decrease in PS loads or ICT delays, ζ is a
positive or negative value, Z will be PD, QD (for loads) or δ (for delays), and ∗ will
represent addition. However, in case of disturbances such as component failures, ζ
is zero, Z will be ψ, and ∗ will represent multiplication. The impact of disturbances
on PS and ICT systems can be determined as described in Secs. 4.2 and 4.3.

4.4.3 Perceived View

This step determines the perceived view of the potentially disturbed PS and ICT
system. As mentioned earlier in this section, the perceived view refers to the state
of PS components as depicted by the (potentially disturbed) ICT system at a given
time and is derived based on high-level services. Fig. 4.6 shows the interaction
between global and perceived views in the proposed model. The former refers to the
physical CPES, and the latter is related to its situational awareness from the high-
level services, which is based on the received measurements. While disturbances
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impact the global view, operational decisions are taken based on the perceived
view, affecting the global view. Since centralised grid services are considered in this
dissertation, the perceived view is from the control room’s perspective. It consists
of the perceived PS and ICT system sys′ and the perceived continuous states XC′

,
based on which the perceived discrete state SC′ = SP S′ ∪ SI′

are calculated.

The properties of the ICT system (cf. Sec. 4.1) influence the measurements and,
consequentially, the high-level services. This can potentially cause the perceived view
to differ from the global view. Consequently, certain PS disturbances can be hidden
in the perceived view, as in the 2003 North American blackout (cf. Sec. 1.2). This is
particularly relevant in the case of a disturbed ICT system GI+ (cf. Sec. 4.4.2). As
shown in Sec. 4.2, the states of the grid services can be updated based on the graph
GI+ and the respective finite state automaton. This results in the perceived discrete
state of the ICT system SI′

. Note that certain ICT disturbances, such as stealthy
cyber-attacks, could be challenging to detect. It is assumed that the control room
can monitor the ICT components and their properties using network monitoring
tools, as shown in [55].

In this dissertation, the perceived view of the PS is determined based on the SE
service, which implies that the received measurements should satisfy the timeliness
and correctness conditions in Eq. (4.8). Let Z

′ = {Y ′, P ′, Q′} be the measurements
considered by the SE in the control room, where P ′ and Q′ are the perceived
aggregated power injections at the buses. Then, the SE service estimates the
continuous state as XC′ = {V ′

b , L
′
c}, which represents the perceived continuous

state. Here, V
′

b is a set of complex voltage values with magnitudes and angles. The
perceived discrete PS state SP S′

can then be determined based on XC′
using the PS

automaton in Eq. (4.28).
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Fig. 4.6: Interaction between actual and perceived views.
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4.4.4 Operational Decisions based on Perceived View

In this step, the operational decisions on the PS based on potential operational limit
violations in the perceived view from Sec. 4.4.3 are determined. The result is the
deployment of suitable remedial actions to counteract the disturbance γ and improve
the PS discrete state SP S+. The operational decisions are modelled as an optimal
power flow, as shown in [112]. Generally, it can be written as the minimisation of
the objective function o(µ):

min{µ} o(µ)
subject to le(µ) ≤ 0

li(µ) = 0
and (4.31)

Here, µ ⊂ sys′ is the set of PS optimisation variables, i.e., P,Q, Y , that can be
controlled from the control room. Generations and controllable loads are represented
by P and Q, while switches and circuit breakers by Y . o(µ) can represent several
possible objectives, such as the economy (e.g., finding a dispatch of DERs with
the lowest costs) and stability (e.g., reducing loadings of power lines). li(µ) and
le(µ) represent the inequality and equality constraints, respectively. Generally, the
former includes capacities of PS components and the operational limits of buses,
lines and other PS equipment, while the latter includes the power balance between
generation and demand [112]. The selection of the constraints, however, depends
on the perceived view, i.e., sys′, XC′

and SC′
. For a CPES with m grid services,

the function u2 suitably activates a specific set of constraints Ln ⊂ L and can be
generally defined as

u2(sys′, XC′
, SC′) =



L1 ⊂ L if sGS
1 = N ∧ sP S = A⇒ µ1 ⊂ sys′,

L2 ⊂ L if sGS
1 = L ∧ sP S = A⇒ µ2 ⊂ sys′,

L3 ⊂ L if sGS
1 = F ∧ sP S = A⇒ µ3 ⊂ sys′,

...

Ln−1 ⊂ L if sGS
m = L ∧ sP S = A⇒ µn−1 ⊂ sys′,

Ln ⊂ L if sGS
m = F ∧ sP S = A⇒ µn ⊂ sys′.

(4.32)

This equation shows only an excerpt from the function u2 with the PS in the Alert
state and µ1, µ2, ..., µn represent different actuation commands from the control
room. There exist multiple sets of constraints based on the discrete states of PS
(sP S) as well as the grid services (sGS). This is relevant as certain grid services
are only allowed in certain PS states, e.g., load shedding is permitted only when
sP S = E (cf. Sec. 2.4). Eq. (4.32) can be adapted for specific grid services based
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on their respective automaton from Sec. 4.2. For the SE service, the control room
has no situational awareness when sSE = F . In this case, it sends a predefined
command to the field controllers, switching them to the fallback mode, i.e., use local
measurements. Using Eq. (4.32), the optimisation can be written in the following
condensed form:

minµ{os(µ) | µ ∈M} with (4.33)

M = {µ ⊂ sys′ | li(µ) ≤ 0, le(µ) = 0, li, le ∈ L}.

Here, M is the set of feasible solutions without constraint violations, and L is the
set of all constraint functions corresponding to the states of PS and the grid services
s ∈ SC′

. While the equality and inequality constraints corresponding to buses
and lines are activated in all cases of u2, the constraints corresponding to the grid
services (especially the remedial actions), such as tap position tT and PG setpoints
of DERs, are activated depending on the state of the PS and the corresponding
grid service. This implies that each combination of discrete states has its constraint
parameterisation. For example, as described in Sec. 3.4.3, the DERs controlled when
the redispatch service in the Normal state (sRD = N) is different from when it is in
the Limited state (sRD = L).

Eqs. (4.32) and (4.33) model the control room’s response to the perceived view.
For instance, if the goal is economic dispatch of the available DERs, the os(µ) can
be a cost function. When a bus voltage limit violation is detected in the perceived
view, the control room suitably deploys the VC service to adjust the PG and QG

of specific DERs and/or the transformer tap position tT . Here, PG, QG, tT ∈ µ are
constrained by the corresponding inequality constraint (li). If failures of DERs and
OLTC are detected in sys′, then the corresponding PG, QG, and tT are excluded
from Eq. (4.32). If a remedial action has failed, all equipment solely controlled by
that grid service will be excluded. Therefore, Eq. (4.32) captures the functional
dependence, i.e., the impact of the operational states (or performance) of the ICT-
enabled grid services on the PS. The result is a set of decisions µ, which are then
transmitted to the corresponding OT devices.

4.4.5 Impact of Operational Decisions on Global View

In this step, the impact of decisions µ on the global CPES sys+ is determined. This
is calculated using power flow (pf) calculations, which modifies sys+ based on µ,
resulting in sys+

µ . Here, sys+
µ represents the global view impacted by the operational

decisions µ. pf also yields the corresponding continuous states XC+
µ = {V +

b,µ, L
+
c,µ}.
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This can be written as pf : (sys+, µ) → (sys+
µ , X

+
µ ). Activation of the control

reserves as a change in P and Q of generators and controllable loads, while topology
modifications can be mapped as changes in the corresponding entries in Y . The ICT
nodes that have potentially lost power supply are then determined using V +

b,µ and
Eq. (4.1), based on which GI is modified (i.e., structural dependence). This step is
especially relevant when the perceived view differs from the global view, e.g., due
to ICT disturbances. In this case, the decision µ may have an unwanted negative
impact on the global CPES.

4.4.6 Operational State Update

In this step, the discrete state of the global CPES is updated as SC+
µ = {SP S+

µ ∪SI+
µ },

based on sys+
µ and X+

µ determined in the previous step. Similar to the initialisa-
tion in Sec. 4.4.1, SP S′

µ is determined using Eq. (4.28) and SI′
µ using Eqs. (4.12)

and (4.19).

If SC+
µ ̸= SC , it indicates that the PS operational decision µ has propagated and

impacted the ICT system via the structural dependence by causing certain ICT
components to either gain (positive impact) or lose (negative impact) power supply.
The resulting impact on the grid service and, consequentially, the PS should then
be re-evaluated. To do so, the process in Fig. 4.5 is reiterated from Sec. 4.4.3, i.e.,
creating a new perceived view, with SC+

µ and sys+
µ as the new values of SC and

sys, respectively. This shows the ability of the model to capture the propagation of
disturbances between power and ICT systems via interdependencies.

If SC+
µ = SC , it indicates that there is no further propagation of the disturbance

γ or decision µ between the power and ICT systems. Then, the process in Fig. 4.5
is reiterated from Sec. 4.4.2, i.e., the next disturbance from the sequence of input
disturbance Γ is considered. The value of sys+

µ is assigned as the new value of
sys. The sequence of discrete states SC′

µ constitutes the operational state trajectory
of CPES corresponding to each γ ∈ Γ. Since Γ can be comprised of both PS and
ICT disturbances (cf. Sec. 4.4.2), this shows the ability of the proposed model
to analyse the impact of a sequence of multi-domain disturbances in terms of the
operational state trajectory, also considering their propagation between the PS and
ICT systems.
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4.5 Chapter Summary

This chapter presents the artefact of RQ1, which aims to model the operational
state trajectory of CPESs, considering the interdependencies between power and ICT
systems. The highlights of this chapter are as follows:

• A formal description of CPESs is presented, with the power and ICT sub-systems
modelled using property graphs. Components of both sub-systems and their
linkages have been described by nodes, edges and their respective properties.
The structural and functional interdependencies between the power and ICT
systems have also been formalised using these properties.

• Using the ICT graph model, the operational states of ICT-enabled grid services
from Chapter 3 have been formalised using finite state automata, with one au-
tomaton for each grid service. The automaton describes the three operational
states (i.e., Normal, Limited and Failed), the conditions for state transitions
and possible dependencies between the grid services. Subsequently, the model
has been applied to state estimation and OLTC-based voltage control services.

• Based on the PS graph model, the PS operational states from Sec. 2.4 have also
been formalised using a finite state automaton. The state transitions have been
formulated based on properties such as bus voltages, line loading, contingency
assessment and states of high-level services.

• A formal joint operational state model for CPESs has been developed using
the automata of the power system and ICT-enabled grid services. Global and
perceived views are differentiated because disturbances impact the global view,
while operational decisions are taken based on the perceived view, affecting the
global view. The operational decisions have been modelled using an optimal
power flow. The developed model can take a sequence of multi-domain (power
and ICT) disturbances as input and calculate the state trajectories of the PS
and ICT-enabled grid services as output.
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Joint Operational State Model
for CPESs – Results &
Discussion

5

This chapter presents the simulation setup and the results of the joint operational
state model from Chapter 4. First, the architecture of the CPES under consideration
is presented. This is followed by the simulation setup, which is used to validate
the formal model. Finally, the results are presented and discussed. This chapter
aims to demonstrate the artefact of RQ1 from Chapter 4, along with evaluating the
corresponding functional and non-functional requirements. Note that parts of the
contents of this chapter are published in [11].

5.1 System Architecture

The architecture of the CPES considered in this chapter consists of two aspects – the
interconnected power and ICT systems and the ICT-enabled grid services.

5.1.1 Interconnected Power and ICT System Model

The PS considered here is the CIGRE MV benchmark grid shown in Fig. 5.1 [113].
Based on the modelling in Sec. 4.1, a static steady-state model of the PS is considered
here. It has 15 buses (representing substations), two 110/20 kV transformers with
20 MVA rated power, and 13 loads. The 110 kV external grid is connected to bus-0
(slack bus), which is then connected to buses 1 and 12 via the transformers. The
transformer T1 is equipped with an automatic OLTC with 10 tap steps of ±1%
voltage ratio each on the secondary side (bus-1). The loads represent a mix of
industrial as well as residential loads with a total peak demand of 46,125 kVA. Based
on Sec. 4.3, the normal operational limits for bus voltages and line loadings are
considered as 1± 0.05 p.u. and ≤ 80%, respectively. A violation of these limits will
cause a state transition in the PS, as described in Sec. 4.3. For example, the PS
degrades to the Emergency state in case of an over-/under-voltage and will further
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degrade to the Blackout state when more than 50% of all buses (in this case, more
than 7 buses) have a voltage loss.
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Fig. 5.1: Power system: CIGRE MV benchmark grid.

Although several benchmark power grids exist, there is currently a lack of standard-
ised ICT systems corresponding to the power grids. Therefore, the ICT system used
in this dissertation is designed based on the methodology in [114] and is presented
in [11]. Fig. 5.2 shows the ICT system designed for the CIGRE MV grid. The ICT sys-
tem is assumed to be dedicatedly used by the power grid. This is a valid assumption
considering the rapid digitalisation of distribution grids [48]. IEDs for measurement
are located at the buses and are named sb, where b is the corresponding bus number.
Since the CIGRE MV grid is a distribution grid, measurement IEDs are only placed
at 12 buses, as shown in Fig. 5.1, representing observability of 80 %. The tap of
the transformer T1 is controlled by IED c1 associated with it. Measurement IEDs
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Fig. 5.2: ICT network for the CIGRE MV grid in Fig. 5.1.

sb and the controller IED c1 represent the OT part of the ICT system, and their
properties are similar to those of nodes n2 and n1, respectively, in Fig. 4.1. Although
a typical IED can perform both measurement and control, they are separated in
this dissertation in order to analyse the difference between the loss of measurement
data and actuation capability. In the rest of this chapter, the terms sensors and
controllers refer to IEDs performing measurement and actuation, respectively, which
are typically located at the bay level of the substation [115].

Each bus (or substation) is also equipped with a router named rb. The IEDs (OT
devices) in the substation communicate to the substation router via LAN. This
represents intra-substation communication, shown using dotted lines in Fig. 5.2.
The routers are then connected via the WAN, which represents inter-substation
communication and is shown using dashed lines in Fig. 5.2. A WAN communication
link is considered between two routers if power lines connect the corresponding
buses. Buses 0, 1 and 12 are connected via the transformers, not power lines. This
indicates that they are located in the same substation and are, therefore, associated

5.1 System Architecture 83



with the same router r0. Typical communication technologies used in LAN and WAN
are already shown in Fig. 2.2. The routers and the communication links represent
the IT network. The properties of the routers and links are similar to those of
node n3, edge e1 and edge e3 in Fig. 4.1. The links in this scenario represent wired
communication, such as fibre optic and power line carrier communication. This
could, however, be adapted to wireless communication, in which case, the links
would represent the overlay for wireless technologies such as cellular or WiMAX.

The PS is operated from a central server, possibly located in a monitoring and control
station, to which all sensor and controller IEDs communicate. Based on [83], the
central server is assumed to be connected to the node with the highest betweenness
centrality 1, in this case, the router at bus-8, as it is the most central node regarding
data flows. This enables the assessment of the availability condition introduced in
Sec. 3.1. For example, measurements from a sensor IED are said to be available only
if the sensor IED is operational and has a valid communication path to the server.
This can be calculated using Eq. (4.8).

Each bus provides power supply to the connected ICT components, and battery
backup is not considered. Therefore, when a bus loses power, all the connected ICT
components are considered unavailable. This represents a cascading disturbance and
can be calculated using Eq. (4.1). Note that considering battery backup for several
ICT components is costly, but it is a common measure to decouple the structural
dependence of the ICT system on the interconnected PS [76].

5.1.2 ICT-enabled Grid Services

The ICT-enabled grid services considered are SE and VC, which are already discussed
in Secs. 3.4 and 4.2. Their implementation based on the power and ICT systems in
Figs. 5.1 and 5.2 is presented in this section.

The centralised SE service aims to provide estimated voltage magnitudes and an-
gles devoid of telemetry errors, also for the buses from which measurements are
unavailable, i.e., buses 2, 7 and 13 in Fig. 5.1. Bus measurements include active
power and reactive power injections, whereas line measurements include active and
reactive power flows from the sending end. For instance, sensor IED s6 measures
the power injection at bus-6 and the power flow between bus-6 and bus-7. The
measurements are then transmitted to the server via the shortest path in the IT
network. For instance, measurements from s6 will be transmitted via the nodes

1In graph theory, betweenness centrality is a measure of centrality in a graph based on shortest paths.
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r6, r7, r8. In the case of an IT disturbance in this path, the measurements can be
suitably rerouted, for example, via r5. The server hosts the WLS algorithm, which
processes the received measurements to calculate the SE results. The server also
has pseudo-measurements for substituting corresponding field measurements when
required. The operational states of the SE service can then be assessed using the
model from Sec. 4.2.1.

The VC service aims to remedy voltage limit violations potentially caused by PS
disturbances and is assumed to depend on SE results for situational awareness. When
a bus voltage limit violation, i.e., vb > 1.05 p.u. or vb < 0.95 p.u., is detected in the SE
results, setpoints are sent to c1 to change the tap of T1, thereby modifying the voltage
of the entire grid connected to the secondary side of T1. The transfer of setpoints
from the central server to c1 is via the shortest path of the IT network. In this case, it
could either be via the nodes r8, r3, r2, r0 or r8, r14, r13, r0. These setpoints are sent
until the SE results indicate that all voltages are within their respective limits. In
the absence of remote setpoints, for instance, due to IT disturbances, c1 uses the
measurement from local IED s1. In this case, a tap change is performed only when
s1 indicates a voltage limit violation. The operational states of the VC service can
then be assessed using the model from Sec. 4.2.2.

5.2 Simulation Setup for Validation

Validation is an essential step in any model development. In this dissertation, the
formal model developed in Chapter 4 is validated by comparing its results with a
simulation setup consisting of power and ICT systems. Based on [116], this serves
as an input-output validation for the developed model. The developed simulation
setup is presented in this section.

Fig. 5.3 illustrates the setup consisting of interconnected power and ICT system
models, along with the two grid services. Its execution is described by Algorithm 1.
The PS is modelled in steady-state in PandaPower 2 and the ICT network is modelled
as a graph in NetworkX 3. The choice of the simulations is motivated by their open-
source nature, ease of usage and mutual compatibility. The data exchange between
both simulators could be facilitated easily since both are Python-based libraries. The
simulation setup is developed based on the formal model from Fig. 4.4, i.e., the
input to the setup is a sequence of multi-domain independent disturbances, and the
output is the operational states of PS and the two grid services.

2PandaPower: https://pandapower.readthedocs.io/en/v2.12.0/index.html# (Accessed: May 3, 2023)
3NetworkX: https://networkx.org/ (Accessed: May 3, 2023)
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Fig. 5.3: Overview of the developed simulation setup for validation.

The PS simulation consists of the CIGRE MV grid shown in Fig. 5.1 and the two grid
services. This contrasts with the formal model, where the grid services are part of
the ICT system. This is because the PandaPower simulator has built-in modules for
SE 4 and VC 5 services. The contingency analysis has also been considered in the PS
simulation in order to assess the Alert state. As discussed in Sec. 2.4.1, this analysis
identifies potential contingencies that would violate the operational limits despite
utilising the available remedial actions, which in this case is only the VC service.
The PS is in the Alert state when the contingency analysis yields a positive result.
The contingency list here consists of all single power line failures. Each contingency
in the list is simulated on a copy of the power grid in its current state, considering
the current states of the two grid services. If the available remedial actions are not
dependent on the SE service, the SE state need not be considered in the contingency
analysis. Power flow calculations are used to assess the impact of PS disturbances
(input) and calculate the list of unsupplied buses.

The ICT system model in NetworkX received the list of unsupplied nodes as input.
The ICT simulation consists of the ICT network shown in Fig. 5.2. Graph theoretical

4PandaPower State Estimation:https://pandapower.readthedocs.io/en/v2.12.0/estimation.html (Ac-
cessed: May 3, 2023)

5PandaPower TrafoController: https://pandapower.readthedocs.io/en/v2.12.0/control/ con-
troller.html#trafocontroller (Accessed: May 3, 2023)
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Algorithm 1: Execution of Co-simulation Framework
Input: List of independent external disturbances: Γ = {γ1, γ2, γ3, . . . }.
Result: Operational states of CPES: sP S , sSE , sV C .
Data: Initial available measurements: Φρ

0,
initial list of unsupplied buses: un,
initial operational states of CPES: sP S

0 , sSE
0 , sV C

0 .

1 for disturbance γ in Γ do

2 if γ is a PS disturbance then
3 modify Pandapower PS model based on γ
4 else
5 modify NetworkX ICT model based on γ
6 end

7 if γ is the first disturbance in list Γ then
8 Assign sSE ← sSE

0 , sV C ← sV C
0 ,Φρ ← Φρ

0
9 end

10 Run ps_simulation(sSE , sV C ,Φρ):
11 Run SE in state sSE using measurements Φρ to estimate list of bus

voltages V̂b

12 while any v̂b in V̂b violates operational limits do
13 Run VC in state sV C to change transformer tap
14 Run SE in state sSE and recalculate V̂b

15 end

16 Run powerflow to determine the updated list of unsupplied buses un
′

and
17 list of line loadings Lc

18 return un
′
, V̂b, Lc

19 Run ict_simulation(un
′
):

20 Update NetworkX ICT system model based on un
′

21 Determine operational state of grid services sSE , sV C

22 Determine list of available measurements Φρ

23 return sSE , sV C ,Φρ

24 Run cpes_state_assessment( V̂b, Lc, s
SE , sV C):

25 Compare V̂b, Lc to operational limits
26 Run contingency analysis with SE and VC services in sSE and sV C states
27 Determine state of PS sP S using results of steps 25 and 26

28 return sP S , sSE , sV C

29 if un ̸= un
′
then

30 Assign un← un
′

31 goto Step 10
32 else
33 goto Step 1
34 end
35 end
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calculations are used to assess the impact of the ICT disturbances and the unsupplied
buses received from the PS simulator. This can be used to calculate the availability,
timeliness and correctness properties of the SE and VC services, which can then
be used to determine their operational states as described in Sec. 3.4. Note that
although the grid services themselves are implemented in Pandapower, their states
are determined by the ICT simulator. Their states and available measurements and
controllers are given as input to the PS simulator, which then varies the functionality
of these grid services accordingly. The information exchange between the simulators
captures the interdependencies between power and ICT systems.

5.3 Results & Discussion

This section presents the results of the formal model from Chapter 4. The aim of
these scenarios is to show that the proposed model can analyse the propagation
of multi-domain disturbances between power and ICT systems in a CPES using its
operational state trajectory. In this case, the operational states of the CPES consist
of the states of PS, SE and VC. Followed by a base scenario (Scenario 0) to show
the impact of the normal operation of grid services, scenarios focusing on the two
grid services individually are presented. The results from the formal model were
then validated using the simulation setup from Sec. 5.2. In the following figures, the
state of the CPES is denoted by SC , which is updated either by the input disturbance
γ or the operational decision µ (cf. Secs. 4.4.2 and 4.4.5). The arrows between
the states denote the propagation of disturbances between power and ICT systems.
The sequence of SC forms the operational state trajectory of the CPES, which is
computed until the condition in Sec. 4.4.6 is satisfied.

Tab. 5.1 shows the disturbances considered in the scenarios. They are chosen to
represent a variety of disturbances from both PS and ICT domains and to demon-
strate cascading and escalating modes of disturbance propagation. Sensor failures
(γs3, γs11) may occur due to hardware or software problems, while link failure (γr0,c1)
could be due to physical damage. The bus failure γbus9 can be due to a short circuit
fault at the bus, resulting in its isolation by the protection system. The step increase
in reactive power consumption of loads, i.e., γload10 and γload1, are designed such
that they result in an under-voltage at the respective buses, thereby requiring the
VC service for remedy. γload10 decreases v10 from 0.978 p.u. to 0.940 p.u. and γload11

decreases v1 from 0.987 p.u. to 0.946 p.u.. Based on Sec. 4.4.1, the states of the PS
and the two grid services are initialised as Normal.
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Tab. 5.1: Description of disturbances considered in the simulation scenarios.

Disturbance Domain Description
γs3 ICT Sensor IED s3 failure
γs11 ICT Sensor IED s11 failure
γro,c1 ICT LAN link between router r0 & controller c1 fail
γload10 PS Reactive (Q) load jump at bus-10
γload1 PS Reactive (Q) load jump at bus-1
γbus9 PS Bus-9 failure

The Failed state is not shown in the scenarios since its impact is fairly obvious in the
considered CPES with two grid services. Disturbances causing the SE service to be in
the Failed state (e.g. server failure, loss of too many field measurements) can cause
the system operator to lose situational awareness of the corresponding PS, which, in
turn, can hinder all central server-based operations [94]. When the VC service is in
the Failed state, it cannot be used to remedy voltage limit violations.

5.3.1 Scenario 0: Base Scenario

Fig. 5.4 shows the CPES state trajectory (SC) considering disturbances γbus9 and
γload10. It can be seen that the initial state SC

0 is Normal. The disturbance γbus9

causes the state of PS to degrade to its Alert state (SC
1 ) based on the contingency

analysis. This means, considering the current state of the PS, there is at least one
contingency, in this case, the failure of the power line between bus-4 and bus-11, that
will cause an operational limit violation in the PS. Additionally, based on Eq. (4.1),
γbus9 also results in loss of power supply to the ICT components connected to bus-9,
i.e. s9 and r9. This results in the loss of measurements from sensor s9 and shows how
a PS disturbance can cascade and impact the ICT system via structural dependence.
Despite this, it can be seen that the SE is still in its Normal state (SC

1 ), indicating that
the solvability condition could be satisfied using measurements from other sensors.
This also shows the importance of redundant sensors in the design of the SE service
to increase its robustness against loss of measurements [38]. When γload10 occurs,
the PS transitions to the Emergency state due to the voltage limit violation at bus-10
(SC

2 ). This is captured in the SE results (i.e., the perceived view from Sec. 4.4.3)
based on which suitable setpoints are sent from the server to c1 to facilitate a tap
change (denoted by µoltc). This increases v10 from 0.940 p.u to 0.975 p.u, thereby
remedying the under-voltage resulting from γload10. Consequentially, the PS returns
to the Alert state (SC

3 ). For the PS to return to the Normal state, the disturbances
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γbus9 should be cleared, and the bus should be repaired. Scenario 0 shows that the
grid services in their Normal state can remedy the considered PS disturbances.
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Fig. 5.4: CPES operational state trajectory for Scenario 0 (base scenario).

5.3.2 Scenario 1: States of Voltage Control Service

This scenario aims to demonstrate the disturbance propagation considering the
operational states of the VC service. It consists of two sub-scenarios to show the
different impacts of the Limited state of the grid service.

Fig. 5.5 shows the CPES state trajectory for Scenario 1A considering the disturbances
γr0,c1, γbus9 and γload10. The disturbance γr0,c1, which is a LAN link failure, causes
the VC service to degrade to its Limited state (SC

1 ) as it prevents setpoints from the
server from reaching the controller c1. As discussed in Sec. 3.4.2, this results in
the degradation of the VC service to its Limited state, where it acts based on local
measurements, in this case, from sensor s1. Other disturbances that disrupt the data
transfer between the server and c1, such as congestion in the WAN, will have the
same consequence. Similar to Scenario 0 (cf. Sec 5.3.1), the disturbance γbus9 causes
the PS to transition to its Alert state (SC

1 ), and the resulting loss of measurements
from s9 does impact the state of the SE service. The under-voltage caused by γload10

also causes the PS to degrade to the Emergency state (SC
2 ). However, in contrast

to Scenario 0, this under-voltage is not remedied by the VC service. The reason is
that the grid service in the Limited state acts solely based on local measurements
and, therefore, cannot detect the under-voltage at bus-10. If left unremedied, this
could trigger protection systems, causing the loss of power supply to bus-10 as
well as the components connected to it. This scenario demonstrates the ability of
the proposed model to capture escalating disturbances, where the ICT disturbance
γr0,c1 exacerbates the impact of an independent PS disturbance γload10. In Fig. 5.5,
this is indicated by the arrow labelled ’esc.’. Furthermore, this demonstrates the
propagation of disturbances due to functional dependencies between power and ICT
systems via the remedial actions, which directly perform actuations on the PS.
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Fig. 5.5: CPES operational state trajectory for Scenario 1A. The Limited state of VC service
has a negative impact on PS.

Fig. 5.6 shows the CPES state trajectory for Scenario 1B, which considers γload1

instead of γload10. The impact of disturbances γr0,c1 and γbus9 are similar that to
that of Scenario 1A. This can be seen from the operational states SC

1 and SC
2 . The

under-voltage caused by γload1 transitions the PS to the Emergency state (SC
3 ) due to

the operational limit violation at bus-1. However, in contrast to Scenario 1A, this is
remedied by the decision µoltc from the VC service, which increases v1 from 0.946 p.u
to 0.981 p.u., thereby restoring the PS to the Alert state (SC

4 ). This is because the
disturbance γload1 is captured by the sensor s1 and is then communicated to the
controller c1, which performs the tap change required to remedy the impact of γload1.
In other words, in this scenario, the ICT disturbance γr0,c1 does not escalate the
impact of the PS disturbance γload1. This shows that in alternative to Scenario 1A,
the VC in its Limited state can also be used to remedy certain disturbances.
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Fig. 5.6: CPES operational state trajectory for Scenario 1B The Limited state of VC service
has a positive impact on PS.

These scenarios also show that the effectiveness of fallback measures while in the
Limited state largely depends on the type of measure, the location and the nature
of the disturbance. As discussed in [80], alternative fallback measures could be
explored, such as using a combination of measurements from the secondary side
(local) and voltage-wise the most critical bus (remote). Even then, the ability of
the VC service to remedy the disturbance in its Limited state will be influenced by
the location of the remote measurement and the disturbance. Therefore, one of the
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goals of system design should be to implement fallback measures that are efficient
and flexible while keeping in mind the relevant set of disturbances.

5.3.3 Scenario 2: States of State Estimation Service

This scenario aims to demonstrate the disturbance propagation considering the
operational states of the SE service. Similar to Scenario 1, this consists of two
sub-scenarios to show the different impacts of the Limited state of the SE service.

Fig. 5.7 shows the CPES state trajectory for Scenario 2A considering the disturbances
γs11, γbus9 and γload10. Here, γs11 results in the loss of measurements from sensor
s11. The SE service, however, remains in its Normal state (SC

1 ), indicating the
importance of redundant measurements while designing the SE service. Similar to
previous scenarios, the bus failure γbus9 transitions the PS to its Alert state (SC

2 ).
However, in this scenario, the resulting cascade to the ICT system, i.e., loss of
power supply to s9 and r9, degraded the SE service to its Limited state (indicated
by the arrow labelled ’casc.’ in Fig. 5.7). The SE service now has to use pseudo-
measurements corresponding to either s11 or s9 to satisfy its solvability condition
(cf. Eq.(3.1)). As discussed in Sec. 3.4.1, this increases the uncertainty in the
SE results as pseudo-measurements are based on historical measurements, which,
in this scenario, is before the occurrence of γbus9. The consequence of this can
be seen after the occurrence of γbus10 as the PS degrades to its Emergency state
(SC

3 ). This implies that the under-voltage caused by γbus10 was not remedied by
the VC service, even though it is in its Normal state. The reason is for this specific
combination of disturbances and lost field measurements, the results of the SE
service in its Limited state do not capture the under-voltage. As a result, no setpoints
were sent to c1. This once again shows an escalating disturbance (indicated by
the arrow labelled ’esc.’ in Fig. 5.7), where γs11 and γbus9 worsen the impact of
γload10. This scenario demonstrates disturbance propagation due to the functional
dependencies between PS and ICT systems via the high-level services, which do not
directly perform actuation on the interconnected PS. Furthermore, it also shows the
relevance of the dependencies between the grid services.

Similar to Scenario 1B in Fig. 5.6, the Limited state of SE does not necessarily cause
state degradation in the PS. This is shown by Scenario 2B in Fig. 5.8, where, instead
of γbus9, γs3 is considered between γs11 and γload10. The impact of γs11 (SC

1 ) is the
same as that of Scenario 2A. Although γs3 still causes the state of SE to degrade to
Limited (SC

2 ) due to the use of pseudo-measurements corresponding to either s11 or
s3, the VC service can remedy the under-voltage caused by γload10, i.e., increase v10
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Fig. 5.7: CPES operational state trajectory for Scenario 2A. The Limited state of SE service
has a negative impact on PS.

from 0.940 p.u. to 0.975 p.u.. As a result, the state of the PS is restored to Normal
(SC

4 ), indicating that the disturbance does not propagate. In contrast to Scenario
2A, this scenario shows that the SE results, even in the Limited state, can capture
certain voltage limit violations. Based on this, setpoints were sent from the server to
c1, facilitating suitable tap change to remedy the impact of γload10.
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Fig. 5.8: CPES operational state trajectory for Scenario 2B. The Limited state of VC service
has a positive impact on PS.

The effectiveness of fallback measures is largely influenced by their implementa-
tion [80]. In this regard, alternative methods for generating pseudo-measurements
that do not solely rely on historical measurements, such as the ones shown in [98,
103], could provide different results. Furthermore, since the VC service depends
on SE and not vice versa, a state degradation of the latter is more critical. Com-
paring scenarios 2A and 2B (as well as 1A and 1B), it is evident that the Limited
state of a grid service does not necessarily imply that operational limit violations
cannot be remedied; instead, it increases the risk of incorrect control actions in the
PS. Therefore, the Limited state serves as a caution to the system operator about
potentially bad decisions when using the corresponding grid service as well as other
dependent services. In this regard, the proposed model can be used to test different
fallback measures that enable the grid services to perform effectively in the presence
of disturbances. It also allows the testing of robustness measures in the ICT system
(e.g. redundancy, increased meshing), which enables the grid services to withstand
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the disturbances, thereby preventing the state degradation of the services in the first
place.

5.4 Evaluation

This section evaluates the proposed model and the results based on the objectives
of RQ1, which are presented in Sec. 1.5. This includes the functional requirements
FR1, FR2 and FR3, as well as the non-functional requirements NFR1 and NFR2.

5.4.1 Functional Requirements

Based on the results from Sec. 5, it is evident that the developed model can success-
fully analyse the propagation of disturbances between power and ICT systems in
a CPES. The resulting operational state trajectory has both state degradation (due
to disturbances) and state recovery (due to remedial actions). This can be seen
in scenarios 0, 1B and 2B, where disturbances such as γr0,c1 and γload1 cause state
degradation, and the operational decision µoltc resulted in state recovery. Based on
this, it can be said that the developed model satisfies FR2 (analyse degradation and
recovery using state trajectory).

Structural dependence is depicted in Scenario 2A, where the failure of a PS bus
(γbus9) causes the interconnected ICT components to lose power supply, resulting
in a state degradation of the SE service. This also shows that the proposed model
can analyse cascading disturbances. However, Scenario 1A shows that the same
disturbance γbus9, when coupled with other disturbances, does not degrade the state
of SE service. This shows the benefit of the proposed model in analysing not only
individual disturbances but also the sequence in which they occur. On the one hand,
the functional dependence of PS on the ICT system is shown in scenarios 0, 1B and
2B, where the services remedy a PS operational limit violation. On the other hand, as
discussed in Sec. 3.3, disturbances can also propagate via these dependencies. This
can be seen in scenarios 1A and 2A, where the PS operational limit violation is not
remedied due to a state degradation in the ICT-enabled grid services. Furthermore,
these scenarios also depict escalating disturbances, where certain ICT disturbances
exacerbate an independent PS disturbance. This shows that the proposed model can
analyse functional dependencies as well as escalating disturbances. Therefore, the
proposed model satisfies FR1 (consider structural and functional dependencies) and
FR3 (investigate cascading and escalating disturbances). In the presented scenarios,
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it can be observed that functional dependence resulted in an escalating disturbance,
while structural dependence resulted in a cascading disturbance.

5.4.2 Non-functional Requirement – Adaptability

Adaptability (NFR1) evaluates the ability of the proposed model to analyse different
PS and ICT disturbances. As presented in Sec. 4.1, power and ICT systems are
modelled as static property graphs. The input power and ICT disturbances are
considered by suitably varying the properties of the graph model. Regarding PS
disturbances, the model can consider failures of PS components such as generators,
DERs, transformers, power lines, loads, and buses by removing the correspond-
ing node/edge or by modifying the corresponding property in the PS graph GP .
Variations in active and reactive powers of generators, DERs and loads can also
be considered by modifying the properties dB of PS nodes. ICT disturbances, as
shown in Tab. 3.1, can be mapped onto one or more properties of the ICT graph GI ,
i.e., availability, timeliness and correctness. The model can consider failures of ICT
components such as sensors, controllers, routers, links and servers by modifying the
ψ property. Variation of timeliness can be mapped onto the δ property, and variation
of correctness can be mapped onto the σ property of ICT nodes and edges. These
properties are then used as guard conditions in automata to assess the operational
states of ICT-enabled grid services. (cf. Sec. 4.2).

A limitation of the model is that it does not consider the dynamic or temporal aspects
of power and ICT systems. Consequently, the model can only analyse the order
of disturbances but not when they occur. The latter would give insights into the
time spent by the CPES in each of the states SC , which is essential for designing
the timeliness of remedial actions. This also limits the application of the model to
study frequency, voltage and rotor angle stabilities. Along similar lines, protocols
and data flows are also abstracted in the ICT system model. Although the model
allows preliminary analysis of timeliness and correctness using the graph properties
δ and σ, it cannot comprehensively analyse data manipulations (typically done via
the protocols [117]) and congestions (typically due to re-routing of data [93]). Note
that the validation of the developed model with temporal aspects will require an
improved simulation setup also with temporal aspects.

To summarise, the proposed model can analyse failures of PS and ICT components, as
well as variations in PS loads. They are also shown by the scenarios in Sec. 5.3. How-
ever, it lacks the dynamic and data flow aspects and can only enable a preliminary
analysis of timeliness and correctness.
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5.4.3 Non-functional Requirement – Extensibility

Extensibility (NFR2) evaluates the ability of the proposed model to include additional
grid services. It is especially relevant when using finite state automata as they
are prone to state (combinatorial) explosion, i.e., the number of states grows
exponentially as the number of system variables increase [118]. In the context of
RQ1, this pertains to the number of ICT-enabled grid services, since the number of
PS states remains the same irrespective of the PS size. As shown in Fig. 4.4, the
proposed model does not aggregate the states of grid services into a unified set of
states for the whole ICT system. This is because different services are required in
different operational states of the PS (cf. Sec. 2.2), and aggregation is possible only
if the priority of these grid services is known. Each grid service has three operational
states, therefore, a CPES with m grid services will have 3×m states. Sec. 4.2.1 shows
the integration of the SE service into the proposed model, which is then followed
by its extension with the VC service in Sec. 4.2.2. It can be seen that extending
the proposed model with an additional grid service would result in 3 more states,
representing a linear increase. This contrasts 3m states in the case of exponential
increase.

To integrate additional grid services into the proposed model, their ICT requirements
should be defined in terms of the three properties – availability, timeliness and
correctness. Additionally, their dependencies on other grid services should be defined.
For example, the properties of the VC service are defined in Eqs. (4.13)–(4.18), and
its dependence on the SE service is defined in Eq. (4.15). These properties and
dependencies can then be used to determine the operational state of the grid services,
modelled using the finite state automata. In this regard, defining the properties
and the operational states could be challenging for decentral and distributed grid
services. The three operational states may be insufficient to fully capture their
performance as they typically have multiple levels of degradation. Furthermore,
the Limited state can encompass a wide variety of situations, i.e. everything from
fully functional (Normal) to complete failure (Failed), making it challenging to fully
capture the performance of decentral and distributed grid services. Investigating
other architectures of grid services (cf. Sec. 2.2.2) is part of future work and may
mandate finer granular operational states. In this regard, as shown in [38], the
three ICT properties can also be extended to include additional grid service-specific
aspects, such as unobservability risk (SE), convergence time (SE and redispatch), and
Lagrange multiplier (optimal power flow based redispatch), which may be necessary
to comprehensively describe their performance and the operational states.
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5.5 Chapter Summary

This chapter presents the results, discussion and evaluation of the joint operational
state model from Chapter 4 (artefact of RQ1). The highlights are as follows:

• A CPES architecture consisting of the CIGRE MV benchmark grid augmented
with an ICT system has been described. The ICT system has been designed
based on assumptions from literature since there is a lack of standardised
ICT systems for power grids. This CPES architecture also incorporates state
estimation and voltage control services.

• A simulation setup consisting of Pandapower and NetworkX for modelling
power and ICT systems, respectively, has been developed. Subsequently, this
setup has been used to validate the results from the joint operational state
model via input-output validation.

• The developed operational state model has been shown to be capable of
analysing different power and ICT disturbances by suitably varying the proper-
ties of the graph model. Since the states of the grid services are not aggregated,
the developed model is extensible in terms of including additional grid services
without state explosion.

• Five scenarios have been simulated to show the propagation of power and ICT
systems. The focus has been on analysing the impact of the power and ICT
disturbances on the states of state estimation and voltage control services and,
consequentially, on the power system state. The main findings are as follows:

– The Limited state of the grid services does not necessarily have a negative
impact on the interconnected power system; instead, it increases the risk
of incorrect control actions in the power system.

– Although the state estimation does not directly actuate any power system
equipment, a state degradation in this service can indirectly impact the
operation of the power system via the grid services that depend on it,
which in this case is the voltage control. This shows the necessity of
considering dependencies between the grid services in the planning and
operation of CPESs.

• The identified functional requirements (FR1, FR2, FR3) and non-functional
requirements (NFR1 and NFR2) for the developed joint operational state
model have been shown to be fulfilled, indicating the successful answering of
RQ1.
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Assessing Resilience of
ICT-enabled Grid Services

6
This chapter presents the methodology and the metrics developed in this dissertation
to assess the resilience of grid services. It builds on the formal operational state
model from Chapter 4. This chapter contributes towards RQ2 of this dissertation,
and parts of this chapter have been published in [40].

6.1 Mapping Operational States to Resilience

Fig. 6.1 depicts the three operational states of an ICT-enabled grid service, namely
Normal N , Limited L and Failed F . The state transitions occur due to the events,
i.e., disturbances or recovery actions, which can be given as input to automata
models from Sec. 4.2. Disturbances can degrade the operational state, resulting in
the transitions NF , NL and LF , whereas recovery actions can improve the state,
resulting in the transitions LN , FN and FL. Depending on the ICT system and the
grid services, certain disturbances and recovery actions may not necessarily result in
a state change. These are represented by the self-transitions NN , LL and FF .
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Fig. 6.1: Operational states and transitions of an ICT-enabled grid service.

As discussed in Sec. 2.7.2, the authors of [19] use the PS operational states to
measure its performance. This idea is extended in this dissertation to ICT-enabled
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grid services. Fig. 6.2 shows the mapping of the developed operational states of a grid
service to the concept of resilience. It can be seen that L and F states correspond to
partial and complete performance degradation, respectively. Disturbances affecting
critical and non-critical components can cause NF and NL transitions, respectively.
Along similar lines, repairs of critical and non-critical components can cause FN and
FL transitions. Since disturbances are uncontrollable and inevitable, these states can
repeat throughout the lifetime of a grid service. Furthermore, due to the inclusion
of the time dimension in Fig. 6.2 when compared to Fig. 6.1, the self-transitions are
across a time span. This can be seen in the NN and LL transitions and is elaborated
further in Sec 6.2. Based on this, the transitions among the operational states can
be mapped to the four phases of resilience as follows:
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Fig. 6.2: Mapping operational states of an ICT-enabled grid service to the resilience curve.

• Robustness can be captured by NN , implying that the input event (disturbance
or recovery action) does not result in performance degradation and the grid
service stays in the N state. This is typically due to disturbances affecting
components that are redundant to the grid service.

• Absorption can be captured by NL, implying that the input event has caused
a performance degradation in the grid service, but the service has not failed.
This is typically due to disturbances affecting components that are not critical
to the grid service.

• Stabilisation can be captured by LL, which shows the ability of the grid service
to maintain itself in a degraded L state without failing. This phase is due to
the fallback measures in the grid services (cf. Sec. 3.2).

• Recovery can be captured by LN , implying that the grid service is restored to
normal performance. This is typically done via recovery actions on the ICT
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components (e.g., repairing components, rebooting servers, rerouting data
flow), which the grid service depends on.

It can be seen that the phases of resilience can be mapped to the transitions within
as well as between the N and L states. The resilience of a grid service can then be
assessed based on how often each phase occurs in the operational state trajectory.

6.2 Proposed Methodology

The proposed methodology aims to assess the resilience of each grid service in the
ICT system in order to support the choice of ICT design options. Fig. 6.3 depicts
the proposed methodology. The input is ICT network information consisting of ICT
components, their interconnections (or topology), and their failure and repair rates.
While ICT components and topology are from the ICT graph GI (cf. Sec. 4.1), the
failure and repair rates can be acquired from utility data as shown in [25, 89]. The
following sections discuss the different blocks of Fig. 6.3.

6.2.1 Generate Input Events

The finite state automata from Sec. 4.2 can determine the operational state of grid
services for specific input events, i.e., disturbances and recovery actions, in the ICT
system. To assess the performance and, consequently, the resilience of grid services,
a wide range of input events should be considered as resilience is not only about
individual disturbances but also about a range of disturbances and recovery actions
(cf. Sec. 2.7.2). In other words, for a given ICT system, the input events should be
generated in a generalised manner considering the typical events the system will
encounter during its lifetime. This is essential as the results are intended to support
the design of ICT systems. In this regard, a probabilistic approach is required as
disturbances are stochastic in nature. Based on [25, 19], the sequential Monte Carlo
(SMC) method is used in this dissertation. It is a systematic approach that simulates
the behaviour of a system as a sequence of random events that build upon each other
as the system progresses through time. The SMC method can assess the operational
state of each grid service at any desirable time using the state of the individual ICT
components, which are considered input events.

The SMC method requires a component behaviour model that determines the state
of each ICT component and the duration for which the component stays in each

6.2 Proposed Methodology 101



ICT system information 
(components, topology, failure & repair rates)

Calculate operational state trajectories using FSAs

…

FSA GS1 FSA GS2 FSA GSm

Sequence of events

State trajectory of 
the grid services

Resilience of each grid service 
GS1 , GS2 , … , GSm

N L F N L F N L F

ICT system 

Generate input events using Sequential Monte Carlo

Quantify resilience of each grid service

…

…

Calculate transition probabilities of each grid service

…

Transition probabilities

Fig. 6.3: Proposed methodology to assess the resilience of ICT-enabled grid services. FSA
denotes finite state automaton.
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state. As discussed in Sec. 2.6.1, ICT components can be represented by a two-state
model as shown in Fig. 6.4a, where λ and µ are the failure and repair rates of
the component. According to this model, a component transitions between fully
functional (UP) and out-of-service (DOWN) states, with the rates determining the
frequency of transitions. The time the component stays in the UP and DOWN
states is called time to fail (TTF) and time to repair (TTR), respectively. In this
dissertation, ICT components are assumed to operate in their useful life. This is
because components are typically used only in this phase as their failure rate changes
drastically outside this phase [119]. Fig. 6.4b depicts the lifetime of an exemplary
component and shows that in contrast to the infant and wear-out phases, the useful
life has a constant failure rate. Note that the drastic increase in the failure rate of a
component in its infant and wear-out phases can be mitigated by carrying out field
prototype tests and maintenance, respectively [119].

λ
(𝑜
𝑟
𝑇
𝑇
𝐹
)

UP

DOWN

μ
(𝑜
𝑟
𝑇
𝑇
𝑅
)

(a) Two-state model of a compo-
nent [25].

Fa
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Time

Infant Useful life Wear 
out

Constant failure rate

Decreasing 
failure rate

Increasing 
failure rate

(b) Useful life of a component [119].

Fig. 6.4: Modelling the behaviour of an ICT component.

The exponential distribution model can now be used as it accurately models the
behaviour of components in this phase [25]. Accordingly, the TTF and TTR for an
ICT component c can be calculated as:

TTF c = −ln(U1)
λc

, TTRc = −ln(U2)
µc

. (6.1)

Here, λc and µc are the failure and repair rates of the component c, and U1 and
U2 are two uniform random numbers in the interval (0, 1]. Note that λc and µc

are constant during the useful life of c. An operating or UP–DOWN sequence of
a component c can now be generated by alternatively sampling values of TTF c

and TTRc using Eq. (6.1). This can then be extended to all components of the

6.2 Proposed Methodology 103



UP

DOWN

𝑇𝑇𝐹1
𝑐1 𝑇𝑇𝑅1

𝑐1 𝑇𝑇𝐹2
𝑐1 𝑇𝑇𝑅2

𝑐1

Time step

Component-1

𝑇𝑇𝐹1
𝑐2 𝑇𝑇𝑅1

𝑐2 𝑇𝑇𝐹2
𝑐2

UP

DOWN

𝑘1 𝑘3 …

𝑇𝑇𝐹1
𝑐𝑛

𝑇𝑇𝑅1
𝑐𝑛 𝑇𝑇𝑅2

𝑐𝑛

UP

DOWN

…

𝑇𝑇𝐹2
𝑐𝑛

𝑘2 𝑘4

N

L

F

𝑘0

Component-2

Component-n

Grid service-i
(𝑮𝑺𝒊)

N

L

F

Grid service-j
(𝑮𝑺𝒋)

𝑘5

Fig. 6.5: Exemplary sequence of inputs of three ICT components and state trajectories of
two grid services.

ICT system by considering their respective failure and repair rates. All components
are initially assumed to be in the UP state, implying that the ICT system has no
inherent disturbances. The top three curves of Fig. 6.5 show operating sequences
of three exemplary ICT components. The values of TTF and TTR in the figure are
different from each other as they are calculated using the random numbers U1 and
U2. This method generates different combinations of failure and repair sequences,
all of which are input events to the proposed methodology.
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6.2.2 Calculate Operational State Trajectories

At each time step k, the set of states of all ICT components is given as an input to
the ICT submodel in Fig. 4.4, which consists of the ICT graph GI and finite state
automata of m grid services. The graph GI and its properties are modified based on
the states of components, resulting in transitions in the finite state automata if the
corresponding guard conditions are met (cf. Sec. 4.2). When repeated for several
time steps, this results in a sequence of operational states, i.e. the state trajectory,
for each of the m grid services. As shown in Fig. 6.5, each grid service has its own
trajectory from the corresponding automaton.

The last two curves of Fig. 6.5 show the operational state trajectories of exemplary
grid services GSi and GSj . The state of both GSi and GSj at k0 is N , since all
components are initially UP. The state of GSi is N at k1 as well, indicating an NN
transition. This implies that the service GSi is robust to the input at k1, which in
this case is the failure of component-n (third curve in Fig. 6.5). However, at the
same time step, the service GSj is in the F state, indicating that the component-n is
critical for GSj . The resulting state trajectories have both state degradations (e.g.,
NL from k1 to k2 for GSi) as well as state recoveries (e.g., FL from k3 to k4 for
GSj). It is evident that the SMC method can model the impact of simultaneous
component failures and repairs on the grid services. For example, components 1 and
n are DOWN at k2 and are simultaneously repaired at k4. The service GSi degrades
slower and recovers quicker than GSj . While GSi transitions back to L state at time
step k4, GSj remains in F state for several time steps. Furthermore, GSj appears
to be more sensitive to the state of component-n because when component-n fails,
GSj transitions to F irrespective of the states of the other components. An example
of this is the OLTC controller, which is critical for the VC service (cf. Sec. 3.4.2).

Due to the discrete-event nature of the ICT system (cf. Chapter 4), the state and
transitions of a grid service are also discrete, i.e., transitions occur instantly at time
steps without slopes, unlike the bathtub curve in Fig. 1.1. Due to the same reason,
the horizontal axis of Fig. 6.5 has time steps (instead of continuous time), which
is decided by the rates λc and µc in Eq. (6.1). Also, as already shown in Fig. 6.2,
the self transitions occur across time steps, e.g., GSj remains in F state from k1 to
k4 indicating two FF transitions. Furthermore, since the grid services transition
between discrete operational states, the vertical axis of Fig. 6.5 corresponding to the
two services has no depth, i.e., only the colour and the location of the circles are
relevant, but not their position within the shaded area.
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6.2.3 Calculate Transition Probabilibities

From the state trajectory of each grid service, the probabilities p of the nine tran-
sitions shown in Fig. 6.1 can be computed. By definition of the automaton model
from Sec. 4.2, these nine transitions are exhaustive for a grid service, and therefore,
the sum of these nine transition probabilities should be one, i.e.,

∑
pxy = 1,∀x, y ∈ {N,L, F} (6.2)

These probabilities are calculated at each time step k as the SMC is simulated in
increasing time steps. The stochasticity of the SMC, introduced due to Eq. (6.1),
mandates a stopping condition that determines the number of time steps required
to achieve the desired level of confidence in the results, which in this case are the
transition probabilities. If simulated for too few time steps, the sample mean will
not fully capture the underlying distribution, yielding unrepresentative results [120].
Simulating for too many time steps, on the other hand, would consume unnecessary
computational resources. The convergence condition used in this dissertation is
based on the absolute error of transition probabilities and can be written as

Z ·
Sp

k√
k
< 0.01. (6.3)

Here, k is the total number of samples (or time steps), Sp
k is the variance of the k

samples of a transition probability p, and Z is the standard normal value for the
required confidence. For a confidence level of 95%, the value of Z is 1.96. The
term Sp

k/
√
k denotes the absolute difference, i.e., error, between the true mean of

the underlying distribution and the mean of k samples. The SMC simulation is
stopped when the absolute error of all transition probabilities for each grid service
considered satisfies Eq. (6.3). In other words, the nine transition probabilities of
the grid services are computed using their respective state trajectories until the time
step k, at which the absolute error is less than 1%.

6.2.4 Metrics to Quantify Resilience of Grid Services

As discussed in Sec. 2.7.2, metrics are essential to quantify the resilience of the
grid services in an ICT system. In this dissertation, metrics are derived using the
aforementioned probabilities of transitions between the operational states. This is
because, as explained in Sec. 6.1, these transition probabilities can be mapped onto
the phases of resilience.
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The metrics to capture the four phases of resilience (cf. Fig. 1.1) can be defined
as:

RH = pNN , (6.4)

RA = pNL, (6.5)

RS = pLL, (6.6)

RR = pLN . (6.7)

Here, RH , RA, RS , and RR are the metrics that capture robustness (or hardening),
absorption, stabilisation and recovery, respectively. The different values of p repre-
sent the corresponding transition probabilities, e.g., pNN denotes the probability of
NN transition, capturing robustness, and pLN denotes the probability of LN transi-
tion, capturing recovery. The following metric R, which quantifies the resilience of a
grid service, can now be defined using Eqs. (6.4) - (6.7).

R = e (RH +RA +RS +RR), (6.8)

where, e =

0 (RA > 0 ∨RR > 0) ∧RA ×RR = 0,

1 otherwise.
(6.9)

In this equation, the coefficient e ensures that the operational state trajectory of the
grid service has both absorption and recovery, as they are mandatory phases from
a resilience viewpoint. This is because a resilient service can absorb a disturbance
and instantly recover from it, making the stabilisation phase optional. The value
of e is zero when the trajectory does not have an absorption or a recovery phase.
Since the metric R is calculated based on dependent probabilities (Eq. (6.2)), its
domain is [0, 1], and the resulting value is dimensionless. R = 1 indicates the highest
probability of resilient behaviour of a grid service with its state trajectory consisting
only of transition between and within N and L states, i.e., robustness, absorption,
stabilisation and recovery. On the other hand, R = 0 indicates that the probability
of resilient behaviour is zero, implying that the service is not resilient. 0 < R < 1
indicates that the service has some probability of resilient behaviour. This means
that its trajectory enters the F state at least once but also has at least one absorption
and one recovery phase, which need not necessarily be consecutive. In addition to
answering whether a grid service is resilient or not, the R metric also answers how
much is the resilience of a grid service.

Eq. (6.8) shows that the resilience of a grid service depends only on pNN , pNL, pLL

and pLN , i.e., the probabilities of transitions within and between N and L states.
The reason is that transitions to the F state, as shown in Fig. 1.1, are considered
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non-resilient behaviour. The transitions to and within the F state, however, give
certain valuable insights into specific behaviours of a grid service. For example, a
disturbance causing a NF transition can be regarded as a high-impact event as it
causes the grid service to instantly fail without entering the L state (e.g., server
crash for the SE service). The FF transition captures the inability of a grid service to
exit the F state, which hints at the required repair effort to recover the grid service
from this state. Evidently, integrating these transitions into the metric will result in
a better and more holistic resilience quantification of a grid service. Accordingly, the
two following metrics are defined.

RF = pNF + pLF + pF F (6.10)

R̂R = R̂R,N + R̂R,L +RR (6.11)

where, R̂R,N = pF N and R̂R,L = pF L

Here, RF is the failure metric (or the failure probability) that captures the (dis)ability
of a grid service to enter and stay in the F state, and R̂R is the extended recovery
metric, which, in addition to RR (Eq. (6.7)), also includes the recovery transition
from the F state. Considering this, a metric RMOP , which measures the performance
of a grid service from a resilience viewpoint, can be defined as:

RMOP = wN (RH +RR + R̂R,N ) + wL (RA +RS + R̂R,L)− wF (RF ) (6.12)

Here, wN , wL, wF ∈ [0, 1] are the weights of the transitions to N , L and F states,
respectively and can be used to weigh the contribution of each state to the overall
performance of a grid service. Typically, wN > wL since a grid service is preferred to
be in the N state over L. Since a failure is an undesired behaviour from the resilience
viewpoint, the performance metric RMOP is penalised by the failure metric RF . As
a result, the domain of RMOP is [−1, 1] (maximum value of RF is 1), and its value is
dimensionless. Note that a higher value of all metrics, except RF , indicates a better
performance of the corresponding grid service.

Although the metric R in Eq. (6.8) captures resilience as discussed in 2.7, several
state trajectories can have an R value of one. Examples include (i) a service that
stays in the N state with only NN transitions, (ii) a service that oscillates between N
and L states, and (iii) a service that enters L, stays there for a long time with several
LL transitions and then recovers to N state. The reason is, according to Sec. 2.7.1,
all these three behaviours are considered to be resilient. This makes it challenging
to compare the grid services solely based on the R metric. In such cases, the metric
RMOP from Eq. (6.12) can be used along with R to assess the performance of a grid
service. Therefore, the resilience and the performance of individual grid services
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can be quantified using Eqs. (6.8) and (6.12). Furthermore, the developed metrics
are modular, i.e., the phases can be analysed individually as well as in combination
with others to quantify the overall resilience of a grid service.

As discussed in Sec. 2.7.2, some literature view robustness as a phase of resilience,
while others do not. In the latter case, Eqs. (6.8) and (6.12) can be adapted by
removing the RH (robustness metric) term. Then, the other metrics have to be
scaled accordingly for R and RMOP to have the same domain, i.e., [0, 1] and [−1, 1],
respectively. In contrast to the unbounded metrics in the literature, the proposed
metrics are bounded, which makes them easy to comprehend. Therefore, they can
be used to compare the resilience of different grid service architectures and design
choices, e.g., central vs distributed. This can support ICT system design with the aim
of improving the resilience of the grid services it enables.

Note that one of the most popular approaches in the literature when dealing with
transition probabilities is to calculate steady-state probabilities by constructing a
discrete-time Markov chain (DTMC) [25]. Steady-state probability pertains to the
long-term probability that a system will be in each state, which can then be used for
reliability calculations. This is, however, not used in this dissertation as both states
and transitions are relevant for resilience. For example, as described in Sec. 6.1, a
LN transition is considered as a part of resilience but not FN , even though both
transitions result in the N state. The steady-state probability only captures the
probability of being in the states and not the transitions.

6.3 Illustrative Example

Fig. 6.6 illustrates the proposed metrics using six exemplary operational state tra-
jectories of grid services GS1 to GS6. These trajectories are designed to illustrate
certain possible results from the metrics. The SMC simulation is assumed to have
converged within six steps in all these cases. The corresponding R and RMOP values
are shown in the figure. These calculations consider exemplary weights of wN = 1,
wL = 0.5 and wF = 1. As a result, RMOP = 1 indicates that the service remains in
the N state (best possible performance). If 0 < RMOP < 1, the grid service is in
the N and L states more than the F state. However, RMOP < 0 indicates that the
service is expected to enter in F state frequently (RF is greater than the sum of the
other terms in Eq. (6.12)), despite the repairs considered in the input events.

The trajectories of GS1 and GS2 exhibit a 100% probability of resilient behaviour,
i.e., R = 1. While GS1 never degrades, GS2 has both absorption and recovery
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Fig. 6.6: Exemplary state trajectories of six grid services to illustrate the proposed metrics.

phases without entering the F state. However, the latter has a worse performance,
i.e., lower RMOP , as it enters the L state more than GS1.

The trajectories of GS4 and GS5 exhibit zero probability of resilient behaviour, i.e.,
R = 0. The service GS4 has absorption at k3 but never recovers from the L state,
whereas GS5 fails often with neither absorption nor recovery. In such cases, the
RMOP metric can be used to compare and identify the better performance, which
would be GS4 because of fewer transitions to F state. This also indicates that it
would be easier to improve the resilience of GS4 when compared to GS5.

From the trajectory of GS3 and GS6, it can be seen that both grid services have
a positive probability of resilient behaviour despite entering the F state multiple
times. However, the RMOP of GS6 is negative, while that of GS3 is positive because
the former has more transitions to the F state. This indicates that GS3 has a better
performance than GS6.

Overall, whileGS1 depicts the ideal grid service from a resilient viewpoint,GS2 is the
second best considering both resilience probability R and performance RMOP . Due
to the broad and rapidly changing disturbance landscape in ICT systems, designing
grid services such as GS1 would be impractical in real systems. Although GS4

has a higher RMOP than GS2 and GS3, GS4 is considered worse from a resilience
viewpoint because it has zero resilient behaviour probability (R = 0). However, from
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a purely operational states perspective, GS4 exhibits the second-best performance.
It can be seen that the aggregated metrics abstract the contribution of the individual
phases but can enable the comparison of the resilience of ICT-enabled grid services.
Note that changing the weights would result in different values of RMOP .

6.4 Chapter Summary

This chapter presents the artefact of RQ2, which aims to quantify the resilience of
ICT-enabled grid services in CPESs. The highlights of this chapter are as follows:

• The concept of the resilience of ICT-enabled grid services has been proposed,
where the transitions between the three operational states (Normal, Limited
and Failed) have been mapped to phases of resilience. While certain transitions
(e.g., Normal to Limited) are deemed as resilient behaviour, others are not
(e.g., Normal to Failed).

• A methodology to assess the resilience of grid services has been developed
using sequential Monte Carlo simulations, incorporating the ICT graph and
finite state automata models from Chapter 4. The behaviour of ICT components
has been modelled using an exponential distribution model assuming that they
are operating in their useful life. Subsequently, this has been used to simulate
typical events (failures and repairs) that the ICT components can encounter
during their lifetime.

• Two dimensionless metrics to quantify resilience have been developed based
on the probability of the nine state transitions.

– The metric R quantifies the probability of resilient behaviour along with
the four constituting phases, namely, robustness, absorption, stabilisation
and recovery.

– The metric RMOP measures the performance of a grid service, including
the Failed state. In this metric, the contribution of each operational state
to the overall performance can be weighed.

• These metrics have been illustrated using six exemplary operational state
trajectories, based on which the developed methodology can quantify their
resilience. The illustration shows that the proposed metrics can compare the
resilience and performance of different grid services.
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Resilience of ICT-enabled
Grid Services – Results &
Discussion

7

This chapter presents the simulation results of the method and metrics to quantify
the resilience of ICT-enabled grid services from Chapter 6, which is the artefact of
RQ2. This chapter also demonstrates the artefact and evaluates the corresponding
functional and non-functional requirements. Note that parts of the contents of this
chapter are published in [40].

7.1 Scenario Design

The simulation scenario includes an ICT network with SE and redispatch services. A
detailed description of these grid services and their operational states is presented
in Secs. 3.4.1 and 3.4.3, respectively. This section presents their state classification
adapted to the SMC simulation of the proposed resilience assessment methodology
from Chapter 6. Since the RQ2 of this dissertation focuses only on the ICT aspects,
the simulation of the grid services presented in this chapter is from an ICT viewpoint
and abstracts the power grid aspects. This is also because only the operational states
and transitions of a grid service are relevant to its resilience assessment.

7.1.1 State Estimation Service

Fig. 7.1 shows the process to assess the operational state of a SE service, denoted as
sSE . This process is executed at each time step k of the SMC simulation. Since a cen-
tral WLS implementation is considered, the unavailability of a suitable server causes
the SE service to transition to its F state unless for a backup or a redundant server.
If at least one server is available, the solvability condition from Eq. (3.1) is checked
with the field measurements available at that time step at the server. If this condition
is satisfied, the state of SE service is N . If not, suitable pseudo-measurements are
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used, and the condition is rechecked. If the solvability is satisfied using pseudo-
measurements, the state of SE service is L; else, the state of SE service is F . The
solvability condition can also be violated if the required pseudo-measurements are
unavailable or too many field measurements are lost, thereby requiring too many
pseudo-measurements. A threshold ΦP M,th is defined for the maximum number of
pseudo-measurements that could be used in each run of SE, which happens at each
time step k. Since pseudo-measurements are based on historical data, using too
many pseudo-measurements will cause a large difference between the SE results and
the actual PS state. This threshold ΦP M,th is usually defined by the system operator
based on the observability of the grid and the acceptable level of uncertainity [94].
This process, when repeated until the SMC convergence (cf. Sec. 6.2.3), results in
the operating state trajectory of the SE service.

𝒔𝑺𝑬 = 𝑵 𝒔𝑺𝑬 = 𝑳 𝒔𝑺𝑬 = 𝑭

Time step k
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up to Φ𝑃𝑀,𝑡ℎ

k 
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k+
1
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no

At least one server 
available?

Solvability satisfied with 
field measurements?

Solvability satisfied
with PMs?

no
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Fig. 7.1: Flowchat showing operational state assessment of state estimation service. PMs
stands for pseudo-measurements.
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7.1.2 DER Redispatch Service

Fig. 7.2 shows the process to assess the operational state of the redispatch service,
denoted as sRD. This process is also executed at each time step k of the SMC
simulation. The redispatch service is only deployed if an operational limit violation
is detected based on the SE results. Since the focus here is on the resilience of the
redispatch service from an ICT point of view, certain simplifications are made on the
PS side. An exemplary central redispatch is considered with the goal of meeting a
flexibility target (fT ) using the total flexibilities of the available DERs (fA). All DERs
are assumed to offer equal flexibility, in this case, only active power, at the same cost
and are abstracted based on their respective DER controllers. At each time step k,
the value of fT is chosen randomly between zero and maximum flexibility in the
grid to simulate the remedying of different operational limit violations. Here, small
values of fT correspond to small operational limit violations. Each DER has a binary
property ση,k representing its uncertainty (correctness) at time step k. A DER-η
can only guarantee its flexibility at k if ση,k = 1. As discussed in Sec. 3.4.3, this
property differentiates the N and L states of the redispatch service. Furthermore,
the attribute pDER,σ denotes the probability of uncertain DERs, which determines
the number of uncertain DERs at each time step and is kept constant (pDER,σ = 0.3)
across all time steps. This implies that, at each k, 30% of DERs (chosen randomly)
will be uncertain with their respective ση,k set to zero.

Since a central redispatch is considered, the unavailability of a suitable server causes
the grid service to transition to its F state (similar to SE in Fig. 7.1) unless for a
backup or a redundant server. If at least one server is available, the state of the
SE service sSE is checked. Since the redispatch service depends on the SE service
for detecting the operational limit violations, the redispatch service will transition
the F state when sSE = F . Note that this is true only for central redispatch from
the control room and could be different for other architectures as shown in [57].
If sSE ̸= F , the values of fT and pDER,σ are chosen as mentioned above. The
total flexibility available is then calculated based on the DERs, which are reachable
from the server. While fA denotes the available flexibility using all reachable DERs,
fA,σ denotes the available flexibility using only the reachable and guaranteed DERs,
i.e., the DERs with ση,k = 1. ICT disturbances impacting the DER controllers or
the IT network can impact the values of fA and fA,σ. The state of the redispatch
service sRD is N if the target fT could be met using only guaranteed DERs and is
L if meeting fT requires at least one uncertain DER. Similar to the case of pseudo-
measurements for the SE service, the threshold ση,th indicates the maximum number
of uncertain DERs that could be used. The redispatch service is in its F state if the
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Fig. 7.2: Flowchat showing operational state assessment of DER redispatch service.
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target cannot be met with the available flexibilities, considering both guaranteed and
uncertain DERs up to ση,th. This process, when repeated until the SMC convergence
(cf. Sec. 6.2.3), results in the operating state trajectory of the redispatch service.

7.1.3 Design of ICT Systems

Fig. 7.3 shows two ICT system designs D1 and D2, both with SE and redispatch
services, for the CIGRE MV benchmark power grid and follows the description in
Sec. 5.1.1. Since there is a lack of standard ICT system designs for CPESs, these
designs represent two possibilities considering the increasing penetration of ICT
in distribution grids and are based on [11, 48]. The components considered are
sensor IEDs, controller IEDs, servers, ICT nodes (representing routers), LAN links
(intra-substation) and WAN links (inter-substation). The ICT nodes are associated
with the PS buses and are numbered accordingly. In design D1, 8.1 and 8.2 represent
redundant nodes for the servers, both of which are located at the same bus. Note that,
similar to Sec. 5.1.1, the terms sensors and controllers refer to the IEDs performing
sensing and actuation, respectively.

The design of the ICT system, which includes the design of the grid services, in-
fluences the performance and, consequentially, the resilience of the grid services.
Tab. 7.1 summarises the factors differentiating designs D1 and D2. They are chosen
to include hardware-based factors (e.g., observability, number of DERs, meshing,
redundancy) as well as software-based (or algorithmic) factors (e.g., thresholds
for pseudo-measurements and uncertain DERs). While observability and pseudo-
measurement threshold pertain to the SE service, the number of DERs and uncertain
DERs threshold pertain to the redispatch service. Network topology and server re-
dundancy are general design factors for all grid services in the ICT system. Although
several other factors exist for designing ICT systems with grid services (examples
in Sec. 2.2.2), the simulations in this section consider the ones in Tab. 7.1. This is
because the goal is to show the ability of the proposed methodology and metrics
to assess the resilience of grid services considering different ICT designs and not
to design the most resilient ICT system with the grid services. Analysis of further
design factors is part of future work. The design factors considered are as follows:

Observability: This is the percentage ratio of the number of sensors to buses.
While the power grid has 15 buses, the ICT system design D1 has 13 sensors (87 %
observability), and D2 has 10 sensors (66 % observability). The location of sensors
in D1 and D2 is shown in Fig. 7.3.
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Fig. 7.3: ICT system designs D1 and D2 for the CIGRE MV grid, which is shown in grey
background.

Pseudo-measurement threshold (ΦP M,th): Pseudo-measurements can be used
when the solvability condition cannot be satisfied using field measurements. ΦP M,th

dictates the maximum number of pseudo-measurements that can be used. Designs
D1 and D2 can use up to 15% and 50% of pseudo-measurements, respectively. This
corresponds to two sensors (15% of 13 sensors), i.e., buses 8 and 14 for D1 and five
sensors (50% of 10 sensors), i.e., buses 3, 5, 9, 10 and 14 for D2.

Number of DERs: The redispatch service uses the flexibility of DERs to meet the
target fT . To compare the resilience of the service between the two ICT system de-
signs, the total available flexibility in both designs is capped at 3079 kW as per [113].
Since the DERs are assumed to have the same flexibility (cf. Sec. 7.1.2), the 9 DERs
of D1 are each 342.1 kW and the 15 DERs of D2 are each 205.3 kW.

Uncertain DERs threshold (ση,th): This is a percentage of the number of uncertain
DERs to the total number of DERs used. Uncertain DERs are used when the target
fT cannot be met using guaranteed DERs. While design D2 can use up to 50%
uncertain DERs to meet fT , D1 can only use up to 10%.

Server redundancy: As shown in Figs. 7.1 and 7.2, a server failure will cause both
grid services to fail. While design D1 has redundant servers as well as ICT nodes
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Tab. 7.1: Factors differentiating the two ICT system designs.

Factors System D1 System D2

SE
Observability 87% 66%

Pseudo-measurement 2 (buses 8,14) 4 (buses 3,5,
threshold (ΦP M,th) 9, 10,14)

Redispatch
Number of DERs 15 9
Uncertain DERs 20% 50%
threshold (ση,th)

All
Server redundancy yes no

Same as D2 with Based on PS
Network topology links between topology

0-8.1, 3-10, 7-9

and links to which the servers are connected, design D2 has a single server, i.e., a
single point of failure.

Network Topology: This represents the meshing (or connectivity) between the ICT
nodes via WAN and LAN links. While design D2 follows the same topology as the PS
(based on Sec. 5.1.1), D1 is more meshed and has additional links between nodes
0-8.1, 3-10, and 7-9.

In addition to ICT system designs, the SMC method requires the failure rate λc and
repair rate µc for ICT components (cf. Eq. (6.1)). For simplicity, based on [25],
uniform values of λc = 0.009h−1 and µc = 0.2h−1 are assumed for all the ICT
components in Fig. 7.3. This assumption could, however, easily be removed by using
suitable rates from the literature in Sec. 2.7.2 and is recommended for future work.
Using these rates, the input events can be generated as explained in Sec.6.2.1 of the
proposed methodology. It is to be noted that the failure of components can happen
due to various possible disturbances (cf. Tab. 3.1).

7.2 Results & Discussion

This section presents the results of the resilience assessment methodology from Chap-
ter 6 considering the designs D1 and D2. The aim is to show that the methodology
can quantify the resilience of grid services considering different ICT design factors.
Similar to the results of RQ1 in Chapter 5, the ICT designs and the operational states
of the grid services are modelled and simulated as property graphs in NetworkX 1.
Based on the input events, the SMC method converged in 14,900 and 11,108 steps

1NetworkX: https://networkx.org/ (Accessed: May 3, 2023)
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for D1 and D2, respectively. This is because D1 has more ICT components than D2,
which implies that D1 has more variability in the input events due to the increased
number of operating sequences (cf. Sec. 6.2.2). The resulting state trajectories
of SE and redispatch services are then used to compute their respective transition
probabilities as shown in Sec. 6.2.3. Their resilience and performance can then be
calculated using the metrics in Sec. 6.2.4.

Fig. 7.4 shows the phases of the resilience of SE and redispatch services, including
the transitions to and from the F state. The values are computed using Eqs. (6.4) -
(6.7), (6.10) and (6.11). Therefore, the values of RH , RA, RS , RF , R̂R adds up
to one (the value of RR is included in that of R̂R). The aim is to compare the
resilience of SE and redispatch services between the ICT designs and not between
the grid services themselves. The results show that for both grid services, design
D1 is more robust (higher RH) compared to D2, meaning that the services in D1
have more resistance to degradation from the N state. This can be attributed to the
hardware-based design factors. The higher observability enables the SE service to
withstand an increased number of sensor failures, whereas the more the number
of DERs, the more robust the redispatch service is to their failure (assuming that
the DERs have the same flexibility). Server redundancy benefits both grid services
since they both have a centralised architecture and, therefore, require the server
(cf. Figs. 7.1 and 7.2). With more meshing, sensors and DER controllers have more
communication paths to the server, which increases their robustness against IT (WAN
and LAN) disturbances.

On the other hand, design D2 has higher values of absorption (RA) and stabilisation
(RS) metrics than design D1. In the case of SE, a higher pseudo-measurement
threshold allows D2 to use more pseudo-measurements to further compensate for
the loss of field measurements caused either by the failure of sensors themself
or the communication path between a sensor and the server. In the case of the
redispatch service, a higher uncertain DER threshold has a similar impact, but
considering the failure of DER controllers instead of sensors. In both cases, the
corresponding grid service transitions to and stays in the L state instead of failing
(cf. Secs. 3.4.1 and 3.4.3). It can also be observed that the hardware-based factors
improve robustness, while the software (or algorithmic) factors improve absorption
and stabilisation.

The design D1 has a marginally lower failure metric (RF ) for both grid services than
D2, indicating that D1 enters the F state less often. This can be attributed to server
redundancy, which is a critical component for both grid services as they transition to
the F state in the case of server failure. The extended recovery metric (R̂R) of both
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Fig. 7.4: Metrics showing phases of the resilience of SE and redispatch services for both ICT
system designs.

designs is greater than the respective recovery metrics (RR) as the former includes
the latter (cf. Eq. (6.11)). The results also show that while the grid services in
D2 have more transitions between N and L states (degradation NL and recovery
LN), the grid services in D1 have more transitions within the N state (NN). These
results show that the proposed methodology and metrics can quantify the impact of
ICT design factors on individual phases of the resilience of ICT-enabled grid services,
including the transitions related to F state. Using these results, relevant factors that
improve the favourable phases of resilience while lowering unfavourable ones (i.e.,
RF ) could be analysed and implemented.

Tab. 7.2 presents the probabilities of resilient behaviour R (Eq. (6.8)) and the
corresponding performance RMOP (Eq. (6.12)) of SE and redispatch services for
both ICT system designs. Here, RMOP was calculated considering weights of wN = 1,
wL = 0.5 and wF = 1. The values of R and RMOP aggregate the phases from
Fig. 7.4. It can be seen that both designs have similar values of R for both grid
services. This indicates that the decrease of RH in design D2 is nearly compensated
by the increase in RA and RS . However, there is a larger difference in RMOP ,
which can be attributed to the lower weightage of L state (compared to N) and the
penalisation of F state. Although a comparison between the grid services is futile,
the resilience and the performance metrics of redispatch are lower than that of SE
because the redispatch service depends on SE but not vice-versa (cf. Fig. 7.2). This
means that the metrics of the redispatch service are also affected by the failure of
the SE service.
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The results also show that design D1, due to higher R and RMOP , is better for the
SE service, whereas design D2 is better for the redispatch service. This indicates that
an ICT system design suitable for one grid service need not necessarily be ideal for
another, i.e., there is no one-size-fits-all design for ICT systems, and the resilience
(and performance) of all grid services should be considered while designing ICT
systems. In such cases, the criticality of the grid services, if known, can be used
to decide between ICT system designs. Since SE impacts all control room-based
grid services, it is more critical than redispatch; hence, design D1 is preferred.
Additionally, these metrics are also lower than the maximum possible value of 1 (cf.
Sec. 6.3), indicating a possibility for improvement (redispatch more than SE) in the
designs and the implementations of the grid services. While the aim here is to assess
and compare the resilience of grid services, designing the most resilient grid service
is part of the future work.

Tab. 7.2: Resilience and performance of SE and redispatch services for designs D1 and D2.

Grid ICT System R (no unit) RMOP (no unit)
Service Design Eq. (6.8) Eq. (6.12)

SE
D1 0.871 0.605
D2 0.866 0.436

Redispatch
D1 0.637 0.382
D2 0.691 0.410

Furthermore, cost is an essential factor against which resilience has to be weighed
while designing ICT systems [17]. Factors such as observability, number of DERs,
redundancy and meshing in the presented designs will require more hardware.
Although design D1 is more resilient than D2 for the SE service, D1 will be more
expensive due to increased hardware components. Software-based factors such as
pseudo-measurement threshold and uncertain DERs threshold tend to be cheaper
than hardware as they can be achieved by modifications in the algorithm of the grid
services [101].

Although improving resilience often increases the design cost, a system with lower
resilience has a higher risk of failure caused by disturbances. This higher risk can
lead to higher operational costs due to potential damages and compensation, which
is challenging to measure due to the large number of actors involved and the complex
nature of the system [85]. Thus, the proposed methodology and metrics can serve
as one of the aspects of system design. As already shown in the results of RQ1 (cf.
Chapter 5), this is relevant because improving the resilience of grid services can
improve the resilience of the interconnected PS.

122 Chapter 7 Resilience of ICT-enabled Grid Services – Results & Discussion



7.3 Evaluation

This section evaluates the proposed methodology and metrics based on the objectives
of RQ2, which are presented in Sec. 1.5. This includes the functional requirements
FR4 and FR5, as well as the non-functional requirements NFR3 and NFR4.

7.3.1 Functional Requirements

The results in Sec. 7.2, particularly the RMOP metric, show that the developed
methodology and metrics can quantify the performance of the ICT-enabled grid
services. This is done using the (weighted) discrete operational states and transitions
while also considering the dependencies between the grid services. Therefore, it can
be concluded that the developed methodology and metrics satisfy FR4 (quantifying
the performance of grid services). Although these operational states capture the
performance of a grid service, they are discrete and, therefore, aggregate a wide
range of situations. For example, as discussed in Sec. 5.4.3, the Limited state
encompasses all situations between fully functional (Normal) to complete failure
(Failed). Different weights could then be assigned to a Limited state close to the
border to Normal versus a Limited state close to the border to Failed. This can also
indicate the ease of recovery of the grid service from an operational point of view.
Including finger granular states into the RMOP metrics can enable it to measure the
depth of degradation and is a promising part of future research.

The results in Sec. 7.2 also show that developed methodology can measure the
resilience (Eq. (6.8)) and its constituting phases (Eqs. (6.4) - (6.7)) of a grid service
considering different design factors. This can be used to identify weaker phases
and implement specific measures to boost them. For example, the redispatch
service in design D1 has a low stabilisation metric (cf. Fig. 7.4) and can benefit
from an increased uncertain DERs threshold. Although not a part of traditional
resilience, the failure and extended recovery metrics (Eqs. (6.10) - (6.11)) capture
the transitions to and from the Failed state, which can be used to assess the impact
of critical component failures, e.g., server and critical sensors. Based on this, it can
be concluded that the developed methodology and metrics satisfy FR5 (measure
the phases of resilience for different ICT designs). A limitation of this resilience
assessment is the lack of temporal aspects, which is due to the limitation of the
operational state model from RQ1 (cf. Sec. 5.4.2). Consequentially, the metrics
capture only the state transitions but not the speed of transitions. The integration
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of temporal aspects into the operational state model and the proposed resilience
metrics is also part of future work.

7.3.2 Non-functional Requirement – Scalability

Scalability (NFR4) evaluates the ability of the proposed methodology to consider ICT
systems of various sizes. The proposed method in Sec. 6.2.1 uses SMC simulation
to generate the operating (UP–DOWN) sequences of each ICT component, which
are randomly sampled based on their respective behaviour model. This is required
to determine the state trajectories of the grid services. Fig. 6.5 shows that the
number of operating sequences increases with the number of components in the
ICT system. Consequently, at each time step k, the automata has to process more
combinations of component states. This increases the randomness in the SMC
simulations, which can affect its convergence. This section aims to determine the
impact of the number of components (size) in the ICT system on the convergence
of the proposed methodology. To do so, three ICT networks of varying sizes (i.e.,
the number of nodes) are considered: (i) ICT system for IEEE 4 bus grid 2, (ii) ICT
system for CIGRE 14 bus MV grid from Sec. 7.1.3, and (iii) ICT system for IEEE 30
bus grid 3. These ICT systems have 24, 79 and 151 components, respectively, and
are all designed based on the considerations in Sec. 5.1. While ICT systems i and iii
are shown in Fig. 7.5, ICT system ii is shown in Fig. 7.3 (design D2 but with full
observability).

As discussed in Sec. 6.2.1, the SMC inputs can model single as well as simultaneous
failures of ICT components via their operating sequences. Fig. 7.6 shows the
distribution of simultaneous component failures for the three ICT systems. For
instance, 1 indicates a single component failure and 5 indicates that 5 components
fail simultaneously. It can be seen that the number of simultaneous component
failures increases with the size of the ICT system with 2, 5 and 7 as the modes
(most occurrences) of ICT systems i, ii and iii, respectively. The three systems
have a maximum of 7 (2 occurrences), 12 (1 occurrence) and 16 (3 occurrences)
simultaneous component failures. These are, however, not visible in the figure due
to the scale of the y-axis. This shows that the more ICT components, the more
component failure combinations are considered inputs to the SMC simulation. This
also gives insights into how the SMC method samples the underlying distribution,
which consists of the ICT component behaviour models.

2Case 4gs grid: https://pandapower.readthedocs.io/en/v2.13.1/networks/power_system_test_cases.html
(Accessed: Feb 12, 2032)

3IEEE 30 bus grid: https://icseg.iti.illinois.edu/ieee-30-bus-system# (Accessed: Feb 12, 2032)
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Tab. 7.3 shows the convergence of the proposed methodology for the three ICT
systems. The simulations were done on a laptop with an 11th Gen Intel i5-1135G7
processor running at 2.40 GHz using 16 GB of RAM with the Windows 10 operating
system. It can be seen that, although the larger ICT systems have more randomness
(discussed above), the SMC simulation converges in a similar number of steps.
This implies that the number of steps for SMC convergence is independent of the
size of the ICT system. The table also shows the execution times for each part of
the proposed methodology in Fig. 6.3. Contrary to the number of steps, the total
simulation time increases linearly with the ICT system size. This is because more
ICT components increase the number of operating cycling (the input) as well as
the graph-based calculations in the automata to assess the states of grid services
(cf. Sec. 4.2). This is evident from the increase in the time to generate inputs and
calculate the state trajectories, with the latter contributing to nearly 99% of the total
simulation time. The time taken to quantify resilience is negligible since it involves
only simple arithmetic operations (cf. Sec. 6.2.4).

Tab. 7.3: Convergence of proposed methodology for ICT systems of different sizes.

ICT for IEEE ICT for CIGRE ICT for IEEE
4 bus (i) 15 bus (ii) 30 bus (iii)

Number of ICT components 24 79 151
Steps for SMC convergence 10500 11108 10800

Time (s)

Generate inputs 9.25 25.7 74.37
Calc. trajectories 1237.73 3544.18 4363.22
Quantify resilience 0.039 0.049 0.045
Total sim. time 1247.02 3569.93 4437.64

Model Observation: The reason why the number of steps for SMC convergence
is independent of ICT network size can be explained by simulating and observing
a simple yet representative model. Let A = {a1, a2, ..., am} and B = {b1, b2, ..., bn}
be two sets of sizes m and n, respectively, with m≫ n. A function f is defined to
randomly map each element in A to an element in B, i.e. ∀a ∈ A, f(a) = b ∈ B.
Fig. 7.7 depicts the two sets and the mapping function f (black arrows). This
function essentially represents the Monte-Carlo selection and is then simulated until
the same convergence condition in Eq. (6.3) is satisfied. The transition probabilities
are calculated between the elements of set B. The simulation is then repeated for
different values of m and n. The results in Tab. 7.4 show that the number of steps for
convergence depends on the size of the target set B, i.e., n, and is independent of
the size of the source set A, i.e., m. This is because the mapping function f flattens
the complexity of set A based on the size of B. For example, if n = m/2, then the
complexity of A is decreased by half as, on average, two elements in A would be
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mapped to an element in B. If n = 1, then the complexity of A is completely flatted
to 1 as all its elements will be mapped to the same element in B.

A B

𝒃𝟏

𝒃𝟐

𝒃𝒏

𝒂𝟏

𝒂𝟐

𝒂𝟑

𝒂𝒎

…

…

Fig. 7.7: Exemplary mapping between sets
A and B with m and n elements.

Tab. 7.4: Variation of SMC convergence for
different m and n.

Size of A Size of B (n)
(m) n = 3 n = 4 n = 5

m = 108 3400 5500 7710
m = 1010 3120 5900 7740
m = 1012 3160 5840 8220

For the proposed methodology, the number of combinations of ICT component states
at each time step is analogous to the size of A, and the number of operational
states of a grid service is analogous to the size of B with n = 3, i.e., the finite state
automaton maps the combination of operating sequences onto one of three states
(cf. Fig. 6.5). Although the number of possible combinations of component states
increases with the size of the ICT network, its complexity is flattered as they are
mapped onto one of the three operational states. This flatting is, however, acceptable
since the states of the grid services capture the aspects relevant to system operation
(cf. Chapter 3). Furthermore, the results in Tab. 7.3 show that some complexity
manifests as the linear increase in the simulation time. Although these simulation
times can potentially be improved by optimising the code, their relative differences
would still hold. A drawback of this flattering is the loss of traceability, i.e., a state
transition cannot be traced to the causing events. In this regard, the properties of
the grid services, namely, availability, timeliness and correctness, could give some
insights into the causing events (cf. Fig. 3.2). Detailed analysis of traceability based
on these properties is considered to be future work.

7.3.3 Non-functional Requirement – Comparability

Comparability (NFR4) evaluates the ability of the proposed methodology and metrics
to enable a comparison between different ICT system designs. Due to the rapid
digitalisation and advancements in ICT technologies, several options exist to design
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ICT-enabled grid services. Some of them are discussed in Chapter 2 and in Sec. 7.1.3.
Fig. 7.8 shows the experiments performed to evaluate comparability. They aim
to evaluate the ability of the proposed methodology to analyse and compare the
influence of an individual as well as a combination of ICT design factors in terms
of the resilience of the grid services. The former serves as a sensitivity analysis of a
grid service to individual design factors, whereas the latter can be used to compare
overall ICT system designs. While the influence of a combination of design factors is
already discussed in Sec. 7.2, the influence of individual design factors, particularly,
pseudo-measurement threshold (ΦP M,th) and server redundancy on the SE service
are analysed in this section.

Experiments to evaluate
Comparability (NFR4)

Compare influence of
one design factor
(one grid service)

SE: Influence of
redundancy

SE: Influence of
pseudo-measurement
threshold (ΦP M,th)

Compare influence of
combination of design factors

(multiple grid services)

SE & redispatch:
Design D1
(Tab. 7.1)

SE & redispatch:
Design D2
(Tab. 7.1)

Fig. 7.8: Experiements to evaluate comparability (NFR4).

Fig. 7.10 shows the influence of server redundancy on the individual phases and
the aggregated resilience of SE service. These results were obtained with ICT
design D1 from Fig. 7.3 considering ΦP M,th = 3 and the redundancy archetypes
shown in Fig. 7.9. Here, partial refers to only redundant servers, whereas full
refers to redundant servers, ICT nodes and LAN links. It can be seen that the
metric RH increases with redundancy while the metric RF decreases. The reason
is that, with more redundancy, the SE service has more robustness and, therefore,
has more occurrences of N state because of NN transitions. This can also be
seen in Fig. 7.11, where the occurrence of N and F states increase and decrease,
respectively, with increasing redundancy. This correspondingly increases the R and
RMOP metrics. Since the server is a critical component for the SE service, full
redundancy results in a high resilience value with R = 0.91. Furthermore, the
metrics RA and RS , and the occurrence of L state are nearly constant as redundancy
does not impact absorption, stabilisation and consequentially, the transitions to L
state. As expected, the SE service has a nearly constant stabilisation index (RS) of
around 0.42 across the archetypes, which is similar to the corresponding value in
Fig. 7.12 with ΦP M,th = 3.
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Fig. 7.12 shows the influence of pseudo-measurement threshold ΦP M,th on the
individual phases and the aggregated resilience of SE service. These results were
obtained considering the ICT design D1 in Fig. 7.3 but without redundancy (i.e.,
no redundancy from Fig. 7.9). Note that ΦP M,th = 6 correspond to using around
50% pseudo-measurements. When ΦP M,th = 0, the service cannot use pseudo-
measurements at all and, therefore, has neither absorption nor stabilisation, i.e.
RA = RS = 0. This results in zero probability of resilient behaviour with R = 0
and a negative performance with RMOP = −0.38. The reason can be seen in
Fig. 7.13, which shows the number of occurrences of the three operational states.
When ΦP M,th = 0, the F state occurs nearly twice as much as the N state with
no occurrence of the L state. While the metric RS increases with the pseudo-
measurement threshold, the metric RF decreases. This is because the SE service,
with more pseudo-measurements, has more stabilisation in the L state and, therefore,
fewer transitions to the F state. This can also be observed in Fig. 7.13, where the
occurrence of L state increases with the pseudo-measurement threshold, while the
occurrence of F state decreases. As a result, the R and RMOP metrics also increase
correspondingly. The metric RH and the occurrences of the N state are nearly
constant, indicating that pseudo-measurements do not impact robustness as well as
the transitions to the N state.
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Fig. 7.12: State estimation: Influence of pseudo-measurement threshold (ΦP M,th) on re-
silience metrics.

The benefits of increasing the pseudo-measurement threshold, in terms of RS , R
and RMOP , are, however, only marginal beyond ΦP M,th = 4. The reason is evident
from Tab. 7.5, which shows the normalised percentages of the number of pseudo-
measurements used in the simulations for each pseudo-measurement threshold.
For example, when ΦP M,th = 2 (maximum of 2 pseudo-measurements can be
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Fig. 7.13: State estimation: Occurrences of states for pseudo-measurement threshold varia-
tion.

used), 39.8% and 23.5% of runs used 1 and 2 pseudo-measurements respectively,
whereas 36.8% of the runs did not use any pseudo-measurements (because the
solvability condition could be satisfied with only field measurements). Note that
the runs which resulted in the F state are not counted. It can be seen that only
a small percentage of SMC steps (5%) require the use of four or more pseudo-
measurements. This behaviour could be attributed to the selected failure and repair
rates in Sec. 7.1.3, in a way that disturbances, which cause loss of field measurements
such that four or more pseudo-measurements are required, are rare. This shows that
more pseudo-measurements are not necessarily better as the benefits of using more
pseudo-measurements saturate while at the same time introducing more uncertainty
in the SE results (cf. Sec. 3.4.1). This also shows the need to consider the resilience
of individual grid services while designing ICT systems. Note that these results are
specific to this ICT system and grid service architecture, and using different ones
could yield different results.

Tab. 7.5: State estimation: Number of pseudo-measurements used for each pseudo-
measurement threshold. The entries are percentages based on the total number
of steps for each threshold.

No. of pseudo- Pseudo-measurement threshold (ΦP M,th)
measurements used 1 2 3 4 5 6

0 37.1% 36.8% 36.7% 37.2% 37.4% 36.6%
1 62.9% 39.8% 40.4% 39.5% 39.7% 40.4%
2 - 23.5% 11.4% 11.5% 11.8% 11.7%
3 - - 11.5% 6.6% 5.7% 5.9%
4 - - - 5.2% 3.2% 3.2 %
5 - - - - 2.2% 1.3%
6 - - - - - 0.9%
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The comparison of ICT system designs D1 and D2 considering SE and redispatch
services showed that different designs could suit different grid services. The results
also compared several design factors, including both general and service-specific
ones. The proposed metrics are shown to be capable of assessing the influence of
these design factors on the specific phases of resilience. Based on the analysis of the
pseudo-measurement threshold, redundancy and the comparison between designs
D1 and D2, it can be concluded that the proposed methodology and metrics can
compare different ICT design factors based on the resilience of the ICT-enabled grid
services. It can also be used to analyse the sensitivity of the phases of resilience to
different (individual as well as combination) design factors.

7.4 Chapter Summary

This chapter presents the results, discussion and evaluation of the proposed method-
ology and metrics from Chapter 6 (artefact of RQ2). The highlights are as follows:

• A simulation scenario consisting of two ICT system designs for the CIGRE 14
bus benchmark grid with state estimation and DER redispatch services has
been described. The grid services have been modelled from an ICT system
viewpoint while abstracting the power system aspects. The ICT system designs
have been chosen to include both hardware- and software-based design factors.

• The simulation results demonstrate that the proposed methodology can assess
and compare the resilience of grid services between the system designs. The
metrics quantify the individual phases as well as the aggregated resilience.
The results show that there is not necessarily a one-size-fits-all design for ICT
systems, and the resilience of each grid service should be considered while
designing ICT systems.

• The methodology has been shown to be scalable with respect to the size of
the ICT network. Specifically, the convergence of the sequential Monte Carlo
simulation has been found to be independent of the number of components
in the ICT system (larger networks have more components, resulting in a
larger sample space). The reason is that the states of components have been
mapped onto one of the three operational states, which restricted the overall
complexity.

• The methodology has been shown to compare the influence of individual as
well as a combination of design factors on the resilience of ICT-enabled grid
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services. Subsequently, the metrics have been shown to capture the impact of
various design factors on the individual phases of resilience, which can then
be used for designing ICT systems.

• The functional (FR4, FR5) and non-functional (NFR3, NFR4) requirements
for the resilience assessment methodology have been shown to be fulfilled,
indicating the successful answering of RQ2. The NFRs have been evaluated
quantitatively using simulations with different sizes of ICT networks and design
factors.

7.4 Chapter Summary 133





Conclusion and Outlook 8
This chapter presents the conclusions and outlook of this dissertation. First, a
summary of the scientific contributions and their applications are presented in
Sec. 8.1. This is followed by the limitations of this dissertation and potential future
research in Sec. 8.2.

8.1 Summary

ICT systems are an essential part of modern CPESs as they bring in the automation
required for the grid services, which aid in the operation of the interconnected power
system. Although these grid services have been a part of traditional power systems,
the introduction of ICT systems has enhanced their capabilities in monitoring, com-
munication and control. There exists a strong interdependence between the power
and ICT systems, which increases their complexity, leading to new disturbances that
can potentially harm the overall CPES. These disturbances can originate from both
power and ICT systems and can propagate across the system’s boundary to impact
the connected system. As a safety-critical infrastructure, CPESs should be designed
to survive such disturbances and reliably supply electricity to their customers. Due
to the rapid advancements in ICT technologies and the novelty of CPESs, system
operators also have fewer experiences in dealing with such disturbances. Therefore,
these complex modes of disturbance propagation challenge the traditional paradigm,
where power systems are designed to withstand only a pre-defined set of severe dis-
turbances. Resilient systems are required, which, in addition to known disturbances,
can also handle new and unforeseen ones. In this regard, this dissertation has two
research questions, which result in the two developed artefacts, i.e., the scientific
contributions. While RQ1 focus on the joint operational state of CPESs, considering
the interdependencies between power and ICT systems, RQ2 focus on quantifying
the resilience of the ICT system in CPESs with a focus on the grid services.

135



8.1.1 Artefact – Joint Operational State Model

The first artefact is a model to investigate the propagation of disturbances via the
interdependencies between power and ICT systems. Property graphs have been
used to model both systems as they enable the mapping of different power and ICT
disturbances by suitably modifying the properties of the graph. Operational states,
which capture the performance of the respective system, have been used to determine
the impact of these disturbances. While the power system operational states are
well-established in the literature, there is a lack of operational states for ICT systems.
Therefore, a novel operational state model for the ICT system has been developed in
this dissertation. The focus has primarily been on the performance of ICT-enabled
grid services, which constitute the dependence of the power system on the ICT system
and, therefore, can map the impact of ICT disturbances on the operation of power
systems. Three properties of the ICT system, namely, availability of components,
timeliness of data transfer and correctness of data, have been identified in order to
define the operational states of the grid services. These properties and the states
have been subsequently formalised using finite state automata due to their capability
to model discrete states and their transitions. The combination of the operational
state models of ICT-enabled grid services and the power system yielded the joint
operational state model for CPES, which is the artefact corresponding to RQ1 of this
dissertation.

The developed model can take sequences of multi-domain disturbances as input and
analyse their propagation as a sequence of operational states, which is the output.
The property graph model of CPESs has been shown to incorporate different power
and ICT disturbances (NFR1). Next, the resulting sequence of operational states
has been shown to have both degradation and recovery transitions (FR2). Using
different simulation scenarios, the model has subsequently been demonstrated to
capture the two types of disturbance propagation: cascading and escalating (FR3).
It can, therefore, be used to trace and study the complex modes of disturbance
propagation in a CPES. Furthermore, the developed model could capture structural
and functional dependencies between the power and ICT systems (FR1). Structural
dependence has been represented by the provision of electricity to ICT components,
while functional dependence has been by the operational states of grid services. In
contrast to the current literature, these operational states can model the performance
of individual grid services and their dependence on the other grid services. The
states are shown to be general in the sense that they can be used to model different
grid services as well as enable the extension of the developed model to include
additional grid services (NFR2). The developed model can be used to analyse the
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impact of different grid services and their architectures on the interconnected power
system, given different power and ICT disturbances. This can be used to gain novel
insights into the interdependencies between power and ICT systems, which can be
used for designing modern CPESs. Since the artefact has been shown to satisfy all
the specified requirements (cf. Sec. 5.4), it can be concluded that the RQ1 of this
dissertation has been successfully answered.

8.1.2 Artefact – Resilience Assessment Methodology

The second artefact is a novel methodology to quantify the resilience of ICT-enabled
grid services in CPESs. In contrast to the current literature on ICT resilience, which is
limited only to its infrastructural aspects and data transfer, this dissertation considers
the performance of the grid services, which is quantified using the aforementioned
operational states. This is relevant as these grid services directly impact the short-
term resilience of the interconnected power system by either mitigating the impact
of a disturbance or recovering the power system after a disturbance. The resilience
of grid services is measured considering a wide range of events (e.g., disturbances
and repair actions) that the ICT system may encounter during its lifetime, which
is simulated using the sequential Monte Carlo method combined with component
behaviour models. This provides a systematic approach to simulate the realistic
behaviour of an ICT system as a sequence of events that build upon each other as the
system progresses through time. These events are fed to the finite state automata
of the grid services, which then assesses their corresponding operational states.
Based on the resulting state transitions, two metrics (R and RMOP ) are developed
to quantify the resilience of the respective grid services. This methodology and
metrics to quantify and assess the resilience of ICT-enabled grid services are the
artefacts corresponding to RQ2 of this dissertation. The first metric R has been
shown to, for the first time in literature, quantify not only the probability of resilient
behaviour of a grid service but also its constituting phases, namely, robustness,
absorption, stabilisation and recovery (FR5). The second metric RMOP has been
shown to measure the performance of the grid service from a resilience perspective
(FR4). These metrics are modular, i.e., the phases of resilience could be quantified
individually, and their contribution (or weight) to the aggregated metrics could be
adjusted. Using three ICT systems of different sizes, the proposed methodology
has been shown to be scalable with respect to the number of ICT components
(NFR3). Specifically, the convergence of the Monte Carlo Simulation was found to
be independent of the number of components in the system. The methodology has
also been shown to enable a comparison of different ICT system design factors in
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terms of the resilience of the grid services. In this regard, the sensitivity of grid
services to individual as well as combination of design factors, could be calculated
and compared based on both R and RMOP (NFR4). The results show that an ICT
design suitable for one grid service need not necessarily be suitable for another
and that the resilience of all grid services should be considered while designing ICT
systems. Therefore, the proposed methodology and metrics can be used to design
resilient ICT systems in CPES. This is essential because enhancing the resilience of
the ICT system and its grid services will enhance the resilience of the interdependent
power system and, consequentially, the whole CPES. Since this artefact has been
shown to satisfy all the specified requirements (cf. Sec. 7.3), it can be concluded
that the RQ2 of this dissertation has also been successfully answered.

8.2 Limitations and Future Work

Although some of the limitations of the developed artefacts have already been dis-
cussed in the respective evaluations, i.e., Secs. 5.4 and 7.3, this section summarises
the limitations along with suggestions to address them.

The operational states are the foundation for both the developed artefacts. Each
state, by definition, is intended to provide situational awareness to the operator
about the essential aspects required to operate the underlying system. In this regard,
a balance is needed between simplicity (i.e., the states should be easy to understand
and use) and capturing complexity (i.e., the states should represent the phenomena
under interest). While the power system states are well established in the literature,
the three operational states of grid services defined based on the three ICT properties
are a novel contribution of this dissertation. They are, however, only evaluated
considering grid services with centralised architectures. Evaluating their applicability
to grid services with distributed architectures and on different hierarchies (e.g., field,
substation and control room) is a crucial next step, especially considering the rising
prominence of multi-agent systems and distributed grid operation [60]. This not
only requires further properties to describe the performance of a grid service but also
finer granular operational states to adequately capture their performance. In this
regard, the first ideas for applying the developed operational states for a distributed
grid service, such as state estimation, have been discussed in[121], with additional
properties such as rate of convergence, unobservability risk and quality in bad
data detectors. Since distributed architectures typically have multiple levels of
degradation, finer granular operational states can assess not only the state but also
how deep the grid service is in that state, e.g., a grid service in Limited but near the
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border to Normal is better than Limited but near the border to Failed. This may then
influence the recovery actions mandated by the operator to improve the operational
state. The developed operational state model is based on the three ICT properties:
availability, timeliness and correctness. However, only availability is investigated
in the presented simulation results. As discussed in Sec. 5.4.2, the model does not
consider temporal aspects, which limits its application to analyse dynamics of power
and ICT systems. For power systems, the time spent in insecure states has dangers
such as component damage due to overloads in the Emergency state and financial
loss in the Blackout state. Power system dynamics can be modelled by including
the differential-algebraic equations corresponding to the dynamic phenomena of
interest, e.g., frequency and voltage stability [43]. The finite state automaton model
should then be extended to a hybrid automaton, capable of representing the time
spent by the system in each operational state. For instance, temporal aspects of
the ICT system can be considered by incorporating queuing models (e.g., M/M/1
model [122]) into the property graph model. This would allow the model to consider
dynamic data flows and analyse phenomena such as congestion and package loss,
which are essential phenomena in ICT systems.

There exists a fundamental difference between availability and timeliness on one
hand and correctness on the other. While the former can be measured, for instance,
by pinging (or using a component’s heartbeats) and comparing timestamps, respec-
tively [42], data correctness cannot be directly measured due to the absence of
ground truth (i.e., actual value). This implies that data correctness can only be
estimated and is relevant considering the rise of cyber threats in CPESs. Since CPESs
span large geographical areas, data transfer from source to destination typically
passes through several intermediate nodes, all of which can be potential entry points
for attackers. In this regard, trust in power system network assessment (PSNA-trust)
is a promising approach for estimating data correctness using the trustworthiness
of the involved ICT components. The authors in [55, 99] present the PSNA-Trust
approach, where trust is computed based on static information about involved com-
ponents and live health monitoring systems. The integration of PSNA-Trust into the
operational states will enable the estimation of data correctness, particularly in the
case of cyber threats, which are not considered in this dissertation. First ideas on
this topic have already been outlined in [41].

A prevalent aspect of resilience in the literature is the behaviour of a system under the
so-called unknown events, which refers to new, unplanned or low-probable events.
In addition to bouncing back without collapsing, a resilient system should be capable
of learning and improving after facing such disturbances. The sequential Monte
Carlo method in this dissertation generates events based on a given probabilistic
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distribution, which are then used to calculate the proposed resilience metrics. This
has two limitations from the perspective of resilience. First, events with a low
probability of occurrence are hardly chosen, implying that the resulting metrics do
not capture the impact of low-probable events on the system. Second, there is a
lack of probabilistic distributions to represent the behaviour of ICT components in
CPESs (especially regarding timeliness and correctness) due to their continuously
evolving nature. In this regard, other methods to generate events, such as using
artificial intelligence [123], risk-based approaches [124, 125], optimisation-based
approaches [27] and even based on expert knowledge [21], which do not rely on
probabilities could be explored as a part of future work. Using such methods could
enable the generation of events required to evaluate the proposed resilience metrics
considering the timeliness and correctness properties of the ICT system.

The developed resilience assessment methodology and metrics are currently applied
only to the ICT system and the grid services with the consideration that improving
the resilience of the grid services will benefit the operation of the interconnected
power system. A natural future step is to extend the developed methodology to
assess the resilience of power systems. Like the grid services, the operational states
of a power system can be used to quantify its performance. In this regard, metrics
such as loads at risk, operational limit violations and loads lost can be calculated
for each operational state. Extending the developed methodology to consider the
resilience of power systems will enable its usage for the holistic design of resilient
CPESs.
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Acronyms

BAN Building area network

BDEW German association of energy and water industries

CL Contingency list

CPES Cyber-physical energy system

DER Distributed energy resource

ENTSO-E European network of transmission system operators for electricity

ESYS German energy systems of the future

FAN Field area network

FSA Finite state automaton

ICT Information and communication technology

IED Intelligent electronic device

IT Information technology

MOP Measure of performance

MV Medium voltage

OLTC On-load tap changer

OT Operational technology

PLC Power line carrier communication

PM Pseudo-measurement

PMU Phasor measurement unit

PS Power system

PSNA Power system network assessment

RA Remedial action
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RTU Remote terminal unit

SCADA Supervisory control and data acquisition

SE State estimation

SMC Sequential monte carlo

SPS Special protection scheme

TTF Time to fail

TTR Time to repair

VC Voltage control

WAN Wide area network

WLS Weighted least square
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