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Abstract

In the past decade, Mixed Reality has emerged as a promising technology for
supporting users with everyday tasks. It allows one to alter perceived reality
by blending it with virtual content. Mixed Reality can thus be used to overlay
perceived reality with visual cues that empower users to locate relevant objects
in the environment, regardless of whether they are in view. This approach seems
auspicious for various scenarios, such as a traffic encounter in which a car driver
overlooks a cyclist, or the docking process of large container vessels during which
the person in charge must monitor several assisting tugboats. In such situations,
visual cues that help users to locate relevant objects out of view can improve
situational awareness and help to avoid fatal consequences.

In the presented work, we follow the “Research through Design” methodology
to develop and evaluate visual cues in Mixed Reality that empower users to locate
out-of-view objects. Initially, we analyzed three different scenarios, conducting
an ethnographic study, an accident analysis, and literature reviews. Thereafter,
inspired by the different scenarios, we reviewed all relevant background and re-
lated work to derive three research questions that are studied in depth in the
presented work: (RQ1) To what extent can existing off-screen visualization tech-
niques be adapted to cue the direction to out-of-view objects in Mixed Reality?,
(RQ2) How can Mixed Reality devices with small fields-of-view be extended to
present directional cues to out-of-view objects?, and (RQ3) In what way can
the directions and distances of out-of-view objects be visualized for moving or
non-moving objects in Mixed Reality?

Our results show that directional cues presented in the user’s periphery are easy
to perceive and help the user to locate objects quickly. We showed that using
three-dimensional visual cues can result in a lower direction estimation error than
using two-dimensional cues. Furthermore, if the used Mixed Reality device suffers
from a small field-of-view, radial light displays presented around the screen can
be used to cue direction for out-of-view objects. However, sometimes a user must
simultaneously locate several out-of-view objects, some of which may be occluded.
Directional cues alone are insufficient for such cases, so distance information is
required as well. We found that it is possible to convey this information, albeit
with increased workload and additional visual clutter. Furthermore, visual cues
that help a user to locate out-of-view objects should not disappear when these
objects are visible on the screen, since assistance when these objects appear in
view improves error rates and overall performance of the visual assistance.
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Zusammenfassung

Im letzten Jahrzehnt ist Mixed Reality zu einer vielversprechenden Technologie
geworden um Nutzer bei alltäglichen Aufgaben zu unterstützen. Mixed Reality er-
möglicht es die wahrgenommene Realität mit virtuellen Inhalten zu verschmelzen.
Dadurch kann die vom Nutzer wahrgenommene Realität mit visuellen Hinweisen
überlagert werden, die helfen relevante Objekte in der Umgebung zu lokalisieren,
selbst wenn diese nicht im Sichtfeld des Nutzers liegen. Dieser Ansatz ist viel-
versprechend für unterschiedliche Szenarien, zum Beispiel im Straßenverkehr, in
welchem ein Autofahrer beim Abbiegen einen Fahrradfahrer übersieht, oder im
Fall eines andockenden Containerschiffes, in welchem die verantwortliche Person
gleichzeitig mehrere unterstützende Schlepper überwachen muss. In all diesen
Szenarien können visuelle Hinweise, die es Nutzern ermöglichen relevante Ob-
jekte außerhalb der Sicht zu lokalisieren, helfen, die Situationswahrnehmung zu
verbessern und gefährliche Konsequenzen zu vermeiden.

In dieser Arbeit, folgen wir der Research-through-Design Methodik, um visuelle
Hinweise in Mixed Reality zu entwickeln und zu evaluieren, die es Nutzern ermög-
lichen, die Position von Objekten außerhalb der Sicht zu bestimmen. Anfänglich
haben wir drei verschiedene Szenarien mit Hilfe einer ethnografischen Studie, ei-
ner Unfallanalyse und Literaturrecherchen untersucht. Anschließend, inspiriert
von den unterschiedlichen Szenarien, haben wir alle Grundlagen und verwandten
Arbeiten analysiert, um drei Forschungsfragen abzuleiten, die in der vorliegenden
Arbeit im Detail untersucht werden sollen: (RQ1) In welchem Umfang müssen be-
stehende Off-Screen-Visualisierungstechniken angepasst werden, um die Richtung
zu den Objekten außerhalb der Sicht in Mixed Reality anzuzeigen?, (RQ2) Wie
können Mixed Reality-Geräte mit einem kleinen Sichtfeld erweitert werden, um
Richtungshinweise auf Objekte außerhalb der Sicht zu präsentieren, und (RQ3)
Inwiefern kann die Richtung und Distanz zu statischen oder beweglichen Objek-
ten außerhalb des Sichtfeldes in Mixed Reality dargestellt werden?

Unsere Ergebnisse zeigen, dass visuelle Hinweise in der Peripherie leicht zu
erkennen sind und helfen Objekte außerhalb der Sicht schnell zu finden. Wir
konnten zeigen, dass drei-dimensionale visuelle Hinweise zu geringeren Richtungs-
schätzfehlern führen als zwei-dimensionale Hinweise. Außerdem können radia-
le Lichtdisplays das vorhandene Display erweitern um Richtungsinformationen
anzuzeigen, wenn das Sichtfeld des vorhanden Displays problematisch klein ist.
Wenn ein Benutzer jedoch mehrere Objekte außerhalb der Sicht loaklisieren soll
die ebenfalls verdeckt sind, dann reichen Richtungsinformationen nicht aus und
zusätzliche Distanzinformationen werden benötigt. Wir konnten zeigen, dass es
möglich ist diese zusätzlichen Informationen anzuzeigen, jedoch mit erhöhter Ar-
beitslast und zusätzlicher visueller Verdeckung. Darüber hinaus sollten visuelle
Hinweise, die dem Benutzer helfen, Objekte außerhalb der Sicht zu lokalisieren,
nicht verschwinden wenn diese Objekte auf dem Bildschirm sichtbar sind, um
Fehlerraten zu reduzieren und die visuelle Assistenz effektiv zu verbessern.
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1 Introduction

Awareness of objects in the environment is an important ability required for
everyday life. Without information about the locations of objects around us, there
are many common tasks we cannot accomplish (e.g., safely navigating traffic).
To do so, we have different senses that allow us to perceive information not
only about ourselves but also about our environments, with each of those senses
receiving different types of information. For example, with our eyes we can
visually perceive that which we observe, meaning we can see every object that
emits or reflects light into our eyes. With our ears we can hear sounds from
everywhere around us (provided they are loud enough) and with our skin we can
perceive touch. However, when it comes to the importance of each sense in the
orchestra of human perception, sense of vision is clearly paramount (and in some
cases even dominant [SB14]). About half of the human brain is devoted directly
or indirectly to vision [New96]. From this, the human visual system offers a
wide range of methods for locating objects in the environment (e.g., stereoscopic
vision and depth perception). Furthermore, visual perception offers the highest
bandwidth of information, allowing perception of several objects at once. Here,
the combination of these attributes suggests that we humans perform well when
it comes to visually locating objects in the environment.

However, human visual perception is restricted by a limited field-of-view, which
is about 180 degrees horizontally and 90 degrees vertically [PJW73]. Therefore,
we can only perceive a part of our environment at once, with everything else
out of view. This is a problem that restricts the ability to locate objects in the
environment, because one may be unaware of objects outside one’s field-of-view.
As a result, we cannot locate these out-of-view objects, which may sometimes lead
to negative consequences. For example, when driving a car, one may overlook
a pedestrian or cyclist and cause serious harm. Therefore, we think supporting
people in locating out-of-view objects is a promising approach that could help to
avoid a variety of critical situations.

In this thesis, we want to address the problem of the limited human field-of-
view. It seems that the apparent solution would be to extend our field-of-view
to 360° horizontally and 180° vertically, thereby removing the limit. However,
not only is this challenging, but it could also lead to an excess of information
that the human brain cannot process efficiently. Therefore, we suggest extending
the human field-of-view only toward relevant objects in the environment (e.g.,
we could extend the visual perception of car drivers to enable them to locate
pedestrians or cyclists outside their fields-of-view). Thereby, we could extend
the field-of-view, without increasing the required mental resources more than
necessary. In order to extend our field-of-view to be able to locate relevant out-
of-view objects, we design and develop visual cues that can encode the locations
of such objects in our environment. These visual cues are always presented within
the field-of-view and are thus always perceivable by the user.
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As a result, the main objective that we follow in this thesis is to investigate
the following guiding question:

“How can we encode the locations of out-of-view objects with visual cues to
empower humans to locate these objects in 3D space?”

Following our main objective, we utilize the periphery of the user to present
the visual cues within the human field-of-view. The periphery is an area in our
field-of-view located outside the center of our vision (foveal vision) [Kal01]. Com-
pared to our foveal vision, our peripheral vision offers less detailed information.
For example, we have problems reading text presented in our periphery [Gol89].
However, utilizing peripheral vision allows us to use the high bandwidth that
visual perception offers while at the same time not cluttering the central field-
of-view with additional information. When using the periphery, visual cues can
be presented radially around the central field-of-view enabling users to then shift
their gaze to focus on the visual cue and perceive it in higher level of detail.
Furthermore, peripheral vision has a natural role in directing attention, allowing
us to arouse a user’s attention with visual cues presented in the periphery and
guide them to out-of-view objects.

However, some technology is required to present visual cues in one’s periphery.
A promising technology to fulfill that requirement is Mixed Reality. It allows one
to alter perceived reality by augmenting it with additional information [MK94].
Thereby, Mixed Reality technology can present visual cues to users that empower
them to locate relevant objects in the environment, regardless of whether they
are in view. In this work, we focus on two manifestations of Mixed Reality in
particular: Augmented Reality (AR) and Virtual Reality (VR). In other words,
we investigate different approaches in Mixed Reality that extend our visual per-
ception to enable us to locate out-of-view objects.

1.1 Scenarios

The problem of objects receding from view is relevant in many different scenar-
ios. Whether for aircraft pilots or mariners who must avoid collision, for people
playing computer games who want to know where the opponent is, or for service
technicians finding machines in an unfamiliar environment, being able to locate
surrounding objects is critical. Some solutions have been suggested to address
the problem of objects receding from view, but for specific scenarios. In this the-
sis, we would like to address the problem on a more fundamental level, to gather
results that are useful for a wide range of scenarios, even ones that do not yet
exist. Still, we need specific scenarios in order to analyze and understand the
different contexts in which the problem exists. Furthermore, to ensure that all
these scenarios are comparable and share the same problem, we limited ourselves
to scenarios in which a user experiences the situation from an egocentric perspec-
tive. Therefore, we focus on the perspective of one user that has to locate one
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or more out-of-view objects. With the help of a literature review, we identified
three scenarios which differ greatly from each other and may thus result in very
general requirements, leading to a solution that is applicable to a wide range of
domains. In the selection of our scenarios, we focused on safety critical situations
in which human life is in danger when someone fails to locate the relevant out-of-
view object(s). In the following subsections, we describe these scenarios. At the
end of this section, we look at all scenarios to abstract the underlying problem.

1.1.1 Traffic Encounter

For many people, navigating traffic is a daily activity. When navigating traffic,
there are several options available, such as walking, biking or driving. Nowadays,
we have very dense traffic in our cities with many motor vehicles, but also with
increasing numbers of cyclists and pedestrians. In Germany, there were 63 million
motor vehicles registered in January 2017, meaning about 75% of the population
owned a motor vehicle [Kuh17].

With such dense traffic on the roads, there are accidents happening on a daily
basis. Worldwide, the total number of road traffic deaths per year has reached
about 1.35 million, which equates to about 3700 deaths per day [Org18]. More
than half of these deaths occur among vulnerable road users: 28% are motor-
cyclists and 26% are pedestrians or cyclists. Furthermore, road traffic injury is
the leading cause of death for people aged between 5 and 29 years. In addition,
traffic-related injuries occur for up to 50 million people annually, some of which
are life-altering [Org18]. In a recent study, Kaya et al. examined driving behav-
ior with eye-tracking and found that most drivers turning right do not check for
cyclists and pedestrians [KAPD18].

“More than half of drivers don’t look for cyclists and pedestrians before
turning right. [. . . ] Given the minimal personal protection, the severity of
these collisions tends to be high.” [KAPD18]

This study [KAPD18] examined drivers who did not look before turning right.
However, it is also quite common that even if drivers do look, they still overlook
pedestrians and cyclists. This occurs because the field-of-view is restricted by
the vehicle and the side mirrors suffer from the so-called blind spot (an area
close to the vehicle in which nothing can be seen). In German, “blind spot”
translates to “death angle,” directly implying the potential consequences of this
area being unobservable. Failing to look and overlooking before turning are both
highly problematic actions, since they can result in horrible accidents and serious
injuries, often leaving cyclists and pedestrians the victims of such encounters (see
Figure 1.1 - only indicating the possible outcome).

Having said this, not only car drivers are at fault. Similar problems arise for
pedestrians and cyclists as well, especially when they are distracted. For exam-
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Figure 1.1: Bicycle and helmet lying on the street after an accident between a
car and a cyclist (scene posed for picture).

ple, they may be preoccupied with AR games, which have recently gained more
popularity (e.g., Pokémon Go1 or Ingress2). Playing AR games on smartphones
becomes problematic when it is done while navigating traffic [ALD+16, Eys17].
Interestingly, the simplicity of the game is what makes it so popular [HP18] (be-
sides the technological-improved immersive experience). However, the experience
of playing such games on small form-factor devices is like trying to look through
a keyhole while concentrating one’s focus on a single spot. In this case, increased
immersion into the game is not beneficial. Although using a smartphone while
operating a car or bicycle is forbidden in most countries, it is still allowed for
pedestrians. However, it is highly dangerous for a pedestrian to navigate traffic
while texting or playing AR games on a smartphone [NHW08, SBS11]. There
are many accident reports that provide evidence for this, but the number of near
or minor accidents is likely even higher [Eys17]. In Germany, “Smombie” was
the 2015 “youth word of the year.” It combines the words “smartphone” and
“zombie” to refer to the intensely unaware state of people walking around staring
at their phones like zombies3. This is made worse by the fact that navigating in
traffic is a fundamental requirement of such games.

In summary, thousands of road traffic deaths happen every day, most of which
involve so-called vulnerable road users. One of the main problems is that in many
situations, car drivers as well as vulnerable road users overlook other road users
or cannot see one other, resulting in collisions that are often fatal or cause serious
injuries. In this scenario, only one out-of-view object is relevant in most situations
(e.g., a pedestrian on the sidewalk). However, these objects change their positions
over time and therefore, may require the traffic participant to locate these object
several times.

1 Pokémon Go. www.pokemon.com, last retrieved April 21, 2020
2 Ingress. www.ingress.com, last retrieved April 21, 2020
3 Smombie. en.wikipedia.org/wiki/Smartphone_zombie, last retrieved April 21, 2020
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1.1.2 Ship Docking

Another relevant scenario is ship docking. Over the years, container ships have
steadily been growing in size [CK00]. This development is mainly caused by
increased demand, which requires these container vessels to transport more and
more goods. However, the constant lengthening, widening, and deepening of
these ships is a huge problem when it comes to safely maneuvering in harbor
areas because these areas cannot keep pace in adapting to the growing ships. As
a result, maneuvers in harbor areas are the most dangerous [GSB+18].

“Most ship collisions [. . . ] occur in harbors, because that is where navi-
gation becomes restricted by other vessels, and man-made structures like
jetties, bridges, and piers.” [Fri08]

To ensure safety in harbor maneuvers, all relevant countries in the world are re-
quired to have pilots (e.g., in Germany cf. [Haf13]). Pilots are experts for specific
areas who support the ship crew with important information about water depths,
currents, and maneuvers. Even if the responsibility for the ship remains with the
captain, pilots often take over control and give steering commands directly to the
helmsman. Therefore, the pilot must be aware of the current situation, including
all environmental factors, in order to avoid collisions or grounding. Understand-
ing the situation is of high importance because each error has the potential to
cause a collision or grounding [Vei15]. However, accident reports reveal that pilots
have problems monitoring their environments successfully. As a result, accidents
happen on a regular basis.

To understand the causes of these accidents, we conducted an accident analysis
of approximately 1500 accident reports from six different transportation safety
authorities [GSB+18]. The most common cause given for container ship accidents
in harbor areas was human error. However, further examination of accident
reports that cited human error as the main cause revealed that it often came down
to a pilot’s problematic decision that was based on wrong or missing information.

“The pilot could not see the tug from the bridge and assumed that she had
been running with the ship stern-to-stern, from which position it would have
been relatively easy for the tug to position herself on the ship’s port quarter.”
[MAIB, Report No. 08/1998, Trijine]

“The actions of the pilot to reduce the speed of approach of the vessel’s
bow were unsuccessful because Marineco Toomai was positioned just aft of
amidships of Logos II and not on the port quarter as the pilot had assumed.”
[MAIB, Report No. 01/2008, Logos II]

The maneuvering of large vessels is especially difficult due to the large number
of other objects in the harbor environment. Some of these objects must simply
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be avoided to not risk a collision (e.g., other ships), while others, such as tug-
boats, assist the vessel during the maneuvering process. Without their help, the
container vessel’s drive technology cannot create enough force to drive the ship in
any direction. From an ethnographic study, we observed the docking process of a
large container vessel with two tugboats in the port of Hamburg (see Figure 1.2).
We identified the tugboats as the most important objects in the environment and
further noted that they are often occluded or out of view. To determine require-
ments, we interviewed 30 European harbor pilots with 15 years of experience
on average. We found that the maximum number of tugboats involved in such
a docking process is six. Further, it is relevant to the pilots where these tugs
are positioned, how they move, and with how much force they push or pull the
container vessel during the docking process (all results and details can be found
in our journal paper; see [GSB+18]).

Figure 1.2: Container vessel docking with the assistance of two tugboats in the
harbor of Hamburg, Germany (observed in ethnographic study).

During the docking process of large container vessels, pilots must be aware
of several objects in their environment, especially the tugboats that assist in
the docking process. Therefore, the pilot must observe multiple tugboats while
walking over the ship bridge and focusing on the ship’s movement in order to
ensure safe docking. Here, the tugboats change their positions according to the
voice commands given by the pilot.

1.1.3 Fire Fighting

Our last scenario in which objects outside of the user’s field-of-view must be
located addresses emergency situations. In this scenario, there are circumstances
that have caused or will cause harm to people involved. Therefore, the most
important task is locating these people as quickly as possible to either remove
them from the dangerous area or administer aid for injuries.
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“During a disaster, users may need to locate unseen patients who are calling
for help.” [FMH15]

The workforce that trains for such emergency situations includes firefighters.
They are skilled to deal with emergency situations such as burning buildings
(e.g., an industrial plant). However, the dense smoke in the building and lack of
knowledge about the building structure make it hard to locate people in need for
help. In this scenario, a team of two people enters a building and tries to rescue
people that need help (see Figure 1.3). For their own security, they attach a rope
on one of the two firefighters upon entry to know the way out [K+14]. Two other
firefighters secure the rope and monitor the time (for oxygen resources) as well
as communicate with the two inside. The two firefighters on the inside of the
building must locate people that need help or the source of the smoke, despite
very restricted visibility and often having to crawl on the floor for better vision.

Figure 1.3: Firefighter entering a building with restricted visibility due to heavy
smoke (picture taken during firefighter training).

We can summarize this situation as two people walking together through a
building with very restricted visibility, while at the same time having to locate
many objects (e.g., people in need of help or source of smoke) as quickly as
possible. These objects mostly do not change their positions over time. However,
even a very close object may be unperceivable if it is occluded by smoke. Virtual
Reality has been used to train using simulations of such situations for over a
decade now [TSK97, BTG97, ELH19]. Firefighters can learn how to react in
certain situations as well as test new head-mounted visualizations that can help
in such situations [SH13, AKW+17]. As a result, the transfer of knowledge from
the training environment to the real world is rather simple.

Emergency situations are critical situations in which people need to be rescued
as quickly as possible. Often, there is more than one way to reach a person
in danger but there may not be much knowledge about these paths. In these
situations, firefighters must find their way to those in need of help without risking
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too much injury to themselves. However, Virtual Reality offers the potential to
train for these situations and to test out new techniques for assisting firefighters
in locating relevant objects.

1.1.4 Problem

All three scenarios share the same problem of one needing to locate unperceived
objects outside of view. If one fails to locate the out-of-view objects, it can have
fatal consequences. In this thesis, we address this problem by developing visual
cues to help one locate these out-of-view objects. Therefore, in this section, we
describe the underlying problem that all three scenarios share.

First, each scenario is experienced from an egocentric perspective. For example,
in the traffic encounter from the perspective of the car driver, cyclist or pedestrian
(see Figure 1.4a), in the ship docking scenario from the perspective of the pilot
(see Figure 1.4b), and in the fire fighting scenario from the perspective of the fire
fighter (see Figure 1.4c). Figure 1.4 shows all three scenarios.

(a) Traffic encounter. (b) Ship docking.

Help!

(c) Fire fighting.

Figure 1.4: Schematic representation of the three different scenarios that share
the problem of objects receding from view.

All scenarios are either experienced in the real world or in a virtual environment
(e.g., to train for the situation). Similarly, out-of-view objects can be either
virtual objects (e.g., a representation of a person in need of help or opponents
in multi-player games [PKB10]) or real objects in the surrounding environment
(e.g., vulnerable road users or points of interest during sightseeing [HB10]). The
number of objects can vary from one object (e.g., in the traffic encounter) to
up to eight or eleven objects (e.g., in the fire fighting scenario or in gaming).
These objects may either be at static positions that do not change (e.g., a person
that needs help) or change their positions over time (e.g., a cyclist or tugboat).
Furthermore, objects can be distributed on a “ground plane” (e.g., cars and
pedestrians on roads or tugboats on water) or in three dimensions (e.g., people in
different levels of a building that need to be rescued by a firefighter, aircrafts in
an aviation scenarios, or opponents in a computer game). The objects’ distances
can change between scenarios as well, with some objects being far away (e.g.,
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tugboats that are up to 500 meters away from the pilot) and others being close
to the user (e.g., cyclists or pedestrians relative to a car driver turning right).
In some cases, it may also be useful to convey additional information about the
out-of-view objects (e.g., their size or type). Still, the object location is the most
important piece of information in all scenarios.

1.2 Approach and Methodology

In order to address the problem of objects being hidden from view, we design
visualization techniques that assist users in locating these objects. Each visual-
ization technique consists of as many visual cues as there are objects that must
be located. Therefore, each out-of-view object is represented by a visual cue that
encodes its location. Since the visual cue is an additional element presented in
the user’s field-of-view that only exists to encode the location of the object out of
view, we often refer to the visual cue as a proxy. To ensure that the visualization
technique does not interfere with other tasks that may need to be carried out,
we present the visual cues in the periphery of the user’s field-of-view. Thereby,
the center of the field-of-view remains uncluttered by excess information. How-
ever, a user can shift her or his gaze to perceive the visual cue in more detail
(e.g., to be able to locate the out-of-view object more precisely). Furthermore,
the periphery can be used as a natural way to visually shift attention towards a
specific out-of-view object. For example, when a car driver overlooks a cyclist,
the visualization technique can shift the driver’s attention to a visual cue in the
periphery to make them aware of the cyclist.

In this thesis, our main objective is to develop visualization techniques that
help users to locate out-of-view objects. To reach this objective, we followed the
“Research through Design” (RtD) method [ZFE07]. The fundamental idea behind
this method is to generate new knowledge by studying existing literature and
then designing and evaluating research artifacts that represent improved future
states [ZF14]. However, to ensure that our approach takes different contexts of
use into consideration, we additionally applied selected methods from the human-
centered design process. The process is defined in the ISO standard 9241-210:2010
and is basically a cycle of four phases through which each solution must pass
and which can be iterated over several times [ISO10]. The four phases are: 1)
define the context of use, 2) specify the requirements, 3) design solutions, and 4)
evaluate solutions. All four phases benefit from active involvement of users and
offer different methods for reaching their objectives. However, since we did not
apply the process to develop final products, but rather to investigate our research
questions using research prototypes, we selected relevant methods and did not
strictly follow the process. For example, since the addressed problem is relevant
in many scenarios, we did not focus on specifying one context of use. Instead, we
analyzed several scenarios and identified their shared underlying problem.
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The results of our analysis of different contexts of use were described in the
previous section (see Section 1.1). In summary, we presented three different sce-
narios that all share the problem of objects being hidden from view. For each
scenario, we analyzed and defined the context of use. We did so using ethno-
graphic studies, accident analyses, interviews, and online surveys. Afterwards,
we derived a general problem, which will be addressed in this thesis. Here, we
abstract from concrete scenarios and investigate how to locate out-of-view objects
in different contexts. After explaining the background information and related
work, we describe our conceptual design, in which our research questions are de-
fined (see Chapter 4). The research questions presented in this thesis address
fundamental aspects of our problem, and the answers to these questions can later
be applied to the scenarios that we introduced.

In order to answer our research questions, we used selected methods from the
human-centered design process. Each research question focuses on a concrete
and fundamental aspect of the problem we want to address. Each research ques-
tion is addressed in its own chapter, in which the developed prototypes and the
study results are described. We used prototyping to produce research artifacts
(prototypes), with which we study our ideas for novel visualization techniques.
In line with Moggridge, we define a prototype as “a representation of a design,
made before the final solution exists” [Mog06]. Since our main objective is to
develop visual cues that can be naturally understood by users, we focus more on
the cues’ appearances and how users perceive them than on a concrete technical
implementation. Therefore, prototyping is a fitting approach to reach that ob-
jective, especially low-fidelity (lo-fi) prototyping. This type of prototyping is well
suited for quickly producing design solutions that can then be evaluated with
users to obtain quick feedback. However, since Mixed Reality does not always of-
fer concrete methods for prototyping for specific use cases, we developed our own
lo-fi prototyping tools where necessary. They were built using a combination of
digital fabrication technologies, such as 3D printing and laser cutting, and hard-
ware prototyping tools, such as NodeMCU developer boards4. Our prototypes
are evaluated in user studies in which we often compare different implementations
that aim to deliver the same functionality. Thereby, we can receive early feedback
that can then be used to further improve the prototypes. Unlike in our analysis
of the context of use and requirements, we did not focus on a specific user group
in our user studies because we investigated on a fundamental level how visual
cues must be designed in order to to be perceived well. Therefore, we ensured
our participants were balanced in gender and represented a wide age range to
avoid any bias towards a specific user group. All subjects participated voluntar-
ily in our user studies and did not receive any compensation. Participants were
informed that they could withdraw from the study at any point in time. We re-
cruited our participants with calls for participation on social media, on the notice
boards at our university and research institute, and with flyers distributed in the

4 NodeMCU. www.nodemcu.com, last retrieved April 21, 2020
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city of Oldenburg. All studies were conducted as laboratory studies, following a
within-subject design with repeated measures. Therefore, every participant was
required to complete every condition of the study. To avoid any learning effects,
we used a counter-balanced design in all our user studies.

The metrics used in the conducted user studies are in line with the exist-
ing literature. In all experiments, we used subjective and objective measures to
gather participants’ opinions about the tested prototypes as well as to collect im-
partial measurements uninfluenced by participants’ opinions. For the subjective
measures, we used Likert-items and standardized questionnaires. We used the
Likert-items to allow participants to rate statements with 5-point Likert-items
(1=strongly disagree, 5=strongly agree). The two standardized questionnaires
we used were the System Usability Scale (SUS) questionnaire [Bro96] to measure
usability and the NASA Raw TLX (Raw-TLX) questionnaire [Har06] to measure
perceived workload. The SUS questionnaire is a “quick and dirty” tool for mea-
suring usability with 10 Likert-items. For each filled out questionnaire, a score
between 0 and 100 can be calculated, for which 68 is the average score that rep-
resents acceptable usability. The NASA Raw TLX questionnaire is a modified
version of the original NASA TLX questionnaire [HS88]. In the modified version,
participants must only answer six Likert-items in order for a task load score to
be calculated.

For the objective measures, we mainly measured response times, direction esti-
mation error, and distance estimation error for locating out-of-view objects. The
differences between groups were assessed using variance tests, while correlations
were assessed using correlational tests. All user studies follow a within-subjects
design, meaning we always have two or more matched groups. For variance test-
ing, we first assessed the type of data (ratio, interval or ordinal). For ratio or
interval data, we used a Shapiro-Wilk test to check for normal distribution of the
data. For data not normally distributed, we report median (Md) and interquar-
tile range (IQR). Otherwise, we report mean (M) and standard deviation (SD).
Furthermore, we report them when it is general practice (e.g., for reporting the
age of participants). To test for significant difference between multiple groups,
we used a repeated measures ANOVA if the data was normally distributed. For
not normally distributed or ordinal data, we assessed the differences between
multiple groups using a Friedman test. To test for significant difference between
two groups of normally distributed ratio or interval data, we used a paired t-
test. For not normally distributed or ordinal data, we used a Wilcoxon test. The
significance level was set as p<0.05 for all variance tests. To test for correlation
between two variables, we used the Spearman correlation for normally distributed
ratio or interval data. Otherwise, we used the Pearson correlation. Data analysis
was performed using R5 (R Studio version 1.1.463 & R version 3.5.3).

5 R project. www.r-project.org, last retrieved April 21, 2020
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1.3 Thesis Outline

Overall, this thesis consists of eight chapters. Figure 1.5 presents the structure
of the thesis. The first three chapters cover the introduction to the problem and
the background and related work relevant for the presented research. In chap-
ter 4 the conceptual design and the addressed research questions are described.
Chapters 5 to 7 present the user studies that have been conducted to address
the foregoing research questions. The last chapter reflects on our findings and
highlights potential directions for future work.

Chapter 1: Introduction

Chapter 2: Background

Chapter 3: Related Work

Chapter 4: Conceptual Design

Chapter 5: 

Adapting Off-Screen

Visualization Techniques

Chapter 6: 

Extending the Field of View

of Mixed Reality

Chapter 7: 

Encoding the Out-of-View 

Object’s Position

Chapter 8: Conclusions and Future Work

Figure 1.5: Outline of the thesis. Chapters 1, 2, and 3 cover the introduction as
well as the background and related work of the thesis. Chapter 4 describes the
concept and addressed research questions. Chapters 5 to 7 present user studies
that have been conducted to answer the research questions. Chapter 8 provides
a discussion of the results and highlights possible directions for future work.

In the first chapter, we introduced the research topic that the thesis addresses
and presented three example scenarios that underline the applicability of the
conducted research. We continued with an explanation of the used approach and
methodology of the thesis. The next chapter describes the background, focus-
ing on human visual perception, cognitive maps, and Mixed Reality. In chapter
3, we present the related work that we identified as relevant during our liter-
ature review. We categorize and summarize the related work into three main
research areas: 1) previously developed techniques for visualizing off-screen con-
tent on small-screen devices (e.g., smartphones), 2) approaches that develop or
use peripheral displays, and 3) guidance techniques that help direct attention to
relevant objects outside the user’s field-of-view.

In chapter 4, we abstract from the scenarios presented in the introduction to
define the problem space that we address in this thesis. Afterwards, we describe
the different strategies that humans use to locate objects in the environment based
on current neuroscientific research of cognitive maps. Thereafter, we examine
characteristics of human visual perception to both define the area in which the
visual cues will be presented to the user and determine how the visual cues must
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be designed in order to be perceivable in that area. Afterwards, we discuss the
used Mixed Reality technology. We then highlight the challenges of the conducted
research. Since we follow the human-centered design process, each of the sections
in this chapter will define a certain set of requirements that must be fulfilled. We
end the chapter with concrete research questions derived from the problem that
we address in this thesis.

Chapter 5 is dedicated to adapting off-screen visualization techniques that
point to out-of-view objects. First, we identified three off-screen visualization
techniques used for small-screen devices and transferred them to head-mounted
Mixed Reality devices. In a user study, we compared all three techniques, show-
ing the individual advantages of each. Afterwards, we focused on the two best-
performing techniques and further improved them based on the results from the
first user study. Then, we compared the techniques with each other in two user
studies with different Mixed Reality devices (Augmented and Virtual Reality).
At the end, we took the last of the three techniques from the first user study and
tweaked it to further improve it’s performance. In another user study, we showed
the benefits of the improved technique.

Chapter 6 presents our research on directional cues that are presented on an
extended screen. First, we develop a prototyping tool that allows us to test
different configurations of display extensions for Augmented and Virtual Reality.
Thereafter, we develop a prototype based on our prototyping tool that allows
one to cue direction in Virtual Reality and evaluate the usefulness of doing so.
Afterwards, we transfer the results of the study to a prototype that aims to
support cueing direction to out-of-view objects in Augmented Reality. We finish
the chapter with another prototype that focuses on an usecase with pedestrians.

Chapter 7 covers all our work related to encoding the positions of out-of-view
objects in Mixed Reality. First, we develop a prototyping tool that allows one to
quickly test visual cues for optical see-through Augmented Reality. Afterwards,
we create three variants of a new visualization technique to encode the positions of
out-of-view objects and test it with our prototyping tool. Thereafter, we take the
best variant, implement it for video see-through AR, and compare it to other out-
of-view object visualization techniques. Then, we improve the technique further
to allow it to be used in Virtual and optical see-through Augmented Reality, as
well as to optimize it for devices with smaller fields-of-view. We conclude the
chapter with another study in which we test our technique against an existing
technique from gaming for out-of-view objects that change position over time.

In the last chapter, chapter 8, we discuss the research that has been conducted
in the scope of this thesis. First, we briefly summarize all foregoing chapters. We
then discuss the contributions made to each research question. Thereafter, we
examine the scenarios presented in the introduction and give recommendations
which of the developed techniques could be used to address that scenario and
why. We end the thesis with an outlook on future work.
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of “I” is meant to acknowledge all of these people and their contributions. Still,
this thesis contains only research that was originally planned and implemented
by the author.
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2 Background

This chapter reviews the background knowledge fundamental for developing vi-
sual cues, which help one to locate out-of-view objects in Mixed Reality. First,
it describes human visual perception and highlights the characteristics that must
be considered when developing the visual cues to ensure they are well perceivable
(see Section 2.1). Second, it reviews cognitive maps, which are the basis for hu-
man spatial understanding of where objects in the environment are located (see
Section 2.2). Third, it analyzes Mixed Reality to define concrete technologies
that will be used to present the visual cues to the user (see Section 2.3).

2.1 Human Visual Perception

Most of the information that is recorded by receptors in our central nervous
system is visual information. Therefore, it becomes clear that the eye is one of
the most essential organs in the human body.

“[...] half of the human brain is devoted directly or indirectly to vision”,
said Professor Mriganka Sur of MIT’s Department of Brain and Cognitive
Sciences (cf. [New96]).

Only on closer inspection does one become aware of the variety of properties of
human visual perception. The human eyes help one to recognize different forms
and colors, but also assist in estimating locations of objects in the environment
on a higher level. However, the visual characteristics, such as color perception or
sharpness of sight, are not constant within our field of vision. Thus, this section
reviews the fundamentals of the human eye. It describes the monocular and
binocular fields-of-view as well as foveal and peripheral vision.

2.1.1 Fundamentals of the Human Eye

The operating principle of the human eye is to perceive light that is emitted or
reflected by objects in the environment. As a result, the human eye is a passive
component. It functions as an observer that does not send out any sight rays
[Kal01]. Instead, it processes incoming light that enters through an opening in the
iris called the pupil (see Figure 2.1). The iris muscle changes the size of the pupil,
thereby controlling the amount of light that can enter the eye. Interestingly, the
irises of both eyes work coupled: if one iris closes due to excess exposure (high
luminance), then the iris of the other eye also reacts. The remaining light is
bundled by the lens and projected onto the retina, a surface that covers most of
the inside of the human eye and consists of over 100 million receptors that react
to the incoming light [BABB09].
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Figure 2.1: Horizontal section through the human eye (cf. [CCK+89, Kal01]).

The resulting picture that appears on the retina, coming from the bundled
light of the lens, is rotated 180° and has certain wavelength filtered out of the
light that entered the lens. Further, the lens of the human eye is adjustable to
allow us to focus both distant and near objects on the retina. The point where
the visual axis of the optical system hits the retina is called the fovea centralis
or the yellow spot (see Figure 2.1).

While the fovea centralis offers the sharpest vision, the point where the optic
nerve leaves the human eye offers no vision at all, and is therefore referred to as
the blind spot. However, even though this point is very close to the center of
the human visual field, it does not negatively affect visual perception because the
missing information resulting from the blind spot of one eye is replaced in our
brain by the visual information from the other eye [Kal01].

The structure of the retina is shown in Figure 2.2. The retina offers two types
of sensors to perceive the incoming light: cones and rods. Cones are responsible
for photopic vision (color vision in bright light), and rods offer scotopic vision
(black-and-white vision in dim light). However, to reach these photoreceptors,
light must first pass between the ganglion cells layer, which lies just interior to the
photoreceptor cell layer. The axons of the ganglion cells bundle to form the optic
nerve, which connects the eye with the brain (see Figure 2.1). The structure of
the retina seems strange because light must pass the neuron layer before reaching
the photoreceptors. Thereby, the general performance of our eyes is reduced.
However, this evolutionary design flaw has only limited influence on the human
visual perception characteristics. More important for the characteristics of human
vision is the influence of cones and rods.

Cones and rods share the same basic structure, but differ in their photo-
sensitivity. A single photon can trigger an electrical response in a rod, while
dozens to hundreds of photons are required for a cone to react. In high bright-
ness, the rods are saturated with light and therefore do not contribute to visual
perception in daylight. During twilight and night there is not enough light to
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Figure 2.2: Due to the structure of the retina, light must first pass through the
neuron layer to reach the photoreceptors (cf. [Kal01]).

cause the cones to react, so the activation of only the rods leads to black and
white vision.

Three different types of cones (S-/M-/L- cones) react to short, medium, and
long wavelengths of light, thus recognizing different colors. The absorption curves
of the cone types still overlap, but one type alone is not sufficient to provide
enough information about all color types. The decrease in the number of cones
towards the edge of the eye leads to worse color vision in the periphery. In
addition, the number of cones for recognizing red and green is five times higher
than the number of cones for recognizing blue [Gol89]. Due to this fact, the
human eye can perceive representations in red over yellow to green in much more
detail than blue.

That the distribution of rods and cones over the retina is uneven was already
known in 1935 by Sterberg [Ost35]. Figure 2.3 shows the density of cones and
rods on the retina of an eye. The fovea centralis contains the maximum number
of cones. The number of cones decreases sharply the further one moves away
from the fovea. On the other hand, there are no rods in the fovea, so there is a
blind spot in the scotopic vision. For this reason, stars in the night sky can be
observed better when one does not look directly at them, but instead a little bit
to the side [Kal01]. Towards the edge of the retina, cones and rods mix until only
rods remain at the edge. As mentioned earlier, the point of sharpest vision is the
fovea centralis. This fact is based on several human eye characteristics. First,
the neuron layer with the ganglion cells of the retina is pushed to the side at this
point, so the light rays can directly reach the cones. In addition to the cones’
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high density at the fovea, they are also strongly connected to the central nervous
system in the fovea centralis (because almost each cone has it’s own ganglion cell
connected). At all other points, cones and rods share this connection with others
of their kind. These facts combined with the circumstance that the visual axis
of the eye directly points to the fovea centralis lead to the increased sharpness
in the center of our vision. Therefore, when focusing on objects, the human eyes
align in a way that projects the relevant object directly onto the fovea centralis.

Nasal Temporal

70° 60° 50° 40° 30° 20° 10° 0° 10° 20° 30° 40° 50°

Fovea centralis

0

0,5

1,0

1,5
10  Sensors / mm  Retina

5 2

Cones

Rods

Blindspot

Figure 2.3: Illustration of the distribution of cones and rods on the retina of a
human eye for the horizontal field-of-view (cf. [Kal01]).

2.1.2 Monocular and Binocular Fields-of-View

The monocular field of vision refers to the field-of-view of a single human eye and
has a width of about 140° horizontally. The binocular field-of-view refers to the
field-of-view of both eyes. However, it is not twice as large as the monocular field
of vision because there is an overlapping area in the field-of-view that is perceived
by both eyes simultaneously [PJW73]. As mentioned before, this is the reason
why the blind spot of the eye does not have a negative effect on the perception
characteristics of the human eye. The horizontal field-of-view is about 180° while
the vertical field-of-view is about 130°, 60° up and 70° down [PJW73, Gol89]. The
monocular fields-of-view and how they overlap to form the binocular field-of-view
can be seen in Figure 2.4.

The distance between the eyes of approximately seven centimeters results in
different image positions on the retinas of each eye, known as binocular disparity.
To explain the term, binocular disparity means that an object near our eyes can
project different images to each eye, thereby, unoccluded objects near our eyes
can be seen differently by them. For example, from a finger that we hold in
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(b) Binocular vision.
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(c) Right monocular vision.

Figure 2.4: Monocular and binocular fields-of-view [PJW73, Kal01, SRJ11].

front of our face, our left eye may see parts of the finger nail, while our right eye
may see the finger but not its nail. Our brain processes the individual images of
our eyes via binocular fusion in such a way that a spatial impression of depth is
created, which is called stereoscopic vision. With greater distance from objects,
binocular disparity decreases. Depth perception from six meters resembles one-
eyed vision. At this point, other characteristics are used to infer distance, such
as relative size, shade, overlapping, and perspective [Kal01].

We must differentiate the visual field from the field-of-view. The visual field is
measured without eye movement [Gol89]. Thus, the focus stays unchanged. For
the field-of-view, however, we also consider eye movement, whereby the field-of-
view can be shifted a maximum of 60° to the sides and 40° up and down [PJW73].
Any further displacement of our field-of-view is only possible by moving the head.
We call the extended visual field that includes eye movements field-of-view or field
of vision [Kal01].

2.1.3 Foveal and Peripheral Perception

The human visual field can be classified into two areas with different perception
characteristics: foveal and peripheral perception. Here, we further distinguish
between far and near periphery because in the near periphery almost all colors
can still be perceived, including colors with higher resolution such as red, while
the far periphery contains areas that have no color vision at all (see Figure 2.5).
However, the term peripheral vision refers to both near and far periphery at
the same time. For foveal vision, the literature further classifies three subareas:
fovea, para-fovea and peri-fovea [Kal01].

Perception in the periphery can be differentiated from foveal perception by
various factors (e.g., color, shape and depth perception [Kal01]). This is due
to the distribution of the photoreceptors on the human retina (see Figure 2.3).
This distribution applies to both photopic and scotopic vision. When looking at
Figure 2.3, it becomes clear how rapidly the sharpness of our vision decreases
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(b) Color perception.

Figure 2.5: Human visual perception [PJW73, Kal01]. Best seen in color.

as one approaches the edge of the eye. The cones are mostly distributed in the
foveal area of the visual field. However, the human eye has 20 times more rods
than cones. However, the rods are distributed over a larger area and often the
output of several rods is connected to one ganglion cell.

In the work of Strasburger et al., the authors summarize the various strands
of research on peripheral vision and relate them to theories of form perception
[SRJ11]. A central topic of their paper is the recognition of characters in periph-
eral vision, with two different level of contrast, and the impact of surrounding
contours, known as crowding. Further, the recognition of more complex stimuli,
such as textures, faces, and scenes, reveals the substantial impact of mid-level
visual and cognitive factors. They report that peripheral vision is limited regard-
ing pattern categorization by a distinctly lower representational complexity and
processing speed. However, utilizing peripheral vision allows us to use the high
bandwidth that visual perception offers while at the same time not cluttering the
central visual field with additional information.

2.2 Cognitive Maps

To understand how humans can locate objects in their environment or know
where they currently are in this environment, it is fundamental to understand
cognitive mapping and the research behind it.

“The cognitive map is how we know where we are”, said John O’ Keefe
when explaining his Nobel Prize-awarded work1.

1 Interview with John O’ Keefe. www.youtube.com/watch?v=favAUcplFKI, last retrieved April
21, 2020
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In general, cognitive maps (sometimes referred to as mental maps) can be clas-
sified as a research field within spatial cognition, which basically contains all
concepts that contribute to human spatial understanding [New02]. The field it-
self is an interdisciplinary field that can be found in environmental psychology
but also in computer science (e.g., to program robots that are able to navigate
in complex environments) or in social sciences (e.g., to understand how different
cultures express spatial knowledge). In this thesis, when talking about cognitive
maps we refer to a specific research field that is mainly investigated by researchers
from psychology and neuroscience.

The idea of cognitive maps emerged with observations that Tolman made in
1948 [Tol48]. While observing rats in an experiment, he discovered that “some-
thing like a field map gets established in the rat’s brain”. Further, he highlighted
that such maps come in multiple scales. For example, there are narrow strip
maps and broad comprehensive maps. The idea that there are different grains of
mapping was later extended by Montello [Mon93], who proposed that the human
brain distinguishes four main categories of space: 1) figurale space, which can
be compared to table-top space, 2) vista space, which is the space that can be
perceived visually from a single location, 3) environmental space, which cannot
be perceived from a single location (e.g., city), and 4) geographical space, which
encompasses things such as countries and continents.

To describe what a cognitive map is, one can say that they are understood as
a complex interplay between various types of cells that help to answer questions
such as, “How far are two objects from each other?”, or “How can one get from
A to B?”, or “What does the layout of a particular area or building look like?”
A cognitive map is defined as a mental representation of the environment that
surrounds us [Tve00]. For example, when living in a city, one has a cognitive
map of that city to be able to successfully navigate from one place to another
within this city. However, there is a level of complexity required before the human
brain creates a cognitive map. In previous studies, it was found that cognitive
maps represent areas that are larger than what can be seen with a single glance
[Wag06]. For example, when one is in the library and looks at a specific book
on the shelf, no cognitive map is required. However, when one is trying to find
a book on a shelf that contains multiple areas (e.g., different research fields) or
when one is asked to navigate through the library, a cognitive map is required.
Therefore, in order to comprehend spatial structures like the spatial relationship
between books on a shelf or the layout of the library, the human brain generates
cognitive maps by combining information pieces that were collected from several
views [She03]. As a result of this, cognitive maps become more detailed over time
through addition of newly perceived information.

In the last decades, the field of neuroscience has gained a lot of knowledge
regarding which parts of the brain are involved in creating cognitive maps and
scientists have been able to specify which cells are active during these processes.
In an experiment conducted by O’Keefe and Dostrovsky, the researchers found
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so-called place cells in the hippocampus of the brain that fire when one reaches
a certain location, indicating cognitive maps are formed and located in the hip-
pocampus of the human brain [OD71]. In a later study, it was found that the
main motor responsible for creating those maps is curiosity [ON78]. The cog-
nitive map for all kinds of environments is always a combination of different
locations that are connected by certain rules that describe the direction and dis-
tances among them [ON78]. This has the advantage that when using a cognitive
map to navigate to a specific location, one can find all possible routes to that
location. After O’Keefe and Dostrovsky had discovered place cells, Taube et al.
discovered head-directional cells, which are active depending on the direction in
which a person currently looks [TMR90]. These head-directional cells are not
influenced in any way by where a person is: only the head direction has an in-
fluence on their behavior. More recently, Hafting et al. [HFM+05] discovered
grid cells that fire when certain locations are visited after each other in a regular
triangular way. The authors suggest that this may contribute to an understand-
ing of self-motion. In summary, researchers from the field of neuroscience were
able to identify cells responsible for the understanding of locations in space called
place cells [OD71], cells responsible for understanding the directions in which the
head faces called head-directional cells [TMR90], and cells that help one to un-
derstand how one moves through space called grid cells [HFM+05]. However, to
locate objects in our environment, additional cells are required. In 2009, Lever
et al. found so-called boundary vector cells that help to encode the distance or
direction to objects regarding the self [LBJ+09]. Some years later, Knierim et al.
discovered cells that indicate distance and direction in relation to another object
[KND14]. With these cells, humans have two different ways to locate objects,
relative to themselves or relative to other objects (more details in the following
Subsection 2.2.1).

Furthermore, in previous studies, researchers have found evidence that there
are differences in humans’ spatial cognition abilities (e.g., [SM04]). They found
that when dealing with spatial information, the performance is “dependent on
specific characteristics of the learning situation.” Furthermore, it seems that the
differences in spatial cognition of individuals are correlated with their results
on spatial tasks (e.g., for large scale environments) [FS06]. In general, studies
showed that performance on spatial tasks is influenced by the way this information
is stored in the human brain. For example, when people try to estimate the
distance between two locations (distance estimation), they tend to shift these
locations closer together if they belonged to the same semantic cluster (e.g., two
places in the same part of the cities may be stated to be closer together than
they actually are) [HM86]. In the case of direction estimation, when estimating
the directional relationship between two spatial objects (e.g., two streets that
intersect each other), people tend to describe the derived angles with a tendency
towards simplified angles (e.g., in the experiment participants shifted the angles
towards 90° [MB83]).
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In this thesis, we investigate how to visually assist users who must locate objects
outside of their fields-of-view. We understand the term locate as supporting users’
cognitive processes with visual cues to help them understand object locations (cf.
[Kit94]). However, in order to encode and communicate a location, it must be
embedded into a stable reference system [HT66].

2.2.1 Frames of Reference

Spatial relationships are described using a frame of reference. Characteristics of
a frame of reference include: origin of the coordinate system, orientation, and
handedness (relation between axes). As seen in the previous section, the human
brain has different types of cells that support two different ways of locating sur-
rounding objects: relative to themselves [LBJ+09] or relative to other objects
[KND14]. Decades before these cells were discovered, these two frames of refer-
ence had been investigated in various studies [How93]. They have been shown to
be consistent with recent discoveries in neuroscience. The first frame of reference
is called egocentric and refers to locating objects relative to the self. The second
frame of reference is called allocentric (or also called exocentric) and refers to
locating objects relative to each other. Both frames of reference are illustrated
in Figure 2.6.

Object

ObjectObject

(a) Egocentric frame of reference.

Object

ObjectObject

(b) Allocentric frame of reference.

Figure 2.6: Two different frames of reference (cf. [How93]).

The more often-used approach to locate objects in the environment indepen-
dent of species and culture is to locate them in reference to the self [Haz83].
Furthermore, all scenarios that we introduced in the beginning of the thesis are
experienced from an egocentric perspective (see Section 1.1). Therefore, in the
following we will focus on the egocentric frame of reference, in which one’s body is
normally the center [Roe59]. However, there are four different egocentric frames of
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reference, ranging from a very specific point in our body to larger body parts: the
station-point frame is associated with the nodal point of the eye, the retinocen-
tric frame is associated with the retina, the head-centric frame is associated with
the head, and the body-centric frame (torsocentric) is associated with the torso
[How93]. In this thesis, we understand the egocentric perspective as the head-
centric frame, which is commonly used. However, the exact reference point that
humans use to relate to from an egocentric perspective is not clear and differs
between studies [LH11].

In the past, several studies have been conducted to compare the egocentric and
allocentric frames of reference. For example, in 1994, Milgram and Kishino gave a
taxonomy of mixed reality presentation schemes ranging from egocentric to allo-
centric, suggesting the use of egocentric visualizations for local guidance [MK94].
One year later, Barfield et al. collected more evidence that local guidance is best
supported by egocentric information [BRFI95]. In summary, we can say that the
egocentric perspective is beneficial in most scenarios and has certain advantages
over an allocentric view. For example, an egocentric view should be chosen when
information has a relevant relationship with the position of the observer (e.g., if
an object needs to be located in reference to the self).

2.3 Mixed Reality

In the history of computer technology, the ways in which humans interacted
with computers fundamentally changed about every twenty years [Ben18]. In
the start of the sixties, command line interfaces were used, with the keyboard
as the input device. To interact with these interfaces, users were required to
know some basic commands while fully relying on textual representations of the
interface state. Twenty years later, in the early eighties, graphical user interfaces
that used a mouse as the input device became more common. Graphical user
interfaces have the advantage over command line interfaces that they do not
require a vast amount of knowledge to be operated. Here, the mapping of a
hardware device (mouse) to a pointer on the screen made it easier for novices to
interact with computer interfaces. However, users cannot directly touch a button
presented on the screen using a mouse. Therefore, twenty years later, natural
user interfaces started to gain popularity. Here, users can directly interact with
content presented on the screen, either with a pen or directly with the finger.
However, in all these decades, users were restricted to a screen that functioned as
a small window to the digital world. Nowadays, twenty years later, Mixed Reality
(MR) interfaces allow one to jump through the window directly into the digital
world, enabling novel ways of interaction. We therefore think that Mixed Reality
technology has the potential to fundamentally change the way we interact with
the digital world.
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Nowadays, Mixed Reality devices are most known in two unique representa-
tions: Augmented Reality (AR) and Virtual Reality (VR). Both share the ability
to alter humans perception of the world. Human perception is altered by either
adding virtual objects to their existing environment (AR) or by creating a com-
plete virtual environment (VR). Combined with a tracked head-mounted device
(HMD), VR and AR allow one to naturally change their view based on head
movement, even while mobile.

The term Mixed Reality was introduced by Milgram et al. in the mid-nineties
[MK94]. Mixed Reality can be understood as a superordinate that contains Aug-
mented Reality and Virtual Reality. Milgram et al. describe Mixed Reality as
the “Reality-virtuality continuum”, a continuous scale between virtuality and re-
ality (see Figure 2.7). Everything between virtuality and reality is called Mixed
Reality. In the paper by Milgram et al. [MK94], Virtual Reality was not directly
called Mixed Reality. It was rather referred to as virtuality on the continuum.
However, we argue that every virtuality that can be experienced by users needs
some kind of manifestation in the real world. Otherwise, users are not able
to interact with and experience this virtuality. For example, in a typical VR
experience, physical objects such as the VR headset or controller are required.
Furthermore, Microsoft, a pioneer in the area, refers to their own VR headsets
as immersive Mixed Reality headsets2. For these reasons, we consider Virtual
Reality to be part of Mixed Reality in this thesis.

Reality Mixed Reality Virtuality

Augmented Reality Augmented Virtuality

Virtual Reality

Figure 2.7: Reality-virtuality continuum by Milgram et al. [MK94] with Virtual
Reality added to the continuum.

In this section, we will give a brief overview of the history of Augmented and
Virtual Reality technologies and define the terms. Further, we will highlight the
characteristics of both technologies. We will conclude this section with advantages
of head-mounted devices, a form factor of both Augmented and Virtual Reality.

2 Immersive Mixed Reality Headsets. docs.microsoft.com/en-us/windows/mixed-reality/

immersive-headset-hardware-details, last retrieved April 21, 2020
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2.3.1 Virtual Reality

The idea of being immersed into a virtual world has existed for many decades now
and has been highlighted by well-known representations, such as the Holodeck in
StarTrek in 19743. The fundamental idea was first summarized by Ivan Suther-
land in 1965 and was described as the ultimate display.

“The ultimate display would, of course, be a room within which the com-
puter can control the existence of matter. A chair displayed in such a room
would be good enough to sit in. Handcuffs displayed in such a room would
be confining, and a bullet displayed in such a room would be fatal. With
appropriate programming such a display could literally be the Wonderland
into which Alice walked.” Ivan Sutherland (cf. [Sut65]).

However, the history of Virtual Reality goes way back to the middle of the 19th
century, decades before Sutherland described his idea of the ultimate display.
Back then, stereo viewers for still imagery were invented by Holmes and Brew-
ster. These stereoscopes used two lenses with two slightly shifted photographs
to create a stereoscopic effect. A century later, the first 3D cinemas introduced
stereoscopic vision to a broader audience. However, more important for the devel-
opment of current VR devices were the new optic lenses for larger fields-of-view
introduced in the late seventies. These optics were called large expanse, extra
perspective optics (LEEP Optics) and were created by Eric Howlett. With these
lenses 90° direct field-of-view and 140° corneal field-of-view were possible. In the
eighties, VR went beyond stimulating the human senses and started to focus on
new input modalities, such as bringing the user’s hands into the experience. The
Electronic Visualization Laboratory developed the first data glove called Sayre
Glove [SZ94]. It was combined with a LEEP-based head-mounted VR device and
built upon fiber optic bend sensors to detect gestures performed by the user. In
the nineties, the Cave Automatic Virtual Environment (CAVE) was presented by
Cruz-Neira et al. [CNSD+92]. CAVE consisted of three to six walls with stereo
video projection that track the user’s view port with infrared markers. Despite all
the contributions to the field, the buzz around Virtual Reality technology began
to fade, starting in the mid-ninties and lasting for more than a decade. How-
ever, with the introduction of the first smartphone (the iPhone4) in 2007, the
slowed development of VR technology started to take off again. The reason for
this is that the components used in modern smartphones, such as small displays,
have drastically improved in resolution over the years. Nowadays, smartphones
typically have a resolution around 300 pixels per inch. Another aspect is that
smartphones came with improved sensors for detecting acceleration and orien-
tation. Both technologies were developed for better smartphones but delivered
exactly the components that were also required for a better VR experience. In

3 Holodeck. en.wikipedia.org/wiki/Holodeck, last retrieved April 21, 2020
4 iPhone. en.wikipedia.org/wiki/IPhone, last retrieved April 21, 2020
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2012, Palmer Luckey initiated a Kickstarter campaign5 to fund the development
of a consumer VR headset. This was only possible because of the dropping hard-
ware prices and hardware being available from the smartphone market. The
campaign was successful and raised almost 2.5 million US dollars from around
10.000 backers. Later, in 2017, Google introduced Cardboard6. The device is
basically a fold-out cardboard viewer that utilizes the user’s smartphone to allow
simple Virtual and video see-through Augmented Reality experiences (the latter
will be explained in Subsection 2.3.2).

Different definitions for Virtual Reality exists. In 1992, Greenbaum defined
it as “an alternate world filled with computer-generated images that respond to
human movements” [Gre92]. In the same year, Coates defined it as “electronic
simulations of environments experienced via head mounted eye goggles and wired
clothing enabling the end user to interact in realistic three-dimensional situations”
[Coa92]. As mentioned by Steuer, both definitions limit Virtual Reality to specific
hardware, such as head-mounted eye-goggles, or to specific interactions, such as
human movements [Ste95]. Therefore, we suggest using the definition by Pimental
and Teixeira, which does not require specific hardware or concrete interaction,
but rather focuses on immersion as the key aspect of Virtual Reality.

“An interactive, immersive experience generated by a computer”, Pimental
and Teixeira (cf. [PT93]).

This definition highlights the importance of immersion for a technology to be
called Virtual Reality. Immersion is the extent to which the used technology
delivers a vivid illusion of reality to the senses of a human being [PPPW97].
When users are immersed into Virtual Reality, they reach a state of conscious-
ness that is referred to as presence and which can be assessed with the presence
questionnaire [WS98]. Presence is a psychological sense of being in the virtual
environment. When talking about Virtual Reality, it is mostly understood as
a visual experience. Therefore, three key characteristics are required: 1) a 3D
stereoscopic display, 2) a wide field-of-view, and 3) low-latency head tracking7.
When these three key characteristics are fulfilled, the VR device provides a com-
pelling immersive experience to the user. However, when the head tracking has
a higher latency or when presented movement and perceived movement do not
match (e.g., on a VR roller coaster) users can suffer from motion or simulator
sickness. Simulator sickness can be assessed with the simulator sickness ques-
tionnaire [KLBL93] or the VR-specialized cybersickness questionnaire [AWM05].
Furthermore, currently available Virtual Reality hardware can be operated in two
modes: seated or room scale mode. In the seated mode, users often have only

5 Oculus Rift VR Kickstarter campaign. www.kickstarter.com/projects/1523379957/

oculus-rift-step-into-the-game, last retrieved April 21, 2020
6 Cardboard. en.wikipedia.org/wiki/Google_Cardboard, last retrieved April 21, 2020
7 Mark Billinghurst - Introduction to Virtual Reality. www.slideshare.net/marknb00/

lecture1-introduction-to-virtual-reality, last retrieved April 21, 2020
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three degrees of freedom, meaning that only the head rotation influences the VR
experience but head movement has no effect. In the room scale mode, users have
all six degrees of freedom, where head rotation and movement are tracked by the
Virtual Reality system.

Nowadays, there are four promising application domains in Virtual Reality that
we would like to highlight. The first is training and education [Pso95]. Virtual
Reality allows us to immerse users into realistic looking environments while at
the same time avoiding any risk of injury that may come with some real-world
environments (e.g., firefighter training with smoke and fire in the environment).
Further, it can offer training possibilities in environments that are hard to simu-
late (e.g., speaking in front of a crowd) or very expensive to operate (e.g., docking
a container ship in a harbor). Virtual Reality can also help one to relearn motor
skills after a stroke [HKBL07]. The second application domain of VR is gam-
ing and entertainment. Nowadays, there are more than fifty different VR games
in the Steam online store that users actively play8. The third application do-
main is telepresence. Here, an expert or operator can be at a different physical
location than the problem or task is. For example, in a manufacturing plant,
when there is an issue with one of the machines, an expert from the producer of
that machine can virtually visit the plant and discuss the problem in front of a
digital representation with other workers on site. The last and fourth applica-
tion domain for VR is to test certain Augmented Reality applications. Various
studies have shown the usefulness and validity of testing AR applications in VR
[EBM+97, LBBH10, RGCH16]. The advantage here is that, with no real world
influences, VR can generate a clean experimental setup for investigating specific
influencing factors. In addition, the virtual and real worlds can be presented with
the same resolution and brightness to the user, making the digital content harder
to distinguish from the real world. Further, testing with VR headsets is helpful
when testing how well AR content is designed for upcoming AR hardware with
fidelity higher than that of current AR devices.

2.3.2 Augmented Reality

Augmented Reality (AR) allows one to overlay digital content onto the real world
in order to alter the perception of it. This digital content can be explored by
different kinds of devices (e.g., smartphones or AR glasses). Nowadays, smart-
phones are widely available and used for exploring AR content, while AR glasses
can thus far only be found on the enterprise market (e.g., Microsoft Hololens,
MagicLeap). There have been some studies by which the degree of fidelity (e.g.,
rendering quality [KSF10, SJS14], refresh rate [LBS+16], and registration accu-
racy [SFS+07, MSS11], etc.) was not high enough for the user to feel immersed
using previous AR devices. Thus, the presence of the real world overshadowed the
virtual. However, the recent emergence of increasingly capable mobile hardware

8 Steam VR games. store.steampowered.com/vr, last retrieved April 21, 2020
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and the optimization of tracking solutions have enormously enhanced the fidelity
of AR content. This boost in performance has enabled a variety of new applica-
tions, location-based games being one of them (e.g., Pokémon Go9 or Ingress10).

Many would agree that Augmented Reality was born in 1968. Three years
after Sutherland introduced his idea of the ultimate display, he developed the
first head-mounted display, which was not actually worn on the head of the user
[Sut68]. The was device called “The Sword of Damocles” and was so heavy that
it had to be mounted on the ceiling (see Figure 2.8). The user’s environment was
extended with a simple wireframe of a cube, presented by a see-through display.

Figure 2.8: Ivan Sutherland’s “The Sword of Damocles”. Image source: [Sut68]

The term Augmented Reality was first introduced in 1992 by Tom Caudall and
David Mizell [CM92]. They developed a head-up display for Boeing that was to
be used in aircraft construction. One of the first academic papers mentioning
Augmented Reality (KARMA - Knowledge-Based Augmented Reality [FMS93])
was published by Feiner et al. in 1993. His research group developed the first
mobile augmented reality system (MARS) in 1997 [BCL+15]. The system consists
of a head-worn display and a backpack carried on the back. GPS was used to
display information about buildings on the Columbia University campus in New
York [FMHW97]. It took some time before these research prototypes found their
way into commercial products. They first came in the form of smart glasses, such
as the Google Glass11 released in 2013. In more recent iterations, products such
as the Microsoft Hololens12 offered even more pervasive experiences by allowing

9 Pokémon Go. www.pokemon.com, last retrieved April 21, 2020
10 Ingress. www.ingress.com, last retrieved April 21, 2020
11 Google Glass. en.wikipedia.org/wiki/Google_Glass, last retrieved April 21, 2020
12 Microsoft Hololens. en.wikipedia.org/wiki/Microsoft_HoloLens, last retrieved April 21,

2020
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users to pin digital content onto real world objects. The Hololens is considered to
be the first fully AR-capable headset on the market with respect to the definition
of Augmented Reality.

Ronald Azuma was the first to define the Augmented Reality system (AR sys-
tem) in a survey paper in which he also summarized the state-of-the-art in Aug-
mented Reality in 1997 [Azu97]. His definition of an AR system contained three
characteristic properties: 1) AR combines real and virtual elements (users can see
both at the same time), 2) AR is interactive in realtime (users can interact with
virtual content), and 3) AR is registered in 3D (virtual objects have their fixed
reference points in space). According to this definition, the first consumer prod-
ucts such as the Google Glass are not AR devices. These devices are therefore
considered to be smart glasses only.

Augmented Reality describes a human-machine interaction in which the envi-
ronment or reality of the user is enhanced by digital information. However, this
computer-supported information does not have to be presented via head-mounted
device, it can be presented at many different positions. A classification of the
display placement of head-mounted devices compared to other augmented reality
devices can be seen in Figure 2.9.

hand-heldhead-mounted spatial

projector
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retinal

display
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mounted

display

hand-held

display

spatial optical

see-through

display

Figure 2.9: Overview of device technologies and their display placement in rela-
tion to the real object and the observer (cf. [BR06]).

A more detailed description of head-mounted devices and their advantages can
be found in the next subsection (see Subsection 2.3.3). For Augmented Reality
there are two types of head-mounted devices: video and optical see-through AR
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devices. An optical see-through AR device uses a transparent display to present
the virtual content to the user, while a video see-through AR device uses a non-
transparent display that has the video feed of a camera streamed onto it and
thereby, creates the see-through experience. The resulting effect is referred to
as the window effect (also called the magic lens metaphor) [BSP+93, ZSd13].
To our knowledge, for all current optical see-through AR devices, the real world
overshadows the virtual. Furthermore, the technology used in optical see-through
devices does not currently allow wider fields-of-view. Therefore, video see-through
AR devices are useful when prototyping AR experiences that would be limited
by the technical constraints of current optical see-through devices. However, as
with Virtual Reality, video see-through AR devices can cause motion sickness.

Content in AR can be presented using different frames of reference [FMHS93].
It can be 1) screen-stabilized, which means content is always in the same screen
position (e.g., for text, menus or status information), 2) body-stabilized, which
means content is always in the same position around the body (e.g., for tool
palettes or virtual watches), 3) world-stabilized, which means content is always
in the same place in the real world (e.g., labels added to physical objects or
added virtual objects such as new furniture), or 4) tracker-stabilized, which means
content is bound to a tracker target or marker (e.g., to allow the position of the
virtual object to be changed by moving the tracker).

In the last years, there has been a lot of improvement in the field of Augmented
Reality. Recent advances in AR technology allow us to use it for a variety of
applications. We want to highlight five promising application domains. First,
Augmented Reality can be used for gaming and entertainment, where users can
have a large screen everywhere in their flat to watch Netflix or to play multiplayer
games in large areas [HSHS05, OBS16]. Second, it can be used in education
to improve learning results [KS02, DDM09]. Third, it can support users during
navigation tasks, with arrows projected directly onto the street or for unobtrusive
navigation for pedestrians [RC17]. Fourth, it can enable new ways to collaborate,
where a person from another location can join with a virtual avatar to work on
a problem [RGK+16, LKN+16]. Fifth, AR has great potential to support users
during tasks on site (e.g., driving, ship docking or fire fighting). Here, it can help
users to identify relevant objects faster (e.g. in an assembly task [TOBM03] or
for order picking [SK08]).

2.3.3 Head-mounted Displays

A head-mounted display, HMD for short, is a visual output device worn on the
head that can display images directly in front of the user’s eyes. Both Augmented
and Virtual Realities can be experienced in a head-mounted device. A head-
mounted device has several advantages over other form factors. In both AR
and VR, virtual content can be placed all around the user’s head and can be



34 Background

explored in a natural way by looking around. A head-mounted device normally
includes sensors to detect head movement and can adjust the view port to the
user accordingly. This is a very natural way of interacting with the surrounding
virtual content and is referred to as the AR browsing technique [FM14].

Head-mounted devices can come as standalone devices for AR as well as for
VR, which allow users to stay mobile and walk around in their environments.
Further, due to the device’s being head-mounted, the hands of users remain free
for other tasks. This is a very important advantage in several scenarios, such as
fire fighting or driving. In some scenarios, users already wear helmets with visors
(e.g., firefighter), and in those cases helmets can be extended to show the virtual
content. Furthermore, head-mounted devices have various applications (e.g. in
aviation, engineering or video games) and have been proven to be more useful
than other form factor devices for many scenarios [CR06].
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3 Related Work

This chapter reviews recent approaches that are related to our problem of vi-
sually encoding spatial information about out-of-view objects in Mixed Reality.
Specifically, it identifies and reviews three approaches that serve as the foun-
dation and inspiration for solving the problem of objects receding from view.
The first approach focuses on off-screen visualization techniques that address
the related problem of content receding from view on small-screen devices (see
Section 3.1). The second approach focuses on extending the field-of-view of cur-
rent head-mounted devices to present additional information to the user (see
Section 3.2). The third and last section focuses on techniques that guide the
user’s attention to objects in the environment (see Section 3.3). Each of these
approaches will be presented in a dedicated section, where each section concludes
with potential strategies of how to utilize the presented related work to address
the problem of objects receding from users’ fields-of-view.

3.1 Off-Screen Visualization Techniques

Just as objects recede from users’ fields-of-view, content can also recede from
small-screen devices such as smartphones or tablets. Thereby, users may over-
look certain information because it is not shown on the screen and without any
assistance it is a hard task for users to locate off-screen content.

“The limited viewport size of mobile devices requires that users continuously
acquire information that lies beyond the edge of the screen”, (cf. [EACI11]).

To address this problem, researchers have developed various off-screen visual-
ization techniques capable of visualizing locations of off-screen objects on small-
screen devices. These techniques can be classified into three main approaches:
Overview+detail, Focus+context, and Contextual views [GBGI08, CKB09]. In
the Overview+detail approach, a miniature map of the surroundings is shown in
addition to the detailed view. For example, while navigating traffic, the current
location of the user is presented on the screen with a high zoom level to ensure
clarity of the street names, and at the same time a miniature map is presented to
the user on the bottom right to show the progress of the overall route. Unlike the
Overview+detail approach, both Focus+context and Contextual views, overlay
the current detailed view (focus) with context information along the borders of
the screen. For the navigation example, both would still result in the current lo-
cation of the user being presented on the screen with a high zoom level. However,
instead of a miniature map in the corner, the start and end point of the route
would be visualized along the borders of the screen. The transition between focus
and context is how the approaches differ. In the Focus+context approach, the
transition is soft (e.g. fisheye-views that convey a distorted view [SB94]), while
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for Contextual views the transition is hard (e.g. arrows pointing into off-screen
space [BCG06]). In the navigation example a soft transition would mean that
the rest of the route gets compressed into the space along the borders of the
screen. A hard transition would mean that an arrow for example points in the
direction of the start and end point, possibly with additional labels to quantify
distance. Contextual views are derived from the Focus+context approach and
often referred to as Focus+context approaches as well [GI07].

In this section, we distinguish between visualization techniques based on the di-
mensions they support. For example, for map applications, off-screen techniques
that can point into 2D space are sufficient. In this case, the content can be under-
stood as a (large) 2D plane where the screen shows only a (small) snippet of that
plane to the user. Here, off-screen content can be to the left, right, top or bottom
of the current snippet shown on the screen. We refer to techniques that only sup-
port the 2D space as 2D off-screen visualization techniques (see Subsection 3.1.1).
If the content is not limited to a 2D plane but instead can be all around the user
(e.g., an Augmented Reality app that adds digital information to paintings in a
museum), then we refer to these techniques as 3D off-screen visualization tech-
niques (see Subsection 3.1.2). Additionally, we investigate off-screen techniques
that are used in computer games (see Subsection 3.1.3). Those approaches have
not been evaluated scientifically. However, they can serve as a source of inspira-
tion when developing new visualization techniques for head-mounted devices. A
list of all off-screen visualization techniques that are discussed in this section is
shown in Table 3.1.

3.1.1 2D Off-Screen Visualization Techniques

To overcome the limitations of smaller screen sizes and to enable larger content
areas, graphical interfaces that support zooming, paging, scrolling, or panning
have been proposed in the past [BH94, Joh95]. While in general they may be a
valid strategy for presenting more information to the user, these interfaces intro-
duce new problems, such as content receding from view [EACI11]. To address this
problem and to support users in understanding where they are in the greater pic-
ture, the Overview+detail approach has been investigated in several studies (e.g.,
[BWI90, NS00, HF01, CKB09]). An example of a well-known Overview+detail
interface is the online map service Google Maps1. Here, an inset in the bottom
right corner allows the user to understand the context of the detailed region.
However, a disadvantage of the Overview+detail approach is the cognitive load
required to mentally integrate all views into one overall understanding of the
scene [CKB09, TSL+11]. Contextual information along the borders however, as
in the Focus+context and Contextual views approaches is more in line with the
human frame of reference [JHPR11]. However, compared to Overview+detail,
Focus+context and Contextual views are not able to keep the proportions of 3D

1 Google Maps. www.google.com/maps, last retrieved April 21, 2020
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Table 3.1: Comparison of presented off-screen visualization techniques. The vi-
sualization techniques that are used in computer games are not listed here.

Name Dimension Approach

Map Windows [BWI90] 2D Overview+detail
Snap-together [NS00] 2D Overview+detail

Fish-eye View [CKB09] 2D Focus+context
Continuous Fisheye [SZG+96] 2D Focus+context

Fishnet [BLH04] 2D Focus+context
City Lights [ZMG+03] 2D Contextual Views

EdgeRadar [GI07] 2D Contextual Views
Halo [BR03] 2D Contextual Views

Arrows [BCG06, HPB10] 2D Contextual Views
Wedge [GBGI08] 2D Contextual Views

Worlds in Miniature [SCP95, BHF02] 3D Overview+detail
3D Mobile Maps [OEN09] 3D Overview+detail

3D-Arrows [CB04, BC07, SHB10] 3D Contextual Views
SidebARs [SH13] 3D Contextual Views

Aroundplot [JHPR11] 3D Contextual Views
3D-Halo Circle [TSL+11] 3D Contextual Views

3D-Halo Projection [TSL+11] 3D Contextual Views
Halo3D [PMN18] 3D Contextual Views
Halo360 [PMN19] 3D Contextual Views

space since they compress all information along the borders [JFR17] (e.g., two
objects that are off-screen to the right have to be projected along the right screen
border, regardless of how far away from each other they are). Therefore, it is
especially hard to preserve topological information for off-screen objects when
using these approaches.

A different approach is Focus+context. Here, fisheye views are the most promi-
nent example of off-screen visualization techniques that utilize this approach (e.g.,
[SZG+96, BLH04, CKB09]). To understand how they work, it helps to imagine a
magnifying glass lying on top of a map. The position where the magnifying glass
lies is zoomed in while the rest of the map is shown without any magnification.
As with the Overview+detail approach, Focus+context focuses on presenting all
available context information. However, when users are required to quickly and
accurately locate off-screen objects on small-screen devices, Contextual views was
found to perform best [IGY06, BCG06, BC11].

Contextual Views is derived from the Focus+detail approach and is able to
present contextual information without distortion by conveying only information
about relevant objects. Additionally, it overlays only the screen borders with
contextual information, leaving the focus uncluttered by information [BCG06,
GBGI08, CKB09]. One of the first Contextual views was presented by Zellweger
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et al. [ZMG+03], who provided contextual information along the borders. How-
ever, in this instance, users found it difficult to guess the actual positions of
the off-screen objects. Therefore, Halo was suggested as an improvement [BR03].
This technique uses circles drawn with their centers around the off-screen objects,
which cuts the border of the screen slightly (see Figure 3.1a). Even though only
an arc of the full circle is visible on the screen, users are still able to mentally
complete the shape to locate the center of the Halo. This effect is referred to as
amodal completion or amodal perception [Mic91, EZ93]. However, a problem of
Halo is cluttering, which is the accumulation of many Halos in corners. There-
fore, one year later, Gustafson et al. [GI07] presented EdgeRadar. Their results
show that users can locate off-screen objects with their technique more accurately
than with Halo. Further, several studies compared Halo with Arrow approaches
[BCG06, HPB10], where Arrows with fixed sizes performed worse and scaled ar-
rows performed better. The number of visible objects also has a high impact on
the performance. An example of Arrows is shown in Figure 3.1b. Another new
technique that tries to avoid cluttering is Wedge [GBGI08]. This technique also
utilizes amodal completion, relying on users to mentally complete the shape that
is only partially shown. Instead of circles like the ones used for Halo, they propose
using isosceles triangles, which use less space (see Figure 3.1c). Here, the tip of
the triangle points to the off-screen object while the two remaining corners appear
on screen. Gustafson et el. showed that users were significantly more accurate in
locating off-screen objects with Wedge than with Halo [GBGI08]. However, none
of these techniques have been investigated in head-mounted devices, while they
look promising to be able to cue direction to out-of-view objects as well.

(a) Halo [BR03]. (b) Arrows [BCG06]. (c) Wedge [GBGI08].

Figure 3.1: Three different 2D off-screen visualization techniques.

3.1.2 3D Off-Screen Visualization Techniques

In many cases, the information presented to the user is not restricted to the two
dimensions of the display. In mobile Augmented Reality, the real environment
of the user is annotated (e.g., [WDH09]). In virtual environments (e.g., [CN08]),
a third dimension is used to present the information to users. In such cases,
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the problem of locating off-screen objects becomes even harder to solve because
information can potentially be behind the user. A first technique to address
this problem in virtual environments is Worlds in Miniature. The technique was
suggested in the mid-nineties by Stoakley et al. [SCP95]. Worlds in Miniature
follows the Overview+detail approach and presents a representation of the user’s
environment (world) in the center of the screen. The same approach has also been
investigated in mobile Augmented Reality [BHF02, OEN09]. However, presenting
an overview of the scene requires additional screen space, which is fairly limited on
small-screen devices. Therefore, it may be advantageous to present the contextual
information along the borders of the screen.

To locate off-screen objects in three-dimensional space, different Arrow-based
techniques have been proposed [CB04, BC07, SHB10]. All these techniques use
three-dimensional arrows that point in the directions of the off-screen objects.
Furthermore, all techniques are inspired by the Contextual Views approach. How-
ever, the contextual information is not presented along the borders of the screen;
instead, the 3D Arrows are always presented on the ground in front of the user.
Thereby, visual clutter is introduced to the center of the screen. In both of
their papers, Burigat and Chittaro investigated the technique for navigation pur-
poses in virtual environments on a desktop computer, showing that 3D Arrows
outperform 2D techniques [CB04, BC07]. Schinke et al. applied the technique
to hand-held Augmented Reality for visualizing points of interest (e.g., to sup-
port tourists). They compared 3D Arrows with an Overview+detail approach
and found that using 3D Arrows results in faster, more precise responses. This
highlights the advantages of Contextual Views over Overview+detail approaches,
even though the information was not presented along the borders of the screen.

A different approach is AroundPlot from Jo et al. [JHPR11]. This technique
is based on EdgeRadar [GI07] and presents off-screen objects as dots along the
border of the screen. Basically, a mapping from 3D spherical coordinates to a
2D orthogonal fisheye is used to compress the information about off-screen ob-
jects onto the user’s screen. To adjust to a user’s current region of interest, the
technique uses dynamic magnification, meaning the area along the borders of the
screen can increase or decrease to show information in higher resolution based
on the phone’s rotation. The problem of AroundPlot is the same corner-density
problem found with Halo [BR03] and EdgeRadar [GI07]. Further, the positive and
negative effects of dynamic magnification must be examined in further studies.
Another approach is presented by Siu and Herskovic [SH13], who propose Side-
bARs for improving awareness of off-screen objects. Like AroundPlot, it presents
contextual information along the borders of the screen. However, this technique
uses icons instead of dots to represent the off-screen objects and the surround-
ing objects are presented either on the left or right border of the screen. The
technique is designed for hand-held devices and was evaluated with firefighters,
who found it to be a promising technique for visualizing surrounding off-screen
objects. However, the technique can be problematic when objects appear on a
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different height level compared to the user’s current position. In addition, the
technique does not convey any distance information about the off-screen objects.

Different approaches have investigated ways of transferring existing off-screen
visualization techniques to 3D space in order to convey the exact location of and
distance to an off-screen object. Therefore, Trapp et al. proposed 3D Halo Circle
and 3D Halo Projection [TSL+11] and implemented them to locate points of
interest in virtual environments on hand-held devices. Both techniques are based
on Halo [BR03] and draw either multiple circles around a building in parallel to
the ground, reaching partially into the user’s screen (3D Halo Circle), or a single
circle around a building in parallel to the user’s screen, again partially reaching
into that screen (3D Halo Projection). Here, only 3D Halo Circle can visualize
the 3D distance to the off-screen object, while adding a lot of visual clutter to
the screen. As with all proposed techniques based on 3D Arrows [CB04, BC07,
SHB10], the contextual information is presented utilizing the complete screen of
the user. More recent work has explored ways of transferring existing off-screen
visualization techniques to mobile Augmented Reality applications. Halo3D and
Halo360 by Perea et al. are two examples [PMN18, PMN19]. However, their
work is limited to hand-held devices and its visualizations of off-screen objects
in front of the user are indistinguishable from those off-screen objects behind the
user. This is a problem for scenarios in which off-screen objects are distributed
360° around the user (e.g., sightseeing or gaming). Still, it is quite useful for their
described scenario to visualize points of interests in industrial facilities where off-
screen objects are mostly located in front of the user.

3.1.3 Off-screen Techniques in Computer Games

Aside from in research, off-screen visualizations are frequently used in computer
games. An early example of such a visualization technique can be found in the
2D game Tecmo Bowl (1987)2. Here, simplified arrows are used to point to the
off-screen content, where off-screen content is either on the left or the right side
of the screen. Similarly, in modern games, arrows are often used to point to
off-screen content. For example, in Rocket League (2015)3, an auto ball game,
an 3D arrow is used for pointing towards the ball. When comparing several
computer games, one can observe that Contextual views is used when off-screen
content must be located precisely and quickly. However, besides arrows, there
are also more complex visualizations used when not only the direction is required
but also the distance, when the topological information between multiple off-
screen objects must be preserved, or when users are required to understand the
movement of such off-screen objects over time. Therefore, in 3D games like X-

2 Tecmo Bowl. en.wikipedia.org/wiki/Tecmo_Bowl, last retrieved April 21, 2020
3 Rocket League. www.rocketleague.com, last retrieved April 21, 2020
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Wing (1993)4 or the newer Eve: Valkyrie (2016)5, a radar-like visualization is used
that gives the user an overview of the surrounding area. These more complex
visualizations follow the Overview+detail approach. However, since the computer
games themselves do not offer any systematic user evaluations, we consider them
more as a source of inspiration for our visualization techniques than as baseline
measures. Further, some techniques used in games have been studied in previous
research and have therefore been listed in previous sections.

3.1.4 Summary

In this section, we presented several approaches and techniques for visualizing
the locations of off-screen objects in two and three-dimensional space. We saw
that the problem of objects receding from view on small-screen devices is very
similar to the problem of objects receding from a user’s field-of-view. Therefore,
it may be promising to use existing off-screen visualization techniques in head-
mounted devices to locate out-of-view objects. However, all proposed off-screen
visualization techniques are evaluated using small-screen devices. None of them
have been adapted for the visualization of out-of-view objects on head-mounted
devices. Therefore, it seems promising to adapt and test these techniques for
head-mounted devices. To do so, following the Overview+detail approach may
be helpful in situations in which users have to understand the locations of several
out-of-view objects in relation to one other, or when those objects are not at
fixed positions. However, a disadvantage of this approach is the cognitive load
required to mentally integrate the overview with the current view of the user
[CKB09, TSL+11]. Since the Focus+context and Contextual Views approaches
are more in line with the human frame of reference [JHPR11], they may have the
advantage that users are able to locate out-of-view objects faster and more pre-
cisely than with the Overview+detail approach. Further, the Contextual Views
and Focus+context approaches applied to head-mounted devices give the advan-
tage that the user’s focus remains undisturbed because the context information
is presented along the borders. This is especially important when users must per-
form others tasks besides locating out-of-view objects that require visual focus.
However, for the proposed visualization techniques in 3D space, the advantage of
an uncluttered center of the screen is not there anymore, since most techniques
use it to present information to the user (e.g., 3D Arrows [CB04, BC07, SHB10]
or 3D Halo [TSL+11]). Therefore, it may be a better approach to adapt 2D off-
screen visualization techniques to head-mounted devices, in order to better adapt
them to the needs of such devices.

4 X-Wing. en.wikipedia.org/wiki/Star_Wars:_X-Wing, last retrieved April 21, 2020
5 Eve: Valkyrie. en.wikipedia.org/wiki/Eve:_Valkyrie, last retrieved April 21, 2020
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3.2 Head-mounted Peripheral Displays

In the past, different kinds of peripheral displays have been developed. Some of
them were created with the aim of extending the field-of-view of current head-
mounted displays, others for presenting information (e.g., notifications) to a user.
As we saw in the previous section, our human visual system perceives informa-
tion presented in the periphery in a different way compared to information that
appears in the foveal area. These differences must be taken into account when
developing peripheral displays or presenting information in the periphery.

3.2.1 Extending the Field of View of Head-mounted Devices

Like the problem of objects receding from our human field-of-view, content can
also recede from head-mounted devices that offer too-small fields-of-view. To
overcome this problem, different technical approaches have been investigated in
the past. However, simply extending the fields-of-view of current devices does
not make sense, because we perceive information presented in the periphery with
lower resolution. An overview of all techniques that are discussed in this subsec-
tion can be found in Table 3.2.

Table 3.2: Comparison of proposed techniques for extending the field-of-view of
head-mounted Augmented and Virtual Reality devices.

Name Category Technology

HMD with two LCDs [BJK05] Regular glasses LCD displays
Smart Glasses [NK16] Smart glasses LED array

Light Modulators [MF13] AR Light Modulators
Pinlight Display [MLR+14] AR LCD + Point Lights
SparseLightVR/AR [XB16] AR + VR LED array

Compressed Fisheye [OWK+14] VR Lenses
Peripheral Blurred Images [YM16] VR Lenses

Wide FOV Lenses [RTH16] VR Lenses

In previous work, most approaches that aim to extend the field-of-view focus on
one of the following three device categories: 1) optical see-through Augmented
Reality, 2) video see-through Augmented Reality, or 3) head-mounted Virtual
Reality. In this subsection, we will mainly focus on technical approaches that
extend the fields-of-view of head-mounted devices towards the human field-of-
view of about 180° horizontally. It should be mentioned that there are approaches
that aim to extend the field-of-view even further (e.g., with additional cameras
that capture the scene behind the user and present it as a picture in picture mode
on the head-mounted device [ALM+12, ALMM14, FHNI14]). These approaches
do not encode the locations of specific out-of-view objects, but rather present
the user with additional views. This requires them to mentally integrate the
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views and thus has a negative impact on workload. Furthermore, due to the
location of the camera, these views often have a spatial offset compared to the
human eyes due to the location of the camera that users perceive as unnatural
[ALM+12, LKKP19].

To extend the field-of-view of Augmented Reality devices is technically more
challenging because the used display technology must ensure that users can still
perceive their environments. As discussed earlier (see Section 2.3), there are
two approaches to achieve this: optical or video see-through Augmented Real-
ity. However, optical see-through AR devices are especially challenging because
the display technology has to be transparent enough to allow for an optical see-
through experience. Therefore, most approaches do not simply extend the field-
of-view by attaching additional displays. They rather aim to develop a new form
of optical see-through device that allows a wide field-of-view from the beginning.
Here, two solutions have been proposed. One solution is to use stacked spatial
light modulator layers that are positioned closer than the typical eye accommo-
dation distance to achieve a wider field-of-view [MF13]. Another solution uses
semi-transparent LCD panels with point light sources behind them to project the
information from the LCD panels directly in the user’s eyes [MLR+14]. Both
solutions are promising. However, further research is required to bring these
technologies to the market.

A different approach of extending the field-of-view of optical see-through AR
devices is to use non-transparent display technology in the periphery. The idea
is that users do not always need to rely on perceiving their environment in their
periphery, so in these cases foveal vision is sufficient. An example of this was
suggested by Xiao et al. [XB16]. They investigated low-resolution LED arrays
surrounding a central high-resolution display for Augmented and Virtual Reality
devices. In a user study they showed that sparse peripheral displays are useful in
conveying peripheral information and that they improve situational awareness.

Video see-through devices are very similar to Virtual Reality devices in that
video see-through is mainly based on VR devices with additional cameras to
capture the environment. Here, different approaches have been suggested for ex-
tending the fields-of-view of such devices. For example, Orlosky et al. [OWK+14]
present a method for extending the limited FOV of HMDs using a fisheye view
that compresses the peripheral view. They found that users could detect 62.2%
of objects distributed in 180° space, while they could detect 89.7% with the naked
eye. This, however, works for environments in 180° on a smaller FOV, and has
a negative effect on perception of detected objects since smaller objects can dis-
appear due to the compression. A different method was proposed by Yamada
and Manabe [YM16]. They use two different lenses with different magnifications.
Here, the second lens is attached around the first lens and uses much higher com-
pression to present more information. However, while their prototype was usable
for extending the FOV, two levels of magnification means the foveal FOV is clear
while the periphery is milky. This lack of detail can lead to one overlooking in-
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formation. In the long term, the goal is to develop so-called Frezel lenses that
support the human field-of-view. An example is presented by Rakkolainen et al.,
whose optical lenses can cover a user’s complete FOV [RTH16]. Their paper is a
work in progress and display functionality is not yet implemented. It is more a
technical concept to describe how to utilize the human FOV in a HMD. However,
VR devices with fields-of-view like the human field-of-view have been suggested
recently (e.g., Primax 5K XR6 with a 200° field-of-view).

Besides extending the field-of-view, different approaches exist that focus on
a peripheral display only. Instead of extending an existing screen, they aim
to deliver information to the user independent of any other display. In that
sense, they do not literally extend the field-of-view, but rather present contextual
information to the user. Such approaches can be referred to as regular or smart
glasses. An example for this is the early work presented by Beak et al. [BJK05].
They showed that even low-resolution displays can feasibly to extend the field-of-
view, when being attached on the left and right sides of regular glasses. Another
example is the peripheral vision glasses prototype presented by Nakuo and Kunze
[NK16]. Here, instead of LCD displays, the authors use LED arrays that support
higher brightness and allow display of low-resolution patterns in the periphery.

3.2.2 Utilizing the Human Visual Periphery

In the foregoing subsection, we summarized different technical approaches for
extending the field-of-view of head-mounted devices. In this subsection, we focus
on the different application domains of such peripheral displays and the effects
on humans regarding physiology and visual perception. An overview of all inves-
tigated research directions presented in this subsection can be found in Table 3.3.

Table 3.3: Comparison of investigated research directions for peripheral displays.

Name Category Description

EyeQ [CIP+06] Notification Unobtrusive notifications
NotifEye [LV14] Notification Social media notifications

“Smart” Ski Helmet [NFEL17] Notification Warnings for skiers
Multimodal Alarms [CHB17] Notification Intensive Care Unit Alarms
SparseLightVR/AR [XB16] Physiology Simulator sickness

Optic Flow [BWB+13] Physiology Self-motion
AmbiGlasses [PHF+12] Perception Direction accuracy

Visual Language [LDRR+16] Perception Pattern perceptibly

We identified the three most relevant research directions for peripheral displays:
1) notifications, warnings and alarms, 2) effects of peripheral displays on human
physiology, and 3) perception characteristics of peripheral displays.

6 Primax 5k XR. www.pimax.com, last retrieved April 21, 2020
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In the beginning of this century, researchers started to explore the presenta-
tion of information and notifications with peripheral displays [DGYG+04, KM06].
However, these peripheral displays are not understood as head-mounted displays.
They are rather understood as ambient displays, physical devices placed in the
user’s environment. Here, one could argue that those devices are not necessarily
peripheral since the user can directly look at them. Therefore, it has been sug-
gested to have those displays mounted on the head in some form, to ensure they
stay in the user’s periphery [CIP+06, LV14]. An early example of such a periph-
eral display is Eye-q, which was developed by Constanza et al. [CIP+06]. The
idea was to enable subtle, discreet and unobtrusive notification to the user. The
advantage over audio notifications is in having non-disruptive and distraction-free
stimuli, both for nearby people and the user. Further, they showed in an experi-
ment that the notifications could be designed to meet specific levels of visibility
and disruption for the wearer. However, although Eye-q can notify the user, it
does not support interactions with notifications and cannot shift attention to-
wards elements other than the notifications themselves. For discrete interaction
with eyewear in public, NotifEye was introduced by Lucero et al. [LV14]. They
investigated social network notifications and possible user interaction with these
notifications in depth. Peripheral displays were also investigated in specific ap-
plications, such as alarms in critical care units [CHB17] and warnings for skiers
[NFEL17], which shows their usefulness in real environments. Although notifica-
tions do not necessarily have a spatial attribute, they show that the peripheral
vision can be utilized to successfully show perceivable information to a user.

Peripheral displays also have an influence on the user’s physiology. For ex-
ample, it is well-known that head-mounted devices with a mismatch between the
presented motion of the virtual content and the perceived motion potentially lead
to simulator sickness [GB08]. Interestingly, in the paper from Xiao et al. [XB16],
the authors showed that peripheral LED arrays can create a more immersive ex-
perience and help to reduce motion sickness. Furthermore, it has been shown
that perception of self-motion can be altered by peripheral displays [BWB+13].
Here, Bruder et al. found that peripheral displays have the potential to make a
user perceive self-motion as faster or slower than it really is.

When using head-mounted peripheral displays (e.g., to cue direction to objects
outside the user’s field-of-view), it is important to know how accurately users
perceive the presented information. Therefore, AmbiGlasses were introduced by
Poppinga et al. [PHF+12]. They are a prototype that uses twelve LEDs to
illuminate the periphery of the user’s field-of-view. In their user study, they
showed that participants were able to locate the correct LED with 71% accuracy
and estimate the rough location of the LED with 92% accuracy. However, the
positioning of the LEDs in the AmbiGlasses prototype was chosen based on the
glasses to which they were attached. Here, the oval shape of those glasses may
have negatively influenced the perception accuracy of those LEDs. Besides single
LEDs, Luyten et al. developed an easily perceivable visual language for near-
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eye out-of-focus displays [LDRR+16]. Their approach is based on the idea that
motion in the periphery can be perceived especially well. They found that having
simple shapes and a small set of colors is important for improving perception and
comprehension of what is being shown on such displays. Further, their findings
showed that a usable visual language can be developed by making clever use of
orientation and meaningful motion.

3.2.3 Summary

To summarize, different technologies have been proposed to extend the fields-
of-view of head-mounted Augmented or Virtual Reality devices. Because of the
biological characteristics of the human visual field, no high resolution is required.
Thus, LED arrays seem to be a simple and low-cost solution to augment human
vision. Further, LED arrays can be used for Augmented as well as Virtual Reality
devices and have the potential to counter motion sickness problems [XB16]. Most
importantly, they can be utilized to encode information with spatial attributes
(e.g., direction) and may therefore be a good approach for visually cueing to
out-of-view objects. To our knowledge, related work has only investigated disad-
vantageous form factors that do not allow one to cue in any direction [PHF+12].
Therefore, we think it would be a good idea to investigate the suitability of pe-
ripheral displays for pointing to objects receding from view.

3.3 Attention Guidance

When a user fails to perceive certain out-of-view objects, one may want to guide
the attention of the user to those objects in order to avoid any negative conse-
quences, depending on the scenario.

“Of all things that your eyes see at any instant, you are conscious of only
those few to which you direct your attention”, (cf. [HTP07]).

Changing where users direct their visual attention is possible using visual cues.
According to Posner and Petersen [PP90], there are three phases necessary for
shifting the user’s attention: 1) disengage the current target, 2) shift attention
between stimuli, and 3) engage the new target. In this section, we summarize
visual and non-visual guiding techniques. A list of all these techniques can be
found in Table 3.4.

3.3.1 Visual Cues

Different visual cues have been developed to guide users to out-of-view objects
or to address related problems. In this subsection, we structure the related work
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Table 3.4: Comparison of different techniques to guide to out-of-view objects.

Name Modality Cue location

Shift Driver’s Attention [TSLB05] Visual Head-up Display
Auto Pilot [LCH+17] Visual Smartphone

Camera Pose [SRK+10] Visual Smartphone
Vibrating Icons [MJUO17] Visual Smartphone

Smartwatch [Lyo16] Visual Smartwatch
On-body Cues [HLSH09] Visual On-body locations
Visual Effects [DGD17] Visual Head-mounted VR

Attention Funnel [BTOX06] Visual Head-mounted AR
ParaFrustum [SEO+14] Visual Head-mounted AR

Support Order Picking [SK08] Visual Head-mounted AR
AR assistance systems [RP17] Visual Head-mounted AR

Cue Control [BMNN19] Audio Head-mounted VR
(Audio-) Visual Cues [LBS+17] Audio + Visual Environment

HapticBelt [PKB10] Haptic Belt
HapticHead [KR17] Haptic Head-mounted device

Sensory Augmentation [KKP16] Haptic + Audio Head-mounted device
Haptic + Visual Cues [SLG+18] Haptic + Visual Head-mounted device

with regard to their placement. The visual cues range from cues that are placed in
the environment and are perceivable by multiple users to cues that are presented
on head-mounted devices directly to one specific user.

An early work on visually guiding attention, was presented by Tönnis et al.,
who investigated how to direct a car driver’s attention with a head-up display
placed at a fixed position in front of the driver [TSLB05]. In their work, they
differed between targets in the driver’s frame of reference and targets in an ex-
ocentric frame of reference. As with head-up displays, visual cues for shifting
the user’s attention have also been investigated with smartphones. For example,
Lin et al. [LCH+17] investigated guiding gaze in 360° videos on smartphones.
They presented two approaches for guiding attention in 360° videos: Auto Pilot
(bringing the target to the viewer) and Visual Guidance (indicating the direction
of the target). They showed that if increased head movement is necessary (e.g.,
when following a sports video), users preferred Auto Pilot. Furthermore, users
found it frustrating to shift to a target that was already gone or a part of a scene
that had already taken place (e.g., a tackling in soccer). This highlights the need
for accurate visualization of out-of-view objects. Besides applications in the field
of Virtual Reality, there have been other approaches for guiding attention in mo-
bile Augmented Reality. For example, approaches have been developed to help
users to inspect a scene from a specific camera pose [SRK+10] or to guide the
user’s attention to specific points of interests outside of the smartphone’s current
field-of-view [MJUO17].
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Furthermore, researchers have investigated different body locations for pre-
senting visual cues to the user. For example, Lyons investigated different visual
parameters for drawing the user’s attention to information on a wrist-worn smart-
watch [Lyo16]. The author found statistically significant differences for size and
frequency, which were positively correlated with length of reaction time. Other
work compared various on-body positions for placement of visual cues. For exam-
ple, Harrison et al. investigated the use of wearable visual cues on seven different
body locations between the shoulders and feet and measured the respective re-
action times [HLSH09]. They measured average reaction times over 15 seconds
for all investigated body locations. However, they found that the response times
were faster when a user observed the state change of the light. Here it may make
sense to place those visual cues close to the human visual field to ensure that the
state change is perceived in any situation.

Therefore, different visual cues have been investigated for head-mounted de-
vices, some of them specifically for Virtual Reality devices. For example, in the
work “Attention guidance for immersive video content in head-mounted displays”
by Daneau et al. [DGD17], the authors investigated four visual effects to implic-
itly drive the user’s attention. All effects relied on manipulation of the displayed
content (e.g., black-out or grey-scale every part except the part to which the
attention should be guided). Further, the effects can only guide attention to
parts that are already visible. Their results show that implicit attentional guid-
ance remains challenging. Others have been investigating cues for head-mounted
Augmented Reality devices.

Augmented Reality allows one to overlay digital content on the real world, in
order to alter perception of it [Azu97]. In the last decades, researchers have fo-
cused on improving tracking, interaction, and display technologies [ZDB08] to
create more immersive experiences. However, due to the low degree of fidelity,
which is influenced by rendering quality [SJS14] and refresh rate [LBS+16], users
can still distinguish between digital content and the real world [PS09]. While
this inhibits full immersion, it is helpful for shifting the attention of the user to
physical objects in the environment. One technique that makes use of visual cues
in head-mounted AR to shift the user’s attention is Attention Funnel [BTOX06].
This technique uses several boxes in a row, starting at the viewers’ head position
and ending at the object’s position. Here, the user is guided to the location of
the out-of-view object. This is similar to ParaFrustum [SEO+14], where users are
guided to a specific pose. However, both approaches add a lot of visual informa-
tion to the screen and the location of the object out-of-view can only be perceived
after some initial movements of the user. In order to draw attention to an object
with the help of an Augmented Reality application and thus support picking,
Schwerdtfeger and Klinker evaluated various Augmented Reality visualizations.
The different visualizations were arrow-based (based on [FMS93]), frame-based,
and tunnel-based (based on [BTOX06]) visualizations. In the arrow-based visu-
alization, an arrow points to the object (here a tray from which the user should
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take an object). The visualization is complemented by a compass-like arrow that
is displayed about 30 cm in front of the user and points to the next relevant ob-
ject. In frame-based visualization, the respective box is marked by a rectangular
frame. This is also supplemented by the meta-visualization of the compass arrow.
In tunnel-based visualization, a tunnel of rectangles points to the box from which
a part is to be picked [SK08]. Similarly, Renner and Pfeiffer investigated differ-
ent peripheral and in-view attention guidance techniques for augmented reality
applications [RP17]. They specifically examined attentional guiding in assembly
and order-picking tasks. Therefore, they investigated several methods, such as
Attention Funnel and 2D arrow, and compared them to their newly-developed
method called spherical wave-based guidance (swave). All techniques utilized
the current user’s gaze with eye-tracking. Altogether, the arrow-based guidance
technique turned out to be fastest and best-rated by the study participants. This
supports the conclusion that visual guidance is most effective in the periphery
of the user and that simple techniques such as Arrows seem to be promising for
guiding user attention.

3.3.2 Non-Visual Cues

Guiding users to out-of-view objects cannot only be achieved with visual cues.
Different modalities, such as auditory and haptic cues, have been investigated for
use in attentional guidance. For example, in the work by Bala et al. [BMNN19],
the authors investigated auditory cues for guiding user attention in a 360° setup.
They showed that cueing was most effective when using only music or a combi-
nation of music and diegetic effects. In our previous work, we looked at visual
and auditory cues [LBS+17]. Here, we showed that adding a sound cue results in
faster response times. Furthermore, participants reacted more quickly to LEDs
that faded in over time. Since audio is already integrated in all head-mounted
Virtual and Augmented Reality devices, it requires no additional effort to be im-
plemented. Therefore, we think that in some cases it may be beneficial to add
auditory cues for locating objects out of view.

Besides using auditory cues, several approaches have suggested the use of haptic
cues at different positions. For example, cues could be placed on a tactile torso to
present the location of several people around [PKB10]. Here, the authors found
that all investigated vibration patterns are useful for encoding direction towards
another person while playing a computer game. Wearing the belt resulted in
improved the situational awareness. Another work was presented by Kaul and
Rohs, who looked into tactile cues presented to the user’s head [KR17]. The
authors implemented a vibrotactile grid around the head for 3D guidance in
VR and AR. Their results indicate that visual feedback works with less error and
higher reaction time, but the tactile cues may still be useful in situations in which
visual feedback cannot be used (e.g., for people with low or no vision). Other
work investigated the combination of haptic cues with other modalities. For
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example, in our previous work we combined haptic and visual cues [SLG+18].
Here, we found that tactile cues led to faster arousal times than visual cues,
whereas the attention shift speed for visual cues was faster than it was for tactile
cues. Different works have compared the haptic modality to others. For example,
in the work “Head-Mounted Sensory Augmentation Device: Comparing Haptic
and Audio Modality,” the authors Kerdegarhi et al. showed that the haptic
modality leads to significantly lower route deviation in navigation when compared
to audio feedback [KKP16].

From related work, we know about the existence of cross-modal effects [HS08].
These effects have implications for multi-modal cueing to guide attention. Many
of those effects are related to the combination of visual and auditory stimuli (e.g.,
the ventriloquism effect [Ber99] or the McGurk effect [MM76]). However, most of
these effects can be avoided when both cues are presented at the same location
and the transported information does not differ between the cues [DS00].

3.3.3 Summary

Several visual cues have been designed to guide the attention of the user to out-
of-view objects. Here, it is important that users can perceive the cues. Therefore,
visual cues presented close to the eyes of users are the most effective ones. Fur-
thermore, visual cues have been compared to haptic and auditory cues and have
been found to be the most accurate in terms of encoding 3D location. However, it
may be useful to combine visual cues with auditory ones, since there are promis-
ing relevant results and the hardware is already there for most head-mounted
Augmented and Virtual Reality devices. Furthermore, it has been shown that
the combination of a visual cue with a cue of a different modality can improve
response time. However, when guiding the attention of a user to an out-of-view
object, one can only cue the location of a single object at a time. This may make
sense in situations in which we are certain that this specific out-of-view object is
the one to which we should direct our attention (e.g., to avoid a possible collision
while driving a car). However, in most situations, missing information or overly
complex environments make it hard to decide if the user’s attention should be
guided to a specific object. Here, it can even make a situation worse if the at-
tention is guided to an object that is currently less important than another one.
Therefore, guidance techniques to out-of-view objects only make sense when the
application domain is well understood and it is clear that the user is required to
quickly locate one specific out-of-view object.
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4 Conceptual Design

In this chapter, we describe the conceptual design of this thesis. In the first sec-
tion, we define the problem space that we want to address, including a definition
of out-of-view objects (see Section 4.1). Afterwards, in the next two sections, we
describe two different strategies for locating these objects and identify the area
in the human field-of-view that we utilize to present the visual cues to users (see
Section 4.2 and 4.3). In the next section, we take a closer look at head-mounted
Mixed Reality, the technology used to display the visual cues (see Section 4.4).
At the end of this chapter, we list the challenges of this thesis and describe the
research questions that will be addressed in this thesis (see Section 4.5 and 4.6).

4.1 Problem Space

In the introduction, we described different scenarios in which failure to perceive
out-of-view objects can have fatal consequences (see Section 1.1). However, in-
stead of narrowing down the scope of this thesis to objects receding from view in
one specific scenario, we rather want to investigate the fundamental problem that
these scenarios share and thereby contribute to solving the problem of objects
receding from view for a broader range of scenarios. Therefore, in this section, we
will first define the fundamental problem of objects receding from view and then
describe the problem space and the included properties that will be the subject
of the research in this thesis.

The problem that all described scenarios share is the restricted human field-of-
view. Due to biological factors, humans can only perceive parts of their environ-
ments at once, with everything else hidden out of view. The human field-of-view
extends to about 180° horizontally and to about 130° vertically [PJW73, Gol89].
Everything outside this field-of-view is impossible for one to visually perceive with
the naked eye. In other words, objects in the environment can be within (in-view
objects) or outside the human field-of-view (out-of-view objects). However, ob-
jects are not designated as in-view or out-of-view objects; rather, they can switch
between being in-view or out-of-view. This can happen when the object changes
its position or the human observer moves (e.g., turning of head, body or both).

When analyzing different scenarios in the introduction, we found that objects
outside our fields-of-view can have fatal consequences if not perceived. The fun-
damental problem that these scenarios share is that users cannot locate objects
outside their fields-of-view and may even be unaware of them. Thereby, an out-of-
view object can cause a serious incident, simply because its location is unknown
to an observer (e.g., a cyclist or pedestrian not visible to a car driver that turns).
For this reason, we want to develop and evaluate visual cues that help users to
locate these out-of-view objects and prevent fatal consequences that may have
happened otherwise.
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Therefore, we first want to describe the problem space and the properties that
should be investigated. Out-of-view objects can have multiple properties, with
different combinations of properties relevant in different scenarios. However, we
argue that locating these objects and the properties that come with this task
are shared among all scenarios, and are therefore the most critical to examine.
Furthermore, these properties have the strongest benefit in terms of situation
awareness. Following Endsley’s definition, this requires “the perception of ele-
ments relevant in the current situation” as the first of three levels that must be
reached in order to attain situation awareness [End95]. In other words, without
the ability to perceive elements relevant in the current situation (level 1: per-
ception), it is impossible to comprehend the situation (level 2: comprehension)
and successfully predict the outcome of any action (level 3: prediction). As a
result, we focus on locating out-of-view objects in this thesis, but this requires
certain characteristics to be fulfilled. For instance, some out-of-view objects are
located on the same height level as the user (e.g., different road users in a traf-
fic encounter). In other scenarios, these objects can be anywhere in 3D space
(e.g., in aviation scenarios or in a burning building where people that need help
are on different floors). Furthermore, depending on the situation, there can be
one relevant out-of-view object or multiple such objects. For example, in the
traffic encounter, there is usually just one important out-of-view object (because
usually only one “object” has the right of way). In the ship docking scenario,
however, up to six tugboats may be involved. However, it is unlikely that all six
tugboats are outside the pilot’s field-of-view and six is the reported upper limit.
Therefore, in most situations, five out-of-view objects may be the more realistic
maximum number in this scenario. Furthermore, in the firefighting scenario, it
is possible that even more objects may be involved; eight or more objects at the
same time is not unusual. Aside from the number of relevant objects, it is also
important to consider if the objects stay at the same location or not. Here, the
out-of-view objects can stay at the same locations and not move over time (e.g.,
in the firefighting scenario) or they can change their locations (e.g., in the traffic
encounter, ship docking, and aviation scenarios).

There are other properties that may be relevant in specific scenarios, such as
size, form, type, or name of relevant out-of-view objects. However, we will focus
on developing visual cues that help in locating one or more relevant out-of-view
objects at fixed or changing locations. We choose this focus because, based on our
analyzed scenarios, we think the properties related to locating these objects are
the most relevant ones that the scenarios share and which need to be investigated
first. However, in future work, these visual cues can be advanced further to encode
additional properties that may be required to successfully support more scenarios.
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4.2 Strategies for Locating Out-of-View Objects

In this section, we describe and analyze different strategies that humans can
use to locate out-of-view objects. In the background chapter, we identified two
fundamental frames of reference that humans use to locate objects in their en-
vironments (see Section 2.2). There is the egocentric frame of reference, which
refers to locating objects relative to the self, and the allocentric frame of reference
(or exocentric frame of reference), which refers to locating objects relative to one
other. However, when users must locate objects in their environments quickly,
an egocentric visualization may be the better choice because it visualizes the lo-
cation of an object relative to the user, considering head and body rotation as
well as the user’s current position. This differs from an allocentric visualization,
in which users must first identify their current position and orientation (e.g., in
cases in which the visualization does not automatically adapt to the user’s orien-
tation). We think using an egocentric visualization has certain advantages over
an allocentric visualization for locating out-of-view objects when users are part
of the environment. This is backed up by related work. Milgram and Kishino
also suggested using an egocentric visualization for local guidance [MK94], while
Barfield proved with experimental results that local guidance is supported best
by egocentric information [BRFI95]. Furthermore, the more often used approach
for locating objects in the environment independent of species and culture is to
locate them with regard to the self [Haz83]. All scenarios that we introduced
in the beginning are experienced from an egocentric perspective and contain the
user as part of the environment (see Section 1.1).

A key characteristic of a frame of reference is the origin of the coordinate
system. For an egocentric frame of reference, the origin of the coordinate system
can be located at different locations and therefore, different egocentric frames of
reference exist. Howard describes four principal egocentric frames of reference: 1)
body-centric frame (torsocentric) associated with the torso, 2) head-centric frame
associated with the head, 3) retinocentric frame associated with the retina, and 4)
station-point frame associated with the nodal point of the eye [How93]. However,
humans have a natural reference point as the origin of their egocentric coordinate
system that is somewhere in the brain, but the exact location is still unclear today
[LH11]. Therefore, when we talk about the egocentric frame of reference, we refer
to the head-centric frame of reference. Unlike the body-centric frame of reference,
it considers head rotation. It also does not have two possible origins, unlike the
retinocentric and station-point frames of reference, which have one for each eye.

To define different strategies for locating out-of-view objects from an egocentric
perspective, we first need to understand how the human brain locates objects. As
described in the section about cognitive maps in the background (see Section 2.2),
Lever et al. discovered so-called boundary vector cells that help to encode the
distance or direction to objects with regard to the self [LBJ+09]. Several decades
earlier, Howard said that the fundamental geometrical concepts for localizing
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objects are “direction and distance in relation to the location and orientation of
the reference point” [HT66]. Therefore, to locate an object, a user needs to know
the direction and distance relative to oneself (see Figure 4.1).

ObjectDirection

Dist
ance

Orientation

Reference point
The exact point is unclear

Figure 4.1: To locate an out-of-view object, one needs to know the direction and
distance to that object relative to oneself (the exact reference point that humans
use to refer to themselves is not clear and differs between studies [LH11]).

Based on the fact that humans utilize direction and distance to understand
the location of an object, we can derive two different visualization strategies to
help them locate out-of-view objects: 1) we can visualize the direction of the
out-of-view object and require the user to turn their head in that direction to
perceive the distance to the object by looking at it (see Figure 4.2a), and 2) we
can visualize the direction of and distance to the out-of-view object, making it
unnecessary for the user to turn their head to locate the object (see Figure 4.2b).
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Direction
Orientation

(a) Visualizing direction.

Object

Direction

Distance

Orientation

(b) Visualizing direction and distance.

Figure 4.2: Two different strategies for locating out-of-view objects that are in-
vestigated in this thesis.

Both strategies have their advantages and disadvantages that make each of
them useful for a certain selection of scenarios. For example, if users want to
locate multiple out-of-view objects, it makes sense to visualize their directions
and distances because direction only would result in higher physical demand to
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locate these objects due to the head movement necessary to perceive the distance
information. Furthermore, the distance information often cannot be perceived
because the out-of-view objects are also occluded and thus the distance must be
visualized. Examples are the ship docking scenario in which containers block the
view of the tugboats, or the firefighting scenario in which dense smoke renders
everything visually unperceivable. However, visualizing direction alone can be
sufficient for multiple objects too if it is enough to know from which direction the
out-of-view objects are coming, or if only one object that is not occluded needs
to be located. An example of the latter is the traffic encounter, in which typically
a maximum of one out-of-view object needs to be located at a single time.

4.3 Peripheral Visualization

Human visual perception dominates the other human senses [SB14] and offers
a wide range of methods that help in locating objects in the environment (e.g.,
stereoscopic vision or perception of depth cues). Furthermore, vision offers the
highest bandwidth of information compared to the other senses [New96]. For
these reasons, we utilize human visual perception to present visual cues to the
user for locating out-of-view objects. The visual cues are presented on a display
mounted on the head of the user and thereby allow control of where in the human
field-of-view the information is presented (see Section 4.4).

The human field-of-view covers about 180° horizontally and about 130° verti-
cally [PJW73, Gol89]. However, only a small area in the center of the human
field-of-view (fovea) can be perceived very sharply (see Section 2.1), while visual
acuity declines towards the border of the field-of-view. Everything outside of our
fovea is referred to as periphery. The periphery of our vision perceives infor-
mation with a lower resolution and has the main purpose of guiding our visual
attention. Therefore, when visual cues are presented in the periphery, a user can
shift their gaze to perceive a visual cue in more detail at any time. Further-
more, it allows foveal vision to stay uncluttered by information when users rotate
their heads to look in a different direction instead of shifting their gaze to the
periphery. In other words, the visualization and its visual cues should be in the
peripheral field-of-view when the user is looking straight ahead. This gives users
the control to decide when to focus on a visual cue and when not to do so. The
visual cues should also not be so far away that gazing at them is uncomfortable,
but also not so close that it is impossible to focus on the environment instead.
A factor influencing this is the field-of-view of the used head-mounted device,
which may be restricted by a too-small display (see Section 4.4). The visualiza-
tion area in which we present our visual cues is shown in Figure 4.3. We think
that the radial visualization area (blue) is the most suitable area for displaying
information to the user. It considers human color perception, leaves the foveal
area uncluttered, and requires equally long eye movements (saccades) from the
center in each direction to perceive the visual cues in more detail. Furthermore,
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it lies within binocular vision, allowing movement of both eyes to any point in
that visualization area.
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Figure 4.3: The peripheral visualization area (blue; radial area from 8° to 50°) in
which the visual cues are presented to the user. Best seen in color.

4.4 Head-mounted Mixed Reality

In recent years, Augmented Reality (AR) and Virtual Reality (VR) technologies
have experienced a sustained upswing (e.g., in navigation [OPF+16], in gaming
[OBS16], or for localization [HJDB16]). The fundamental idea of these technolo-
gies is to alternate perceived reality by augmenting or virtualizing it. Experienced
in a head-mounted device, users can use such technologies hands-free and while
mobile. This has advantages in many spatial working environments where ma-
chines must be operated by hand (e.g. emergency rooms [SH13]) or in situations
in which the user is moving. Augmented and Virtual Reality can both be summa-
rized by the term Mixed Reality (see Section 2.3) and the technology is promising
for presenting visual cues in the periphery of the user.

However, current Mixed Reality devices suffer from limited fields-of-view, which
amplifies the problem of objects receding from view. Here, optical see-through
Augmented Reality devices often have very limited fields-of-view (e.g., the Mi-
crosoft Hololens1 version 1 has a field-of-view of 30° horizontally and 17° verti-
cally), while Virtual Reality devices have larger fields-of-view (e.g., the Oculus
Rift2 and HTC Vive3 have fields-of-view between 90° and 110° diagonally). How-
ever, compared to the human field-of-view, it is still smaller, and therefore even
more objects recede from view (see Figure 4.4).

For Augmented Reality, out-of-view objects can be either virtual objects (e.g.,
opponents or enemies in multi-player games [PKB10]) or real objects in the sur-

1 Microsoft Hololens. www.microsoft.com/en-us/hololens, last retrieved April 21, 2020
2 Oculus Rift. www.oculus.com/rift, last retrieved April 21, 2020
3 HTC Vive. www.vive.com/us, last retrieved April 21, 2020
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(b) Device field-of-view.

Figure 4.4: Natural and device field-of-view in comparison. Best seen in color.

rounding environment (e.g., points of interest during sightseeing [HB10]). For
Virtual Reality, however, only virtual objects exist (or at least are presented by
the display of the VR headset). Therefore, in Augmented Reality, two fields-
of-view exist: the device field-of-view and the human field-of-view. For virtual
objects, we will always use the device field-of-view as reference because otherwise
virtual objects may be theoretically in the human field-of-view but not yet visi-
ble on the screen. They could then be classified as in-view objects and therefore
not be presented in the visualization technique. For real objects, we will use the
human field-of-view.

For our implementations, we develop prototypes with Arduino4 (hardware),
the Google Cardboard5 (video see-through Augmented and Virtual Reality), the
Microsoft Hololens (Augmented Reality), the Oculus Rift (Virtual Reality), and
the HTC Vive (Virtual Reality) since these devices were state-of-the-art at the
time of use. Our visualization techniques are developed using Unity3D6, as it
supports both Augmented and Virtual Reality devices. For tracking we used
marker detection with Vuforia7. AR applications for the Hololens were developed
using the Windows Mixed Reality Toolkit8 and VR applications were developed
using SteamVR9.

4 Arduino. www.arduino.cc, last retrieved April 21, 2020
5 Google Cardboard. www.arvr.google.com/cardboard, last retrieved April 21, 2020.
6 Unity3D. www.unity3d.com, last retrieved April 21, 2020
7 Vuforia. www.developer.vuforia.com, last retrieved April 21, 2020
8 Windows Mixed Reality Toolkit. www.github.com/microsoft/MixedRealityToolkit-Unity,
last retrieved April 21, 2020

9 SteamVR Unity3D Plugin. www.valvesoftware.github.io/steamvr_unity_plugin, last re-
trieved April 21, 2020



58 Conceptual Design

4.5 Challenges

Developing visual cues in Mixed Reality that help in locating out-of-view objects
is challenging. In this section, we identified three major challenges that must be
addressed to develop these peripheral cues: 1) perceivable visual cues, 2) limited
fields-of-view, and 3) mental demand.

4.5.1 Perceivable Visual Cues

Our approach utilizes human peripheral vision to present visual cues to the user
that help in locating out-of-view objects. However, human visual perception
is limited in the periphery and certain characteristics must be considered when
designing perceivable visual cues. For example, one must consider that peripheral
vision is less sharp, limits perception of forms and shapes, and cannot perceive
color very well (see Section 2.1). To avoid having unperceivable visual cues, we
should ensure that we use a good color contrast and that the visual cues are large
enough. Here, a visual cue presented farther away from the center of our vision
must be larger to remain perceivable. Furthermore, we exclude night vision from
our design process because it is fundamentally different due to the distribution
of the rods and cones and the fact that the rods in the periphery take over under
low light at night. Another challenge could be with 3D visual cues, in that the
three dimensions might not be perceived well, because the shape is too far in the
periphery and too close to the eyes, for the three dimensions of the visual cue to
be perceived. These aspects need to be kept in mind when designing the visual
cues.

4.5.2 Limited Fields-of-View

Building Mixed Reality devices is technologically challenging, which explains why
all current existing head-mounted Augmented and Virtual Reality devices suffer
from having too-small fields-of-view. For comparison, the field-of-view of the
Hololens version 1 is more than ten times smaller than the human field-of-view
[XB16]. Therefore, it may not always be possible to present peripheral visual
cues with the same distance to the center of the field-of-view, because the device
field-of-view simply does not allow it. In such cases we have two options: 1) we
can present the visual cues closer to the center of the visual field, or 2) we extend
the field-of-view of the Mixed Reality device with peripheral light displays. In
the first case, we may add more visual clutter to the screen and should therefore
measure in how far this affects the user. In the second case, we may suffer
from lower display resolution on the extended screen and must therefore design
simpler cues to help in locating out-of-view objects. However, we can also replace
the Mixed Reality device with another one that has a larger field-of-view. For
example, we can use Virtual Reality or video see-through Augmented Reality to
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design a visualization technique for optical see-through Augmented Reality, and
thereby test for upcoming Augmented Reality devices that are not yet available.

4.5.3 Mental Capacities

The last major challenge of the topic addressed in this thesis is the mental demand
required to understand the visual cues and locate the out-of-view objects. How
much information about out-of-view objects can be processed? Can one compre-
hend the direction and distance to multiple out-of-view objects all at once? It
could also be that visualizing both direction and distance is already too much
information. Therefore, we use a NASA Raw TLX questionnaire in most of our
studies to quantify the mental demand of the task [Har06]. Thereby, we can an-
alyze whether there are enough mental capacities available to present even more
information about out-of-view objects if necessary, such as form, size, and type.
Furthermore, we explained that an egocentric visualization works best in terms
of quickly locating objects out of view. However, when these objects change
position and we visualize the direction and distance to these objects, then an
allocentric visualization may be more suitable for understanding the movement
of these objects outside of the user’s field of view.

4.6 Research Questions

The analysis of the related work, the different strategies for locating out-of-view
objects, and the technological constraints led to three key research questions. In
the following, we list the research questions addressed in this thesis and describe
our general approach to solving them. Each research question will be addressed
in a following chapter.

RQ1 To what extent can existing off-screen visualization techniques be adapted
to cue the direction to out-of-view objects in Mixed Reality?

RQ2 How can Mixed Reality devices with small fields-of-view be extended to
present directional cues to out-of-view objects?

RQ3 In what way can the directions and distances of out-of-view objects be
visualized for moving or non-moving objects in Mixed Reality?

4.6.1 RQ1: To what extent can existing off-screen visualization techniques be

adapted to cue the direction to out-of-view objects in Mixed Reality?

With the first research question, we investigate possible solutions for visual cues
that present directions to out-of-view objects (strategy: visualizing direction; see
Figure 4.2a). Interestingly, just as objects recede from view, content can also
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recede from small-screen devices such as smartphones. Therefore, researchers
have developed various off-screen visualization techniques to show location of off-
screen content (see Section 3.1). In this research question, we want to evaluate
in how far existing off-screen visualization techniques can be adapted to head-
mounted devices. Therefore, we will select promising off-screen visualization
techniques and transform them from 2D techniques to 3D techniques.

4.6.2 RQ2: How can Mixed Reality devices with small fields-of-view be ex-

tended to present directional cues to out-of-view objects?

While visualization of out-of-view objects on head-mounted Mixed Reality devices
is possible, it adds problematic visual clutter to the screen because current Mixed
Reality devices have narrow fields-of-view. Therefore, it can make sense to extend
the screen with peripheral light displays that present additional information to
the user. In this research question, we want to investigate how we can extend the
fields-of- view of Mixed Reality devices in order to present directional cues that
point to out-of-view objects. Therefore, we develop radial light displays (based
on LEDs) that we attach to Mixed Reality devices and use to investigate how
suitable this approach is for cueing direction.

4.6.3 RQ3: In what way can the directions and distances of out-of-view objects

be visualized for moving or non-moving objects in Mixed Reality?

In our last research question, we want to investigate more complex visualization
techniques. Here, we build upon our second strategy for locating out-of-view
objects (strategy: visualizing direction and distance; see Figure 4.2b). To present
the direction and distance to the user, we use the display of the head-mounted
device. However, since we need to visualize multiple out-of-view objects along
with additional information such as distance, we need to develop visual cues that
use less space than the 3D visual cues from our first research question. Here we
ask, in what way can one visualize the direction of and distance to non-moving
or moving objects? Therefore, we develop a novel visualization technique called
EyeSee360, which is capable of visualizing direction and distance for multiple
out-of-view objects simultaneously, and compare it with other techniques using
both static and moving out-of-view objects.
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5 Adapting Off-Screen Visualization Techniques

Just as objects recede from our fields-of-view, content recedes from small-screen
hand-held devices. For example, when zooming in on a map app such as Google
Maps1 to see a specific part of the map in more detail, other parts of the map and
relevant point of interest recede from the smartphone screen into off-screen space.
To address the problem of content receding from view on devices with smaller
screens such as smartphones, researchers have suggested different techniques, as
reported in Section 3.1. For example, some of these techniques use visual cues
to point into the direction of relevant off-screen content. These techniques have
proven to be useful for smartphones and therefore may be promising when applied
to head-mounted displays. Therefore, in this chapter, we want to explore in how
far these existing techniques can be adapted to visually cue into the direction of
relevant objects out of the user’s field-of-view using head-mounted Mixed Reality:

RQ1: To what extent can existing off-screen visualization techniques be adapted
to cue the direction to out-of-view objects in Mixed Reality?

To address this research question, we started by selecting promising off-screen
visualization techniques from related work that were developed to point to off-
screen objects on small-screen devices. To enhance existing Augmented Reality
(AR) devices with this capability, we adapted well-known 2D off-screen object
visualization techniques (Arrow, Halo, Wedge) and applied them to AR to cue
direction to out-of-view objects. As the name suggests, Arrow uses an arrow
pointing into the direction of the off-screen content. Halo and Wedge use well-
known shapes that are only partially visible on the screen; however, humans are
able to locate off-screen content by mentally completing these shapes. To transfer
these techniques to AR, we created a projection to translate 3D coordinates of
relevant out-of-view objects to 2D coordinates on an orthogonal projection plane
in front of the user. Thereby, we could apply the selected off-screen visualization
technique to the 2D orthogonal projection plane. Since we did not know how well
these techniques would perform, we restricted ourselves to 90 degrees in front of
the user (see Section 5.1).

Thereafter, we selected the two best-performing techniques from the first user
study (Halo and Wedge) and further improved them to work with out-of-view
objects spatially distributed all around the user. Here, we extended the support
to both Augmented and Virtual Reality to see in how far this choice affects the
performance of both techniques. Instead of applying the techniques as 2D visual
cues to a 2D plane in front of the user, we extended both techniques to use 3D
visual cues that bend around the user’s head to point into the directions of the
relevant out-of-view objects, while preserving most of the original characteristics
of both techniques. Afterwards, we compared both techniques in two user studies
to evaluate them, one in Augmented and one in Virtual Reality (see Section 5.2).

1 Google Maps. www.google.com/maps, last retrieved April 21, 2020
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In the last part of this chapter, we focus on improving Arrow, the visualization
technique from the first part of this chapter that did not perform as well as
Halo or Wedge. Our main goal was to investigate if the fundamental concept
of amodal completion used in Halo and Wedge can be transferred to Arrow.
Furthermore, we wanted to know in how far the technique can utilize 3D visual
cues to cue direction to spatially distributed out-of-view objects in 3D space. We
hypothesized that the concept of mentally completing only partially visible shapes
could be applied to uniform movements as well, in the sense that a user who sees
only part of the uniform movement, can mentally complete the movement out of
view. To investigate this, we evaluate our improved Arrow technique in a user
study in Augmented Reality in which we compare it to another technique capable
of cueing direction to out-of-view objects (see Section 5.3).

5.1 Comparing Off-Screen Visualization Techniques

Figure 5.1: Adapted 2D off-screen visualization techniques (Arrow, Halo, and
Wedge) in head-mounted Augmented Reality.

In the past, different off-screen visualization techniques have been proposed
to address the problem of content receding from view on devices with small
screens. These different techniques can be classified into three main approaches:
Overview+detail, Focus+context, and Contextual views. In our analysis of re-
lated work (see Section 3.1), we described that Contextual views was identified as
performing best [IGY06, BCG06, BC11]. Furthermore, the other two approaches
suffer from crucial disadvantages that make each a poorer selection for the vi-
sualization of out-of-view objects. For example, the Overview+detail approach
results in a higher cognitive load due to the mental workload required to inte-
grate all views [CKB09, TSL+11], while the Focus+context approach presents
contextual information with distortion [SZG+96, BLH04, CKB09], which may
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be less suitable for a display presented close to the eyes. Therefore, we selected
different off-screen visualization techniques from the Contextual views approach
and applied them to AR for cueing direction to out-of-view objects. We em-
ployed a projection plane orthogonal to the user’s line-of-sight and in the user’s
view frustum and utilized the well-known 2D off-screen visualization techniques
of Arrow [BCG06], Halo [BR03], and Wedge [GBGI08] to aid in visualizing out-
of-view objects. To make the 2D visualizations applicable in 3D space, we used
a two-step projection to translate 3D coordinates to 2D coordinates on the or-
thogonal projection plane (see Subsection 5.1.2). To compare the performances
of the different visualizations in Augmented Reality, we conducted a comparative
user study.

Here, our research contributions include:

1. An adaptation of three 2D off-screen visualization techniques (Arrow, Halo,
and Wedge) for head-mounted AR that serves as a baseline for future work.

2. An evaluation of the adapted techniques for visualization of out-of-view objects
in head-mounted Augmented Reality.

The work presented in this section was published as a late-breaking work at
the MobileHCI conference in 2017 [GAHB17].

5.1.1 Approach

We restricted ourselves to 90 degrees of 3D space in front of the user. Therefore,
we avoided out-of-view objects behind the user, as this makes the adaptation more
complex. For example, an object that is exactly 180 degrees behind the user can
be represented ambiguously on both the left and right sides of the viewing plane.
Furthermore, as a first step we wanted to evaluate whether the projection plane in
the user’s view frustum was a feasible option for encoding direction information.
In a first comparative study, we implemented the three selected visualization
techniques (Arrow, Halo, and Wedge) in video see-through Augmented Reality.
With video see-through AR, a camera image is looped onto a screen directly
in front of the user’s eyes. This was implemented with Vuforia2 in Unity3D3

using Google Cardboard4. As an additional minor contribution, we were able
to evaluate the feasibility of Google Cardboard as a cheap and fast development
platform for out-of-view Augmented Reality visualization techniques. The Google
Cardboard that was used in the study can be seen in Figure 5.4.

2 Vuforia. www.vuforia.com, last retrieved April 21, 2020
3 Unity3D. www.unity3d.com, last retrieved April 21, 2020
4 Google Cardboard. arvr.google.com/cardboard, last retrieved April 21, 2020
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5.1.2 Projection from 3D to 2D

A key aspect of our approach is the projection of out-of-view objects in 3D space
onto a 2D plane (projection plane) and further applying 2D techniques that indi-
cate direction towards the out-of-view objects. This direction information should
consider the human frame-of-reference, meaning that objects behind the user
should be indicated by turning the head to the side and not upwards. Addition-
ally, the mapping needs to be proportional for all directions. The proportional
projection method we apply here draws on the Mercator projection5.

(a) First Step: Projection of 3D coordinate
A on sphere S.

(b) Second Step: Project sphere coordinate
A′ on plane P .

Figure 5.2: Example of proportional projection that draws on the Mercator pro-
jection to map 3D out-of-view objects onto an 2D orthogonal plane.

An example mapping is shown in Figure 5.2. The user’s head serves as the
origin for the coordinate system, looking into the direction of the positive z-axis.
First, we map point A, which represents an out-of-view object, onto sphere S.
The mapped point A′ is the intersection point of the line segment between point
A and the origin point of sphere S (see Figure 5.2a). Second, we map point A′

onto plane P (see Figure 5.2b), which is placed orthogonal to the x and y axes
at contact point C. Then we calculate the shortest line on the surface of sphere
S with monotonic y-values between C and A′. Finally, we map the line on the
plane while keeping the length information and the same angle from C. Point A′′

at the end of this line is the 3D to 2D mapped point.

5.1.3 Implementation

Our implementations of the 2D off-screen visualization techniques (Arrow, Halo,
and Wedge) adapted to head-mounted Augmented Reality are shown in Fig-
ure 5.3. Each visualization technique uses one visual cue to encode one out-of-

5 Mercator Projection. en.wikipedia.org/wiki/Mercator_projection, last retrieved April 21,
2020
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view object. A brief overview of the implementation details for each visualization
technique is provided below:

Arrow points towards the out-of-view object’s location. The arrow itself scales
depending on how far it is from the object: a bigger arrow is used to indicate a
closer distance and a smaller arrow is used for a location further away [BCG06].

Halo surrounds the out-of-view objects with circles. The center of each circle is
exactly at the out-of-view object’s position. The circles are just large enough
to be on-screen [BR03].

Wedge uses isosceles triangles to represent the position of each out-of-view ob-
ject. The tip of the triangle is at the object’s position. They make room for
one other to avoid cluttering [GBGI08].

Instead of using the border of the screen to show contextual information, we
used a circle (seen as a yellow circle in Figure 5.3). This is more in line with
the peripheral capabilities of the human vision system [SRJ11, LL09]. Moreover,
with a circular border, the orthographic projection and the radial projection are
equivalent.

(a) Arrow [BCG06]. (b) Halo [BR03]. (c) Wedge [GBGI08].

Figure 5.3: Examples of the adapted 2D off-screen visualization techniques (Ar-
row, Halo, Wedge).

A green dot in the center of the screen served as a cursor for communicating
the user’s guessed position for the out-of-view object. The dot was controlled
by head movement and could be confirmed with a Bluetooth remote control.
Additionally, we used a black circle fixed in the environment around the green
cursor to control the visibility of the visualization. As long as the pointer remains
within the black circle, the visualization is there. If the pointer leaves the black
circle, the visualization disappears. We had to limit the visibility to avoid simple
approximation approaches by the participant while estimating directions to the
out-of-view objects. The visual cues of the visualization techniques are shown
in red by default and green when highlighted. Here, highlighted means that the
task asks the user to focus on this specific out-of-view object and its visual cue.
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5.1.4 Study Design

To evaluate the performance of the adapted visualization techniques (Arrow,
Halo, and Wedge), we conducted a within-subjects controlled laboratory study.
Our study had two independent variables: visualization with three levels (Arrow
vs. Halo vs. Wedge) and number of objects with three levels (one vs. five vs.
eight). We varied the number of shown out-of-view objects both because Halo
suffers from on-screen cluttering (cf., [BCG06, HPB10]) and because during pilot
tests we found that eight objects was the threshold for cluttering. Furthermore,
these numbers of objects are specified in our requirements. We used quantitative
methods to evaluate user performance, where our dependent variable was direc-
tion error. Additionally, we gave participants the SUS questionnaire [Bro96] in
order to gain insight into the perceived usability.

The direction error here is the angular error, which is the angle between the
user’s assessment of the out-of-view object’s position and the correct position in
3D space. We did not measure task completion time since we were primarily
concerned with direction error in this preliminary study. We were also unsure of
how well Google Cardboard would perform with these visualization techniques
because preliminary trials revealed simulator sickness effects during the task that
measured completion time.

For this study, we derived the following sub-question from our first research
question: (RQ1a) Which of the 2D adapted visualization techniques (Arrow, Halo,
and Wedge) performs best with respect to direction accuracy and perceived usabil-
ity of various out-of-view objects?

Since Wedge outperformed both Halo and Arrow in prior research [GBGI08]
using a smaller number of objects, we hypothesized that:

H2 Wedge would result in better user performance (i.e., lower angular direction
error) than both Halo and Arrow.

5.1.5 Procedure

Participants were first given a demo of the Google Cardboard device (see Fig-
ure 5.4) where they could test out the different visualization techniques. The
within-subjects study was divided into three blocks, each testing one visualiza-
tion technique. We counter-balanced the blocks across all participants. Each
visualization technique was tested with one, five and eight out-of-view objects.
Each number of out-of-view objects was tested five times (which was deemed suf-
ficient from pilot testing). The number of out-of-view objects in every run was
randomized. Given the foregoing, we had 3 (blocks) x 3 (number of objects) x 5
(iterations) resulting in 45 runs per participant.
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(a) Person wearing Google Cardboard. (b) Cardboard (plastic) without phone.

Figure 5.4: The Google Cardboard used in the study.

In each run, we randomly selected one out-of-view object and highlighted its
visual cue in green (see Figure 5.3). Then, the participant had to guess the
position of the out-of-view object without seeing it. A green cursor controlled
by a wireless remote allowed each participant to select the object’s position. To
avoid getting the exact position of an out-of-view object through head movement,
the visualization technique was only visible in a small area directly in front of
the participant. Moving the green cursor out of the black circle disabled the
visualization technique, so the participant had to guess the out-of-view object’s
position by the affordances the technique offered. After each block, participants
had to fill out a SUS questionnaire [Bro96] about the technique in that block.
At the end of the study, participants filled out a general information form, which
included items such as age and gender. In addition, they rated their experience
with head-mounted devices on a 5-point Likert-scale, where 1 is strongly disagree
and 5 is strongly agree. They were also asked if they showed any signs of simulator
sickness). Overall, each participant took approximately 45 minutes to finish the
experiment. During our study, we did not consider eye movement, therefore we
told the participants to keep looking at the green dot in the center of the screen.

5.1.6 Participants

We recruited 22 participants6 (7 female), aged between 20 and 38 years (M=25.5,
SD=3.7). None of them suffered from color vision impairment. All had normal or
corrected-to-normal vision. Ten of the participants already had experience with
head-mounted displays.

6 For mean effect sizes of (f=0.2), at least 390 data points are necessary, wherein with the
planned study design this makes for testing at least 9 participants. We calculated this value
with G*Power under two-way ANOVA (α=0.05 and 1-β=0.9). We based it on three techniques
with three different number of objects for each, which makes nine in total. The numerator df
is (3-1)*(3-1)=4.
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5.1.7 Results

Direction Error We consider the effects of each of the two factors, visualization
and number of objects, on direction error. The mean errors are Arrow=6.53°,
Halo=3.87° and Wedge=4.47°. Our data does not follow a normal distribu-
tion (Shapiro-Wilk-Test (p<0.001)), and thereafter we compared more than two
matched groups using the non-parametric Friedman test. The Friedman test
revealed a significant effect of visualization on direction error (χ2(2)=159.88,
p<0.001, N=22). A post-hoc test using Wilcoxon Signed-rank with Bonferroni
correction showed significant differences between the three groups (see Table 5.1).

Table 5.1: Pairwise comparison of visualization techniques.

Comparison p-value φ-value

Halo vs. Arrow <0.001 0.46

Wedge vs. Arrow <0.001 0.35

Wedge vs. Halo <0.01 0.20

Next, we ran a Friedman test to evaluate whether there was a significant effect
of number of objects on direction error. First, we looked at interactions between
number of objects and visualization. Here, we did not find a significant effect
(χ2(2)=3.08, p=0.21, N=22). Then, we looked into the number of objects for
each visualization separately. Here again, there were no significant effects for
Arrow (χ2(2)=2.17, p=0.34, N=22), Halo (χ2(2)=0.67, p=0.71, N=22), or Wedge
(χ2(2)=4.74, p=0.09, N=22). The mean direction errors for all combinations of
visualization and numbers of objects are shown as a boxplot in Figure 5.5.
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Figure 5.5: Boxplot of median direction errors for the tested visualization tech-
niques and numbers of objects (shown within the parentheses).
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Perceived Usability With respect to perceived usability, Wedge (70) was
deemed on average to be most usable, where it just passes the accepted SUS
literature threshold score of 68. Halo (66) was a runner up, and Arrow (61) was
perceived to have poorer usability.

5.1.8 Discussion

Our initial results indicate differences between the established techniques that
we adapted for head-mounted AR. In line with our hypothesis H1, we saw that
Halo and Wedge performed better with respect to direction error than did Arrow.
However, we expected Wedge to outperform Halo, due to Halo’s known cluttering
effects [GBGI08]. Therefore, our hypothesis H1 did not hold. We think this may
be due to the fact that, instead of using a rectangular border as is done for
small-screen devices, we used a circular border in line with human perception
characteristics. Therefore, the corner density problem of Halo did not affect
the performance [GBGI08]. However, with respect to perceived usability, Wedge
performed slightly better than Halo.

Moreover, we observed that direction error increased when the angle between
the user’s line of sight and the out-of-view object increased. In other words,
the error increases when users have to turn their heads more. Here, the use of
an orthogonal plane in front of the user is a problem for higher degree values
because the transferred techniques only indicate head movements towards the
off-screen objects. In other words, even an object presented behind the user
would be indicated using a visual cue pointing to the right or left side. For this
reason, we restricted the out-of-view objects to an area 90° in front of the user.
To summarize, our approach is feasible for visualizing the positions of objects in
3D space 90° in front of the user, but for 180° or even 360° we have to further
adapt Arrow, Halo, and Wedge or come up with novel visual cues.

Additionally, we observed how video-see-through AR in platforms such as
Google Cardboard perform. We discovered that one advantage of our approach
was that participants did not suffer from simulator sickness, according to their
reporting in the general information form at the end of the study. However, Par-
ticipants did face a slightly delayed picture of their environment, for which they
compensated by moving their heads more slowly. Therefore, video-see-through
might not be well-suited for tasks that involve fast movement, such as measuring
the time to search for an out-of-view object. However, from a development per-
spective, the Google Cardboard platform was simple to use for video see-through
AR. With Unity3D and Vuforia, there exists a beginner-friendly development en-
vironments for prototyping new Augmented and Virtual Reality experiences that
are cost-effective and very simple to set up.
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5.1.9 Conclusion

In this section, we compared three off-screen visualization techniques for head-
mounted Augmented Reality with respect to their performance for visualizing
the direction of out-of-view objects. We found that Halo objectively performed
best, while Wedge subjectively performed best. In the next section, our goal is
to expand our work in the 3D space to 180° or 360°. In this endeavor, we will
investigate if a curved projection plane performs better in terms of minimizing
direction error. Furthermore, we would like to adapt the visualization techniques
for optical-see-through devices (e.g., Hololens) and investigate if the concept of
amodal completion used for Halo and Wedge is applicable to Arrow as well.

5.2 Beyond Halo and Wedge: 3D Visual Cues

(a) HaloAR. (b) WedgeAR. (c) HaloVR. (d) WedgeVR.

Figure 5.6: Implementation of Halo and Wedge visualization techniques for Aug-
mented and Virtual Reality.

In the last section, we adapted three different off-screen visualization tech-
niques to address the problem of objects being hidden from view. Each of those
visualization techniques used a different type of visual cue to encode direction
to out-of-view objects. However, we applied these techniques onto an orthogonal
plane in front of the user. As a result, with increasing directional angles towards
the out-of-view objects, the techniques performed worse. We believe that this is
due to the used projection, which maps 3D objects onto a 2D plane. Therefore,
we think that instead of transforming the 3D out-of-view objects to 2D posi-
tions on a plane in front of the user, we should rather transform the used 2D
visual cues into 3D space. Furthermore, we selected Halo and Wedge as the two
best-performing techniques from our last study.

We developed four new visualization techniques (HaloVR, WedgeVR, HaloAR
and WedgeAR) that are inspired by 2D mobile off-screen visualization techniques
[BR03, GBGI08] and applied them to Virtual and Augmented Reality. In Sec-
tion 5.1, we showed that these off-screen visualization techniques can be used
to point towards out-of-view objects in AR. However, the use of a 2D overlay is
not extendable for pointing to out-of-view objects distributed 360° around the
user. Therefore, we developed our visual cues as 3D objects that point in the
directions of out-of-view objects. We limited our visual cues to visualize only the
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directions towards out-of-view objects, which is sufficient for bringing out-of-view
objects into the user’s field-of-view (e.g., showing a relevant point-of-interest dur-
ing sightseeing) and therefore, well-suited as a first approach towards visualizing
out-of-view objects in Virtual and Augmented Reality.

To evaluate the performance of our different visualization techniques (HaloVR,
WedgeVR, HaloAR and WedgeAR), we conducted two user studies. The first
user study was done in VR using the Oculus Rift and the second study was done
in AR using the Microsoft Hololens.

Here, our research contributions include:

1. Development of four 3D out-of-view visualization techniques inspired by 2D
off-screen visualization techniques for head-mounted VR (HaloVR, WedgeVR)
and AR (HaloAR, WedgeAR).

2. An evaluation and thereby comparison of the techniques developed (HaloVR,
WedgeVR, HaloAR, and WedgeAR) for visualizing out-of-view objects in head-
mounted VR and AR.

The work presented in this section was published as a full paper at the Mobile-
HCI conference in 2018 [GABH18].

5.2.1 Approach

We explore the visualization of out-of-view objects 360° around the user. Our
techniques utilize the periphery of the user to point towards out-of-view objects.
However, our techniques are not constrained to a specific location in the periph-
ery, so they can be shown in the near or far periphery. This makes sense if the
head-mounted device has a small field-of-view, as it brings all displayed content
closer to foveal vision, if one is looking straight ahead (e.g., for the Hololens). As
mentioned earlier, our work draws on Section 5.1, which shows that out-of-view
object visualizations can be successfully adapted from 2D off-screen visualization
techniques. We wanted to explore how well our 3D visualization techniques can
work across a) narrow FOV ranges and b) visual representations in AR and VR.
Furthermore, we needed to evaluate our techniques for both technologies (VR,
AR) because they have different influencing factors (e.g., different lighting condi-
tions). For VR, we used the Oculus Rift because the display resolution and FOV
are the current state of the art7. The same applies to the Hololens in AR, with
the advantage of highly accurate placement of 3D objects in real environments.
We address each of the Virtual and Augmented Reality technologies in different
parts, where the first part describes our user study in Virtual Reality and the
second part does the same for Augmented Reality.

7 It was state-of-the-art at the time we conducted this research.
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5.2.2 Designing Out-of-View Visualization Techniques

A key aspect of our approach is the use of two off-screen visualization techniques
(Halo [BR03] and Wedge [GBGI08]) as inspiration for our developed 3D visual-
ization techniques. Both techniques make use of well-known simple shapes that
users can mentally complete even when only part of the shape is visible, a process
known as amodal completion [Mic91]. We choose Halo and Wedge because both
techniques rely on the Contextual views approach [BCG06]. Contextual views
mostly represents only objects of interest and does so using simple shapes point-
ing to the object [GBGI08]. These visualization techniques and their visual cues
were described in Subsection 5.1.3.

To visualize the direction towards out-of-view objects with our techniques, we
first need to obtain that direction from the object’s position in 3D space. There-
fore, we project the positions of out-of-view objects onto an imaginary sphere
around the user’s head. This projection is done by drawing an imaginary line
between the user’s head and the position of the out-of-view object. The point
where this line intersects with the imaginary sphere is the normalized vector rep-
resenting the 3D direction towards the out-of-view object (see Figure 5.7a and
Figure 5.7b). Next, we obtain a normalized vector for each out-of-view object
representing its 3D direction. Each normalized vector is located on the imag-
inary unit sphere around the user’s head. As a second step, we project our
techniques (HaloVR, WedgeVR, HaloAR and WedgeAR) onto the inner surface
of the imaginary sphere around the user’s head (see Figure 5.7c and Figure 5.7d).
We accomplish this by spanning our visual cues between the intersection of the
sphere (see Figure 5.7b) and the user’s line of sight. The sphere we used has a
virtual radius of one meter.

To fully utilize the existing space around the user, we show the visual cues
for out-of-view objects in all directions (including above the user’s head) with a
constant distance to the user’s line of sight. While the distance to the user’s line
of sight can be adapted based on need (near periphery and small field-of-view, far
periphery and large field-of-view), the distance is always kept the same. For this
approach, we derive encodings that are based on human perception characteristics
[Kal01, SRJ11] (e.g., color perception and resolution) to ensure that every out-
of-view object is adequately and equally perceived. Showing the visual cues to
out-of-view objects in all directions has the further advantage that it provides the
user with a better understanding of the direction of an out-of-view object even
if they do not understand the amount of head movement required to find it. In
addition to the original Halo [BR03] and Wedge [GBGI08] implementations, we
needed to adapt our techniques for VR and AR views:

All techniques. We added transparency to all techniques. Using this approach,
we ensure no content is occluded by our visual cues, and it further helps to
reduce clutter in cases of overlapping visual cues.
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(a) Out-of-view object and user. (b) Intersection on sphere.

(c) WedgeVR and WedgeAR. (d) HaloVR and HaloAR.

Figure 5.7: Projection of out-of-view object onto sphere with applied visualization
techniques (WedgeVR, WedgeAR, HaloVR, and HaloAR).

HaloVR, HaloAR. For HaloVR and HaloAR, we needed to change the way the
techniques pointed towards out-of-view objects. Originally, each object was in
the center of a Halo, but applying these techniques to the inner surface of a
sphere would limit Halo to only show objects 90° away from the user’s line of
sight. To overcome this limitation, we span HaloVR and HaloAR in between
the user’s line of sight and the direction towards the out-of-view object (cf.
Figure 5.7b). The techniques are shown in Figure 5.6c and Figure 5.6a.

WedgeVR, WedgeAR. For WedgeVR and WedgeAR, we needed to remove the
ability to make space for other visual cues. There are two reasons for this.
First, this approach avoids Wedges jumping during head movements. In pilot
testing, users reported losing track of specific out-of-view objects when Wedge
jumping was involved. The wedges jumping due to the original approach of
having them make space for other Wedges. This is because they were applied
onto the inner surface of a sphere, which is a double-curved geometry. Making
space for other wedges combined with head movement requires wedges to jump.
In the original work, this did not happen because the Wedges were applied to
a 2D plane. The second reason for removing the ability to make space is to
ensure that all visual cues are always displayed with the same distance towards
the user’s line of sight and can be perceived equally well. The techniques are
shown in Figure 5.6d and Figure 5.6b.



74 Adapting Off-Screen Visualization Techniques

We implemented our techniques using the Unity3D game engine. To ensure
smooth surfaces and 3D shapes, we generated the meshes for all techniques dur-
ing run-time. Furthermore, we allowed adaption of the number of polygons used
for each technique to ensure good rendering performance on different platforms.
Additionally, we added a directional light source to simulate natural light effects
like shadows and reflections. We used for each platform the same “intrusion”
level into the user’s field-of-view (5° Hololens, 25° Oculus). More platform spe-
cific implementation details are described in the corresponding parts. All four
techniques (HaloVR, HaloAR, WedgeVR and WedgeAR) are available as Unity
packages under MIT License on GitHub8.

5.2.3 Part I: Evaluating HaloVR and WedgeVR

In this section, we provide an evaluation of the performance of our designed
techniques HaloVR and WedgeVR in Virtual Reality.

5.2.3.1 Apparatus

For testing our techniques in VR, we used the Oculus Rift because the display
resolution and FOV are the current state of the art. The FOV of the Oculus
Rift is about 90 degrees. This provides a large design space for applying our
techniques. Therefore, we decided to place the visual cues in the far periphery of
the user. This helps to avoid clutter and object occlusion. Further, it serves to
maintain an immersive experience. Also, as shown in Section 5.1, the periphery
of the user can be used for out-of-view visualization and provides a better user
experience. During pilot testing, we observed that an area of 50° in the center of
the screen should remain unaffected by our visualization techniques. This allows
the user to focus on their primary task while still being able to sufficiently observe
moving out-of-view objects in the far periphery as a secondary task. Since we are
interested in how well these techniques perform, we needed to first test them in
environments without other influencing variables. Therefore, we ran our study
in an empty space (see Figure 5.8a). We used the Oculus Touch controller as an
input device for our study.

5.2.3.2 Study design

To evaluate the performance of our techniques (HaloVR and WedgeVR), we
conducted a within-subjects controlled laboratory study in VR with the Oculus
Rift. Our study had two independent variables: visualization with two levels
(HaloVR vs. WedgeVR) and number of objects with three levels (one vs. five.
vs. eight). We varied the number of shown out-of-view objects to investigate

8 GitHub OutOfView-Project. www.github.com/UweGruenefeld/OutOfView, last retrieved April
21, 2020
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(a) Virtual world environment in VR. (b) Real world environment in AR.

Figure 5.8: Environment in Virtual and Augmented Reality.

the threshold for a maximum number of out-of-view objects and because of prior
work that showed Halo suffers from on-screen cluttering (cf., [BCG06, HPB10]).
Besides that, the same numbers of out-of-view objects (one vs. five vs. eight)
were investigated in Section 5.1.

We used quantitative methods to evaluate user performance, where our depen-
dent variables were search time, object selection accuracy and direction error.
Search time is the time users need to locate and select an out-of-view object in
the scene, while object selection accuracy specifies the number of objects users
selected correctly. The direction error here is the angular error, which is the
angle between the user’s assessment of the out-of-view object’s position and its
correct position in 3D space. Additionally, we gave participants the SUS [Bro96]
and RAW-TLX [Har06] questionnaires in order to gain insight into perceived
usability and workload. To gain further insight into the user experience of all
techniques, we additionally provided participants with Likert-scale items that
asked about their performance during the study.

For this study, we derived the following sub-question from our first research
question: (RQ1b) Which of the visualization techniques (HaloVR, WedgeVR)
performs best with respect to search time, object selection accuracy, and direction
error for different numbers of out-of-view objects in Virtual Reality? We posit
the following hypotheses:

H2 A higher number of out-of-view objects results in worse search time perfor-
mance of the tested visualization technique.

H3 Based on the findings in Section 5.1 where Halo outperformed Wedge with
respect to direction error, we hypothesize HaloVR will result in lower direction
error as WedgeVR.

H4 Both techniques (HaloVR and WedgeVR) result in acceptable usability.
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5.2.3.3 Procedure

Our study was divided into two tasks: a search task and a direction estimation
task. Both tasks were divided into two blocks (four blocks in total), where each
block tested one technique (HaloVR or WedgeVR). We counter-balanced each
block across all participants. Each technique was tested with one, five, and eight
out-of-view objects (see Subsubsection 5.2.3.2 for an explanation). Each number
of out-of-view objects was tested five times. The number of objects tested in a
trial was selected randomly at run time. Objects were randomly distributed in 3D
space as out-of-view objects. We stored the seeds of the position generation to test
the same positions for each technique. However, by randomly shuffling the seeds
from the previous technique we ensured that participants could not recognize the
positions of the out-of-view objects tested with the previous technique.

Overall, we tested four blocks with three different numbers of objects for five
iterations, resulting in 60 trials per participant. After each block of the search
task, we asked participants to fill out SUS and NASA Raw-TLX questionnaires.
At the end of all blocks, participants were asked to fill out our subjective and
demographic questionnaires.

Task A: Search Time

Each of the two blocks of this task started with a practice trial and an explanation
of the visualization and the task the user had to perform. In each run of this
task, a randomly chosen visual cue (HaloVR or WedgeVR) was highlighted in
red and the participant had to find the represented out-of-view object with the
support of the visual cue by selecting it with a cursor and pressing a button on
the controller. The cursor was controlled by head movement.

Task B: Direction Estimation

Each of the two blocks of this task started with a practice trial and an explanation
of the visualization and the task the user had to perform. In each run of this
task, a randomly chosen visual cue (HaloVR or WedgeVR) was highlighted in red
and the participant had to estimate the direction of the represented out-of-view
object by selecting the estimated direction with a cursor and pressing a button on
the controller. The cursor was controlled by head movement. The visualization
technique was only visible when the user gazed into the starting direction. Any
kind of head movement towards the out-of-view object disabled the visualization
technique (i.e., made it disappear). Each participant took approximately 40
minutes to finish the experiment.
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5.2.3.4 Participants

We recruited 16 participants (6 female), aged between 21 and 54 (M=30.06,
SD=7.72). None of them suffered from color vision impairment. All had normal
or corrected-to-normal vision. The participants did not receive any compensation.

5.2.3.5 Results

Search Task

For the search task, we consider the effects of the two factors (visualization,
number of objects) on search time and object selection accuracy (where ob-
ject selection accuracy refers to whether an object was found during the trial).
The mean search times for the visualization techniques are: HaloVR=2.26s and
WedgeVR=2.24s. The total number of incorrectly selected objects are: HaloVR
(232/240=96.7% accuracy) and WedgeVR (234/240=97.5% accuracy). The times
for the search task are compared in Figure 5.9.
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Figure 5.9: Boxplot of median search times of visualization techniques and num-
ber of objects (line indicates overall mean search time and number in parentheses
indicates the number of objects tested).

A Shapiro-Wilk-Test showed that our data is not normally distributed (p<
0.001). As we compare two matched groups within subjects, we directly per-
formed a Wilcoxon Signed-rank test. Here we found no significant effect of vi-
sualization technique on search time (W=14404, Z=-0.052, p=0.959, φ<0.01).
This indicates that HaloVR and WedgeVR do not sufficiently differ with respect
to search time.
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For a more detailed analysis, we compared the different combinations of visual-
ization techniques and numbers of objects (HaloVR(1)=1.96s, HaloVR(5)=2.31s,
HaloVR(8)=2.52s, WedgeVR(1)=1.87s, WedgeVR(5)=2.18s, and WedgeVR(8)=
2.66s). Since our data is not normally distributed and we compare six matched
groups within subjects, we ran a Friedman test, which revealed a significant ef-
fect of different combinations of visualization techniques and numbers of objects
on search time (χ2(5)=37.15, p<0.001, N=16). A post-hoc test using Wilcoxon
Signed-rank with Bonferroni correction showed significant differences between
some conditions, shown in Table 5.2. We can conclude that the search time
for one object is smaller than for multiple objects. Furthermore, for WedgeVR
the search time proportionally increases, where WedgeVR(1) < WedgeVR(5) <

WedgeVR(8).

Table 5.2: Pairwise comparison of technique combinations for search time per-
formance (number in parentheses indicates number of objects tested).

Combination p-value φ-value

HaloVR(1) vs. WedgeVR(1) 1 undef.

HaloVR(5) vs. WedgeVR(5) 0.240 0.14

HaloVR(8) vs. WedgeVR(8) 0.200 0.10

HaloVR(1) vs. HaloVR(5) 0.003 0.23

HaloVR(1) vs. HaloVR(8) <0.001 0.32

HaloVR(5) vs. HaloVR(8) 0.307 0.08

WedgeVR(1) vs. WedgeVR(5) 0.007 0.21

WedgeVR(1) vs. WedgeVR(8) <0.001 0.40

WedgeVR(5) vs. WedgeVR(8) <0.001 0.28

Estimation Task

We consider the effects of the two factors (visualization, number of objects) on
direction error. The mean errors for the visualizations are: HaloVR=23.02° and
WedgeVR=20.67°. The direction errors are compared in Figure 5.10. A Shapiro-
Wilk-Test showed that our data is not normally distributed (p<0.001). As we
compare two matched groups within subjects, we performed a Wilcoxon Signed-
rank test. Here we found no significant effect of visualization technique on direc-
tion error (W=13165, Z=-1.203, p=0.230, φ=0.05). This indicates that HaloVR
and WedgeVR do not significantly differ with respect to estimation accuracy.

Furthermore, we tested the Pearson’s product moment correlation coefficient
between direction error and angle towards out-of-view object. The direction
errors for HaloVR and WedgeVR can be seen in Figure 5.11. The correlations
are: HaloVR=0.66 (t(238)=13.68, p<0.001) and WedgeVR=0.71 (t(238)=15.54,
p<0.001). Our results indicate that there is a medium-strong correlation between
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Figure 5.10: Direction error of visualization techniques (line indicates mean di-
rection error and number in parentheses indicates the number of objects tested).

direction error and angle towards out-of-view object for both techniques. This
shows that a higher angle results in a higher direction error.

NASA RAW-TLX

For NASA Raw-TLX [Har06] scores, HaloVR scored 29.44 and WedgeVR scored
23.88. Both values indicate a low workload, with WedgeVR having a slightly
lower workload than HaloVR.

System Usability Scale

For SUS scores, HaloVR scored 87 and WedgeVR scored 92, both of which
are over the threshold for acceptable usability [Bro96]. This shows that both
techniques are usable for VR.

Likert-scale Questionnaire

At the end of the study, we asked participants to answer four questions with
5-point Likert items. Participants stated they were able to easily find the out-of-
view objects with HaloVR (Md=4, IQR=1) as well as with WedgeVR (Md=5,
IQR=1). Furthermore, they stated they were able to correctly estimate the posi-
tions of out-of-view objects with HaloVR (Md=3, IQR=1.25) and with WedgeVR
(Md=3.5, IQR=1). Overall, nine participants preferred WedgeVR while seven
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Figure 5.11: Correlations between direction error and angle towards out-of-view
object for HaloVR and WedgeVR. Best seen in color.

preferred HaloVR. Furthermore, three participants stated that it was harder to
estimate the position than it was to search for the object. However, all three
of those participants stated that WedgeVR better supports position estimation
than HaloVR.

5.2.3.6 Discussion

Number of Objects

The number of out-of-view objects visualized simultaneously had a significant
effect on search time performance, while it had no effect on direction error. This
can be explained by some participants needing more time when distraction is
added by multiple visual cues. Therefore, we suggest using as few visual cues
simultaneously as possible. Since we found a significant effect of number of objects
on search time performance, we can accept our hypothesis H2.

Comparison of Techniques

Both techniques performed well with respect to search time, object selection
accuracy and direction error. In both tasks there were no significant differences
between HaloVR and WedgeVR. Based on these findings, we cannot accept our
hypothesis H3 because we did not find a significant effect for direction error.
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Both techniques had acceptable usability (HaloVR=87, WedgeVR=92) and low
workload (HaloVR=29.44, WedgeVR=23.88); therefore, we can accept H4.

Clutter

Four out of 16 participants stated that they preferred WedgeVR for the study
because it resulted in less clutter to their view. They further liked the aspect
that WedgeVR always points directly to the out-of-view object.

5.2.4 Part II: Evaluating HaloAR and WedgeAR

Here, we evaluate the performance of our designed techniques (HaloAR and
WedgeAR) for foveal visualization of out-of-view objects in Augmented Reality.
The two techniques are shown in Figure 5.12.

(a) HaloAR on Hololens. (b) WedgeAR on Hololens.

Figure 5.12: Tested techniques in Augmented Reality.

5.2.4.1 Apparatus

For AR, we used the Microsoft Hololens because the placement of 3D objects in
the real environment and the display technology used are currently the state of the
art for HMD AR devices. Further, the limited field-of-view is quite challenging
and is helpful for testing how well our techniques generalize. The field-of-view of
the Microsoft Hololens is about 30 degrees. In comparison with VR, this reduces
the available space for our visual cues by a factor of three. On devices with
such small fields-of-view, showing our visualizations in the far periphery is not
possible. Therefore, we moved them to the near periphery when one is looking
straight ahead, leaving only an area of 10 degrees unaffected. Further, we used a
Hololens clicker instead of the Oculus Rift controller used in the previous study.
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5.2.4.2 Study Design

To evaluate the performance of our designed techniques (HaloAR and WedgeAR)
in AR, we conducted a second within-subjects controlled laboratory study with
the Microsoft Hololens. Our study in Augmented Reality was based on the same
study design as our previous VR study.

For this study, we derived the following sub-question from our first research
question: (RQ1c) Which visualization technique (HaloAR, WedgeAR) performs
best with respect to search time, object selection accuracy, and direction error
for different numbers of out-of-view objects in Augmented Reality? We posit the
following hypotheses:

H5 A higher number of objects results in worse search time performance.

H6 Based on findings in Section 5.1 where Halo outperformed Wedge with respect
to direction error, we hypothesize that HaloAR outperforms WedgeAR.

H7 We expect the smaller Hololens FOV to negatively affect performance for
search time, object selection accuracy, and direction error even when the visu-
alizations are presented in the near periphery instead of the far periphery.

H8 Both techniques (HaloAR and WedgeAR) result in acceptable usability.

5.2.4.3 Procedure

Our study was divided into two tasks: a search task and a direction estimation
task. Both tasks were similar to the tasks used for the VR study. We tested four
blocks with three different numbers of objects for five iterations, resulting in 60
trials per participant. Overall, each participant took approximately 40 minutes
to complete the study.

5.2.4.4 Participants

We recruited 16 participants (7 female), aged between 20 and 56 (M=30.63,
SD=10.34). None of them suffered from color vision impairment. All had normal
or corrected-to-normal vision. The participants did not receive any compensation.

5.2.4.5 Results

Search Task

For the search task, we consider the effects of the two factors (visualization
and number of objects) on search time and object selection accuracy (where
object selection accuracy refers to whether an object was found during the trial).
The mean search times for the visualization techniques are: HaloAR=3.84s and
WedgeAR=4.00s. The total numbers of incorrectly selected objects are: HaloAR
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(235/240=98%) and WedgeAR (231/240=96.3%). The search times are com-
pared in Figure 5.13.
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Figure 5.13: Boxplot of median search times of visualization techniques and num-
ber of objects (line indicates mean search time and number in parentheses indi-
cates the number of objects tested).

A Shapiro-Wilk-Test showed that our data is not normally distributed (p<
0.001). As we compare two matched groups within subjects, we performed a
Wilcoxon Signed-rank test. Here we found no significant effect of visualization
technique on search time (W=13161, Z=-1.2065, p=0.228, φ=0.06). This indi-
cates that HaloAR and WedgeAR do not significantly differ with respect to search
time.

For a more detailed analysis, we compared the different combinations of visual-
ization techniques and numbers of objects (HaloAR(1)=3.05s, HaloAR(5)=3.57s,
HaloAR(8) =4.91s, WedgeAR(1)=3.29s, WedgeAR(5)=3.97s, and WedgeAR(8)=
4.75s). Since our data is not normally distributed and we compare six matched
groups withi-subjects, we ran a Friedman test, which revealed a significant ef-
fect of different combinations (visualization, number of objects) on search time
(χ2(5)=68.08, p<0.001, N=16). A post-hoc test using Wilcoxon Signed-rank
with Bonferroni correction showed significant differences between all conditions,
shown in Table 5.3. We can conclude that the number of objects has a significant
effect on search time in Augmented Reality.
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Table 5.3: Pairwise comparison of combinations in terms of search time perfor-
mance (number in parentheses indicates the number of objects tested).

Combination P-value φ-value

HaloAR(1) vs. WedgeAR(1) 0.869 0.13

HaloAR(5) vs. WedgeAR(5) 0.399 0.07

HaloAR(8) vs. WedgeAR(8) 1 undef.

HaloAR(1) vs. HaloAR(5) 0.025 0.18

HaloAR(1) vs. HaloAR(8) <0.001 0.46

HaloAR(5) vs. HaloAR(8) <0.001 0.31

WedgeAR(1) vs. WedgeAR(5) <0.001 0.27

WedgeAR(1) vs. WedgeAR(8) <0.001 0.39

WedgeAR(5) vs. WedgeAR(8) =0.001 0.25

Estimation Task

We consider the effects of the two factors (visualization and number of objects)
on mean direction error. The mean errors for the visualization techniques are:
HaloAR=29.79°and WedgeAR=36.03°. The direction errors are compared in Fig-
ure 5.14. A Shapiro-Wilk-Test showed that our data is not normally distributed
(p<0.001). As we compare two matched groups within subjects, we performed
a Wilcoxon Signed-rank test. Here we found a significant effect of visualiza-
tion technique on direction error (W=11531, Z=-2.720, p=0.006, φ=0.12). This
provides evidence that HaloAR results in significantly better performance than
WedgeAR with respect to estimation accuracy. However, here we found no sig-
nificant differences between the six groups (HaloAR(1), HaloAR(5), HaloAR(8),
WedgeAR(1), WedgeAR(5), WedgeAR(8)) when conducting a Friedman test
(χ2(5)=6.91, p=0.228, N=16).

Furthermore, we tested the Pearson’s product moment correlation coefficient
between direction error and angle towards out-of-view object. The direction
errors of HaloAR and WedgeAR can be seen in Figure 5.15. The correlations
are HaloAR=0.294 (t(238)=4.75, p<0.001) and WedgeAR=0.372 (t(238)=6.18,
p<0.001). Our results indicate that there is a weak correlation between direction
error and angle towards out-of-view object for both techniques. This means a
higher angle is less likely to result in a higher direction error than a lower angle.

NASA RAW-TLX

For NASA Raw-TLX scores, HaloAR scored 21.75 and WedgeAR scored 24.81
[Har06]. The values do not differ much, but both indicate a lower workload.
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Figure 5.14: Boxplot of median direction error of visualization techniques (line
indicates mean direction error and number in parentheses indicates the number
of objects tested).

System Usability Scale

HaloAR scored 85 and WedgeAR scored 82 on the SUS, which is above the
threshold for acceptable usability [Bro96]. According to the SUS scores, we find
that both techniques are usable for AR HMDs.

Likert-scale Questionnaire

At the end of the study, we asked the participants to answer four questions with
5-point Likert-scale items. Participants stated they were able to easily find the
out-of-view objects with HaloAR (Md=4, IQR=2) as well as with WedgeAR
(Md=4, IQR=1). Furthermore, they said they were able to easily estimate the
positions of out-of-view objects with HaloAR (Md=3, IQR=1.5) and WedgeAR
(Md=3, IQR=2). Overall, six participants preferred WedgeAR while ten pre-
ferred HaloAR.

5.2.4.6 Discussion

Number of Objects

The number of out-of-view objects visualized simultaneously had a significant
effect on search time performance, while it had no effect on direction error. This
can be explained by some participants needing more time when distraction is
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Figure 5.15: Correlations between direction error and angle towards out-of-view
object for HaloAR and WedgeAR. Best seen in color.

added by multiple visual cues. Therefore, we suggest using as few visual cues
simultaneously as possible. Given our results, we accept hypothesis H5.

Comparison of Techniques

Both techniques performed well with respect to search time, object selection
accuracy and direction error. We found a significant effect of visualization tech-
nique on direction error, but no significant effect of visualization technique on
search time or object selection accuracy. To interpret this, the near peripheral
presentation of HaloAR may have been easier to understand than WedgeAR and
therefore may have led to lower direction estimation errors. Here, we must reject
our hypothesis H6.

Furthermore, both techniques demonstrated acceptable usability (HaloAR=85
and WedgeAR=82) and low workload (HaloAR=21.75 and WedgeVR=24.81),
therefore we can accept H8.

Small Field-of-View

The small field-of-view of the Hololens allows us to use only a small number
of visual cues simultaneously. This is due to frequent overlapping of multiple
visual cues, which adds clutter to the screen even with our added transparency.
This is supported by the significant increases in search time of 1.38 seconds for
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HaloAR(5) to HaloAR(8) and 0.78 seconds for WedgeAR(5) to WedgeAR(8).
However, this affects HaloAR more strongly than it does WedgeAR. Here, we
can accept our hypothesis H7.

5.2.5 Implications

Advantages of Head-mounted Devices

Since our techniques are inspired by off-screen visualization techniques [BR03,
GBGI08], they can be perceived as similar and therefore familiar to users. In this
regard, our techniques also overlay the viewing frustum of the user. Combined
with an HMD, our techniques offer a constant flow of information regarding
out-of-view objects for presentation in both the far periphery and on-demand
guidance for near peripheral presentation under more limited FOVs, such as those
of currently available AR devices.

Reducing the Number of Visual Cues

How many out-of-view objects should be visualized is dependent on the task.
For estimating the positions of out-of-view objects, the number of objects has no
influence on user performance for up to eight objects. However, search time is
negatively affected by a higher number of visual cues across both VR and AR.
Therefore, we recommend reducing the number of visual cues that are visible at
the same time during a search task. This can be achieved by successively guiding
the user from one out-of-view object to the next in a sequential manner, or by
showing only relevant (e.g., determined by usecase) out-of-view objects at a given
time.

Far Peripheral vs. Near Peripheral Visualization

To adapt our techniques across different FOVs, we followed two different ap-
proaches for presenting our visual cues to the user. For small FOV devices where
no far peripheral vision is available, we used a near-peripheral presentation. For
larger FOV devices, we presented the visual cues in the far periphery. Based on
our experiments, we recommend varying the distance of visual cues towards the
user’s line of sight between 8° and 30°. A lower angular distance results in more
clutter since all visual cues are overlay one other independently of the direction
to which they are pointing. A higher angular distance will result in worse percep-
tion of shapes and a less accurate estimation of position for out-of-view objects
(cf., [Kal01, SRJ11]).
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Guidance Towards Out-of-View Objects

Since we implemented out-of-view visualization techniques, we assumed that no
visualization is necessary when the objects are visible on screen. However, during
pilot tests, some participants stated that our artificial out-of-view objects all look
the same, and they were therefore unable to decide which object they were seeking
for when multiple out-of-view objects were closer together. To solve this problem,
we decided to have 5° at the border of the screen where the visual cue remains
active. However, it was still problematic for participants to distinguish between
objects close together. This resulted in 14 wrongly selected objects in VR and 14
wrongly selected objects in AR. As an outcome of this, we recommend not hiding
the visualization when it is unclear which object the user is seeking or replacing
it with an in-view visual cue.

Performance of Visualization Techniques

Both experiments in VR and AR showed that our techniques are perceived as
usable for seeking and selecting out-of-view objects. This is further supported by
an average search time of 2.25 seconds in VR and 3.92 seconds in AR. However,
our quantitative results showed that HaloAR performs significantly better with
regard to direction error than WedgeAR (HaloAR=29.79°, WedgeAR=36.03°).
Nevertheless, the correlation between the direction towards out-of-view objects
and the direction error is stronger for VR (HaloVR=0.66, WedgeVR=0.71) than
for AR (HaloAR=0.29, WedgeAR=0.37), which indicates that users were better
at estimating smaller angles towards out-of-view objects in VR than in AR. To
avoid different graphic performances between the platforms, we reduced the num-
ber of rendered polygons to a level that is supported by the Hololens and used
the same number of polygons for the Oculus.

5.2.6 Limitations

Reduced 3D Perception

Since our visualizations (per individual device) are always positioned with the
same distance to the user’s line of sight, it is not possible to look at the 3D visual
cue from different angles, making it harder to perceive the full volumetric shape of
the visual cues. This limitation is part of our approach for positioning our visual
cues at the same position in the user’s periphery and not in the environment.
However, by attaching the visualizations to the head of the user, we can ensure
that the visual cues are always visible and do not disappear from view.

Ecological Validity

We tested both visualization techniques in VR as well as in AR in a controlled lab
study. To measure user performance under these settings, we needed to control
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the environment as much as possible. However, this limits our understanding
of how such techniques can be used across real applications and usecases (e.g.,
representing objects or characters in Virtual Reality games). Nevertheless, our
work invites such ecological testing of out-of-view visualization techniques as a
future research agenda.

5.2.7 Conclusion

In this section, we developed HaloAR, HaloVR, WedgeAR, and WedgeVR to visu-
alize the positions of out-of-view objects. Our findings showed that all techniques
are usable under constraints of their specific technology (VR or AR). We showed
two different approaches of using our techniques (far and near peripheral visu-
alizations). Furthermore, we found that the limited FOV of current AR devices
has a negative impact on user performance. Our work opens avenues for further
investigating out-of view-object visualization techniques, where we believe eco-
logical testing and lowering direction estimation error will improve the adoption
of such visualization approaches.

5.3 FlyingARrow: Flying Towards Out-of-View Objects

A B C D

Figure 5.16: Visualization technique FlyingARrow (green) as image sequence
(A-D), out-of-view object (red), and field-of-view (gray).

In our first study, we compared three different visualization techniques with one
other, finding that the technique Arrow resulted in poorer performance than did
Halo and Wedge. We think this may be because Halo and Wedge use a concept
known as amodal completion, which refers to the idea that humans can mentally
complete a shape even if only a part of it is visible. This concept is not part of
Arrow in the original sense. Therefore, in this section, we aim at transferring this
idea to Arrow. However, instead of mentally completing a shape, we hypothesize
that humans may also be able to mentally complete the trajectory of an object
traveling with the same speed in a fixed direction. Therefore, we combine the
visual cue of an out-of-view object with an acoustic signal to point towards objects
in 3D space. As shown by previous work, this combination can lead to faster
reaction times [LBS+17]. Further, the combination of both modalities helps to
reduce the visual information load [Wic08] and clutter on the screen. We use
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a 3D arrow that flies from the user’s line of sight towards the position of the
out-of-view object and returns an acoustic signal on it. The audio signal does
not play from the 3D position of the object, but on both speakers in order to
indicate that the 3D arrow has reached the out-of-view object (see Figure 5.16).
Thereby, we can focus on the visual aspect of this technique.

To evaluate the performance of FlyingARrow, we conducted a user study in
Augmented Reality comparing it against EyeSee360 using the Microsoft Hololens.
The development of EyeSee360 will be described later in this thesis (see Sec-
tion 7.1). However, we will describe the fundamental idea of the technique in a
dedicated subsection (see Subsection 5.3.2). The reason for breaking out of our
linear storyline is that we investigated all three research questions in parallel and
to the time we started to explore FlyingARrow, EyeSee360 had been proven to
be the best-performing technique.

Here, our research contributions include:

• A multi-modal visualization technique for pointing to out-of-view objects on
small screen Augmented Reality devices.

• Comparison of FlyingARrow to the later-described radar-like visualization
technique EyeSee360.

The work presented in this section was published as a full paper at the PerDis
conference in 2018 [GLH+18].

5.3.1 Approach

We explore how to guide users toward out-of-view objects 360° around the user.
Our technique FlyingARrow uses a combination of visual and auditory cues to
point toward out-of-view objects. For guiding toward out-of-view objects the 3D
distance between the out-of-view object and the user is not relevant. Therefore,
we stick with encoding the 3D directions toward these objects. Our work draws
on Section 5.1 and Section 5.2, which show that out-of-view object visualization
can be successfully adapted from 2D off-screen visualization techniques to head-
mounted Augmented Reality. In a user study, we compare how well our technique
FlyingARrow performs in comparison to EyeSee360.

5.3.2 EyeSee360

EyeSee360 (see Section 7.1) is a visualization technique that allows a user to
know the direction and distance of out-of-view objects. Figure 5.17b shows how
EyeSee360 looks on the Hololens. This grid system compresses 3D position in-
formation onto a single 2D plane. The inner ellipse of EyeSee360 represents the
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(a) FlyingARrow on Hololens. (b) EyeSee360 on Hololens. (c) Participant.

Figure 5.17: FlyingARrow and EyeSee360 on Microsoft Hololens. In a) and b)
the lighter area indicates the Hololens screen.

FOV of the current user, and the area outside the ellipse is outside the user’s
view. Each dotted line represents a 45° section of the user’s view. The horizon-
tal line expresses the altitude of the object. The vertical curved lines represent
the direction to the object. For example, the red dot at the upper right part of
EyeSee360 represents an object that is almost 45° to the right and more than
45° up. The color encodes the distance from close (red) to far away (blue). More
detailed information can be found in the chapter that describes the visualization
technique EyeSee360 (see Section 7.1).

5.3.3 FlyingARrow

Our developed technique FlyingARrow combines the visual representation of an
out-of-view object with an acoustic signal to point toward the object in 3D space.
The combination of both modalities helps to reduce the visual information load
[Wic08] and clutter on the screen. As with amodal completion or amodal per-
ception [Mic91, EZ93], where users can mentally complete simple shapes even
when only part of the shape is visible, we hypothesize that users can mentally
complete a uniform movement when only one part of that movement is visible.
Therefore, we use a 3D arrow (cf. Figure 5.17a) that flies with uniform movement
from the user’s line of sight toward the position of the out-of-view object and re-
turns an acoustic signal on it (see Figure 5.16). We hypothesize that the user
can mentally complete the out-of-view movement. We decided to use another
modality to inform the user when the 3D Arrow reaches the out-of-view object.
We chose sound because all current devices are equipped with audio and because
previous work showed that audiovisual cues are useful for reducing reaction times
[LBS+17]. The 3D direction of the out-of-view object is encoded by the direc-
tion in which the 3D Arrow points, and the distance is encoded by the flight
duration of the arrow. We implemented FlyingARrow in the 3D game engine
Unity3D. The source code is available as an Open Source project on GitHub9

9 Github OutOfView-Project. https://github.com/UweGruenefeld/OutOfView, last retrieved
April 21, 2020
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and supports various Augmented Reality as well as Virtual Reality devices (e.g.,
Microsoft Hololens, HTC Vive or Oculus Rift).

5.3.3.1 Identifying parameters of FlyingARrow

We identified various parameters to adjust our technique FlyingARrow to small
field-of-view devices. Therefore, we derived fitting settings of these parameters
from related work or with pilot testing.

Speed of 3D Arrow is connected to flight duration because there is a limited
time period in which humans can memorize perceptions. This period is stated
by prior work as being up to three seconds (also called the three-seconds-
phenomenon) [Pöp02]. Therefore, we adapt the speed of the 3D-Arrow so
that it is able to fly from the user’s line of sight to the out-of-view object
within three seconds.

Size of 3D Arrow is chosen based on findings in pilot testing that investigated
the smallest arrow size for which users still could perceive the shape and the
direction. Since the field-of-view of the Hololens is rather small, the 3D Arrow
had to use at least one-twentieth of the screen space to be easily perceivable
by the participants (cp. Figure 5.17a).

Sound variants are useful with regard to the amount of information that can
be encoded. Using simple sound coming from both speakers of the Hololens,
we could advance to 3D sound coming from the direction of the out-of-view
object. Further, we thought of using periodic repeated sounds at one-second
intervals to assist in mentally understanding trajectory. However, since none
of these worked best during pilot testing, we used the simplest possible sound
pattern in which a single sound is given on the out-of-view object from both
speakers, without information.

5.3.4 Study Design

To evaluate the performance of our novel visualization technique FlyingARrow,
we conducted a within-subjects controlled laboratory study in Augmented Re-
ality with the Microsoft Hololens. Our study’s only independent variable was
visualization with two levels (FlyingARrow vs. EyeSee360). We used quantita-
tive methods to evaluate user performance, taking search time, search error, and
direction error as our dependent variables. Search time is measured as the time
a user needs to locate and select an out-of-view object in the scene, while search
error is specified as the number of objects a user wrongly selects. The direction
error here is the angular error, which is the angle between the user’s assessment
of the out-of-view object’s position and its correct position in 3D space.
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For this study, we derived the following sub-question from our first research
question: (RQ1d) Does FlyingARrow perform better than EyeSee360 on a small
field-of-view Augmented Reality device with respect to search time, search error,
direction accuracy, perceived usability, and workload?

H9 We expect FlyingARrow to result in lower search time than EyeSee360.

H10 Based on previous work, we hypothesize that uniform movement used in Fly-
ingARrow can be completed in a mentally similar way as amodal completion,
and therefore lead to better direction estimation accuracy than EyeSee360.

H11 We expect FlyingARrow to have a lower workload than EyeSee360.

5.3.5 Procedure

The within-subjects study was divided into two tasks: a search task and a direc-
tion estimation task. Both tasks were divided into two blocks, with each block
testing one technique (FlyingARrow, EyeSee360). We counter-balanced the two
blocks across all participants. The out-of-view objects were randomly distributed
in 3D space. We stored the seeds of the position generation to test the same po-
sitions for each technique. However, by randomly picking the order, we ensured
that participants would not recognize a previous pattern of positions from the
foregoing technique.

At the end of the experiment, we asked participants to fill out a SUS question-
naire and a RAW-TLX questionnaire for each technique. Further, participants
were asked to fill out our individual subjective questionnaire and a demographic
questionnaire. Overall, each participant took approximately 40 minutes to finish
the experiment.

5.3.5.1 Task A: Search Time

Each block of this task started with three test trials (not included in results),
along with an explanation of the visualization technique and the task to achieve.
In each run of this task, the participant had to find the out-of-view object with
the support of the technique by selecting it with a cursor and a remote control.
Each block was tested 10 times.

5.3.5.2 Task B: Direction Estimation

Each block of this task started with three test trials (not included in results)
and an explanation of the visualization and the task to achieve. In each run
of this task, the participant had to estimate the position of a randomly placed
out-of-view object. Each block was tested 10 times.
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5.3.6 Participants

We recruited 12 participants (5 female), aged between 20 and 54 (M=27, SD=
8.96). None of them suffered from color vision impairment. All had normal or
corrected-to-normal vision.

5.3.7 Results

5.3.7.1 Search Task

For the search task, we consider the effects of one factor (visualization) on search
time and object selection accuracy (where object selection accuracy means an ob-
ject was not found during the trial). The mean search times for the visualization
techniques are: FlyingARrow=6.24s and EyeSee360=6.01s. The total numbers
of wrongly selected objects are: FlyingARrow (40/120=33.3% search error) and
EyeSee360 (19/120=15.9% search error). The search times are compared in Fig-
ure 5.18.
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Figure 5.18: Boxplot of median search times of the different visualization tech-
niques (line indicates mean search time).

A Shapiro-Wilk-Test showed that our data is not normally distributed (p<
0.001). As we compare two matched groups within subjects, we directly per-
formed a Wilcoxon Signed-rank test. Here we found no significant effect of visu-
alization on search time (W=3312, Z=-0.832, p=0.407, φ=0.05). This indicates
that FlyingARrow and EyeSee360 do not significantly differ with respect to search
time.

5.3.7.2 Estimation Task

We consider the effects of one factor (visualization) on mean direction error.
The mean errors for the visualization techniques are: FlyingARrow=33.52° and
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Figure 5.19: Boxplot of median direction errors of the different visualization
techniques (line indicates mean direction error).

EyeSee360=27.28°. The direction errors are compared in Figure 5.19. A Shapiro-
Wilk-Test showed that our data is not normally distributed (p<0.001). As we
compare two matched groups within subjects, we performed a Wilcoxon Signed-
rank test. Here we found no significant effect of visualization on direction error
(W=2972, Z=-1.723, p=0.085, φ=0.11). This indicates that FlyingARrow and
EyeSee360 do not significantly differ with respect to estimation accuracy.

5.3.7.3 RAW-TLX

For NASA Raw-TLX [Har06] scores, FlyingARrow scored 39.24 and EyeSee360
scored 46.74. Both values indicate an acceptable workload, though FlyingARrow
has a slightly lower workload than EyeSee360.

5.3.7.4 System Usability Scale

For SUS scores, FlyingARrow scored 68 and EyeSee360 scored 51. Therefore,
FlyingARrow is over the threshold for acceptable usability, while EyeSee360 is not
[Bro96]. In sum, only FlyingARrow is usable on small field-of-view AR devices.

5.3.7.5 Questionnaire

At the end of the study, we asked participants to answer four questions with
5-point Likert items. Participants stated that they were able to easily find the
out-of-view objects with FlyingARrow (Md=4, IQR=1.25), while they were neu-
tral for EyeSee360 (Md=3, IQR=1). Furthermore, they stated that they were
able to correctly estimate the positions of out-of-view objects with FlyingAR-
row (Md=4, IQR=1.25), but not with EyeSee360 (Md=2.5, IQR=1.25). Overall,
seven participants preferred FlyingARrow while five preferred EyeSee360.
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5.3.8 Discussion

5.3.8.1 Advantages of Head-mounted Devices

Since our technique is inspired by off-screen visualization techniques [BR03,
GBGI08], it can be perceived as similar and therefore familiar to users. The
simply shape of our 3D Arrow is especially easy to understand. Combined with a
head-mounted device, our technique can provide on-demand guidance for foveal
presentation under more limited FOVs. Showing the visualization technique on-
demand is especially helpful for avoiding clutter on devices with limited fields-of-
view (e.g., Hololens).

5.3.8.2 FlyingARrow vs. EyeSee360

Our main goal was to transfer Arrow to head-mounted AR devices and to improve
usability as well as direction accuracy of the technique. Compared to EyeSee360,
we reached that goal. However, FlyingARrow resulted in decreased performance
in terms of search time, object selection accuracy, and direction estimation. We
believe this is mostly due to lack of understanding of mentally complete uniform
movement and may be improved in future work. However, a SUS-score of 68
for FlyingARrow does not indicate good usability. We argue that this score is
influenced by the Hololens device. Three participants stated that the Hololens
itself felt uncomfortable to wear and that it negatively influenced their rating of
both techniques.

5.3.8.3 Amodal Completion for Direction Estimation

Besides the comparison to EyeSee360, our user study showed that users were able
to estimate the direction of out-of-view objects or locate them in 3D space. From
this, we can assume that mentally complete uniform movement works. However,
future work is needed to improve the technique.

5.3.8.4 Multimodal Technique

We showed that pointing to out-of-view objects can be done by splitting to multi-
ple modalities. However, for future work, we suggest testing different modalities
such as tactile feedback and investigating redundant encoding of direction to
out-of-view objects.

5.3.8.5 Limitations

For each out-of-view object, our technique used a visual cue flying from the
user’s line of sight toward the out-of-view object, but only once. Therefore, it
was difficult for participants to locate an out-of-view object when the visual cue
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was already gone. In order to overcome this limitation, we suggest either letting
3D Arrows repeatedly fly toward the out-of-view object or keeping 3D Arrows
in-view by sticking them at the screen border. Further, future work is needed
to evaluate the performance of FlyingARrow in more realistic scenarios (e.g.,
gaming). We imagine that FlyingARrow may retain advantages over EyeSee360
because of its reduced visual clutter.

5.3.9 Conclusion

In this section, we compared our novel visualization technique FlyingARrow with
the previous technique EyeSee360. We showed that perceived usability and work-
load was lower for our technique FlyingARrow. Additionally, it reduced the
amount of clutter added to the user’ s screen. However, EyeSee360 objectively
performed best regarding direction estimation, object selection accuracy, and
search time. However, we showed the potential of using FlyingARrow and men-
tal completion of uniform movement. To improve the direction estimation and
search time performances, future work that further explores combinations of dif-
ferent modalities for pointing toward out-of-view objects is required.

5.4 Summary

In this chapter, we adapted existing off-screen visualization techniques to cue
direction to out-of-view objects. First, we selected three promising off-screen
visualization techniques from related work (Arrow, Halo, and Wedge) and applied
them to AR to cue direction to out-of-view objects. Since we did not know how
well these techniques would perform, we restricted ourselves to 90 degrees in
front of the user and compared the adapted techniques in a first user study
(see Section 5.1). We found that Halo objectively performed best while Wedge
subjectively performed best.

Thereafter, we selected these two best-performing techniques and further im-
proved them to work for out-of-view objects spatially distributed all around the
user. Further, we extended the support to both, Augmented and Virtual Reality.
Afterwards, we compared both techniques in two user studies: one in Augmented
and one in Virtual Reality (see Section 5.2). While our techniques resulted in
overall high usability, we found the choice of AR or VR impacts mean search
time (VR: 2.25s, AR: 3.92s) and mean direction estimation error (VR: 21.85°,
AR: 32.91°). Moreover, while adding more out-of-view objects significantly af-
fects search time across VR and AR, direction estimation performance remains
unaffected.

In the last part of this chapter we improved Arrow, the visualization technique
from the first user study that performed worse than the other two techniques,
to cue the direction of out-of-view objects spatially distributed in 3D space all
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around the user. We compared the improved FlyingARrow technique with Eye-
See360 in a user study in Augmented Reality (see Section 5.3). We found that
perceived usability and workload were better for FlyingARrow than for Eye-
See360. However, FlyingARrow performed slightly worse in terms of direction
estimation, object selection accuracy, and search time.
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6 Extending the Field-of-View of Mixed Reality

Augmented and Virtual Reality are currently experiencing a second spring, trig-
gered by affordable do-it-yourself solutions like Google Cardboard1 and built upon
by Virtual Reality headsets like the Oculus Rift2 or the HTC Vive3. However,
compared to the human field-of-view, the field-of-view of current Augmented or
Virtual Reality devices is several times smaller, resulting in less immersive ex-
periences and underutilized human visual capabilities. Current head-mounted
VR devices are limited to around 110° horizontally, and AR devices to around
40° horizontally. This means that in the user’s periphery, either parts of the
visual scene are missing in VR or no virtual content is visible in AR. This is
partly due to technical limitations, where extending the FOV of such devices
requires more pixels to calculate, emits more heat, and results in lower comfort
due to increased weight. Importantly, this restricted FOV limits the immer-
sive potential of these systems. This is especially true for VR scenarios, which
often rely on user awareness of the positions of out-of-view objects that lie out-
side the restricted FOV (e.g., opponents in a multi-player game). This leaves
visual information-processing capabilities of users underutilized. Furthermore,
the experience of users is less immersive because of an abruptly ending display.
Therefore, different kinds of light displays have been suggested, with promising
results. For example, Xiao et al. showed that simulator sickness can be reduced
with peripheral light displays [XB16]. Additionally, these displays can increase
situational awareness by displaying additional information. Therefore, we ask:

RQ2: How can Mixed Reality devices with small fields-of-view be extended to
present directional cues to out-of-view objects?

To address this research question, we started by developing a low-cost proto-
typing tool for developing head-mounted peripheral light displays based on LEDs.
We call this prototyping tool PeriMR. This tool is built on top of Google Card-
board, to support both video see-through Augmented Reality and Virtual Reality,
and allows researchers to develop new peripheral head-mounted light displays for
Mixed Reality (see Section 6.1).

Thereafter, we investigated how well humans can perceive radial peripheral
light displays that use multicolor LEDs and how well these displays perform with
respect to cueing direction to out-of-view objects in Virtual Reality. We started
with Virtual Reality since it offers clean lab conditions, such as no influence by
external light. To investigate radial peripheral displays, we developed Radial-
Light, a low-cost radial peripheral display that augments existing head-mounted
devices, implemented as 18 radially positioned LEDs around each eye to cue
direction. RadialLight is built using the prototyping tool PeriMR. We first in-

1 Google Cardboard. arvr.google.com/cardboard, last retrieved April 21, 2020
2 Oculus Rift. www.oculus.com/rift, last retrieved April 21, 2020
3 HTC Vive. www.vive.com, last retrieved April 21, 2020



100 Extending the Field-of-View of Mixed Reality

vestigated direction estimation accuracy of multi-colored cues presented to one
versus two eyes. We then evaluated direction estimation accuracy and search time
performance for locating out-of-view objects in two representative 360° video VR
scenarios (see Section 6.2).

Thereafter, we transferred our results to Augmented Reality and developed
MonoculAR, a radial light display presented to one eye. We developed two dif-
ferent versions of MonoculAR. Both consist of twelve radially positioned LEDs,
but one presents them as off-screen LEDs and the other presents them as vir-
tual LEDs on the screen. In a user study, we compared both systems to evaluate
which of the two approaches results in shorter search time for locating out-of-view
objects in Augmented Reality (see Section 6.3).

In the last part of this chapter, we developed a peripheral light display that
works as low-cost standalone glasses and allows guiding of the user’s attention to
hazardous objects in the environment. Here, we looked at the concrete scenario
of pedestrians navigating traffic while being distracted by their smartphones and
risking collisions with other traffic participants. We developed our prototype with
peripheral displays and technically improved it with the experience of five usabil-
ity experts. Afterwards, we conducted an experiment on a treadmill to evaluate
the effectiveness of collision warnings in our prototype. During the experiment,
we compared three different light stimuli (instant, pulsing and moving) in terms
of response time, error rate, and subjective feedback (see Section 6.4).

6.1 PeriMR: Prototyping Peripheral Light Displays

(a) Behind lenses. (b) In front of lenses. (c) Sidebars.

Figure 6.1: Prototypes for testing the design space.

Mixed Reality devices with small fields-of-view can be extended to cover a
larger area of the human field-of-view. This is helpful for many usecases, such
as to reduce simulator sickness, and may also be useful for displaying additional
information about relevant objects in the environment to the user. However, to
investigate this, we first need a tool that assists in prototyping different ways
of extending the screen. Different prototyping tools have been suggested. For
example, PapAR from Lauber et al. transfers the well-known method of paper-
prototyping to AR [LBB14]. Two layers are used. One is a normal sheet of paper
on which the environment is drawn. Another is a transparent foil that shows the
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overlaying digital information. However, since peripheral displays must consider
the human perception characteristics, this approach is not viable for research on
information presentation in the periphery. A similar problem arises from other
prototyping approaches that focus on interface elements (e.g., [SC12]). To our
knowledge there is no research that addresses prototyping for head-mounted pe-
ripheral light displays for Mixed Reality. Therefore, we developed a low-cost
prototyping tool for developing head-mounted peripheral light displays that is
easy to extend. Our prototyping tool is built on top of Google Cardboard to
support video see-through Augmented and Virtual Reality. First, we tested the
design space for such a prototyping tool (see Figure 6.1). Then, we improved the
Google Cardboard platform to support generic peripheral light displays. These
displays can be attached to the cardboard by sliding them into a drawer. Addi-
tionally, we added an affordable microcontroller board with Wi-Fi and a battery
to allow usage in a mobile context. The prototyping tool can be built using a
laser cutter.

Here, our research contributions include:

• A low-cost and highly adjustable prototyping tool for peripheral light displays
in Augmented and Virtual Reality.

The work presented in this section was published as a demo paper at the
MobileHCI conference in 2017 [GSHB17].

6.1.1 Requirements for VR and AR Prototyping

As the first step, we identified three different characteristics that must be fulfilled
by our prototyping tool:

Extendability Our prototyping tool should support video-see-through Aug-
mented and Virtual Reality devices. Further, it should support the use of
different lenses and should allow LED placement on various positions.

Flexibility The prototyping tool should be reconfigurable to support different
design patterns. Reconfiguration should be possible within a user study.

Low-cost The prototyping tool should be low-cost and publicly available.

6.1.2 Concept of PeriMR

As a first step, we investigated the design space for peripheral LEDs on head-
mounted video see-through Augmented and Virtual Reality devices. We tested
three positions: between lenses and smartphone display (behind lenses), between
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eyes and lenses (in front of lenses) and attached to the frame (sidebars). In addi-
tion to positioning, we investigated different kinds of diffusors: Gorilla Plastic4,
milky plexiglass, and without diffusors. The prototypes are shown in Figure 6.1.

The outcome of the pre-testing with the developed prototypes was that the
best positions for the LEDs were in front of the lenses or on the sidebars. For
the sidebars, no diffusor was needed. For in front of the lenses, semi-transparent
plexiglass worked best. Behind the lenses also worked to some extent, but due to
reflections in the lenses, only low-resolution LED arrays make sense here. Since
the testing of behind the lenses needed further exploration, we left this position
out of the scope of our design space for this version.

As mentioned already, our prototyping tool was developed based on the official
Google Cardboard template. We modified the template using SketchUp5. During
two iterations, we changed the following points to fit the template to our needs:

1. We changed the proportions and increased the space before the lenses to allow
more LEDs and displays to be applied in this space. Further, it allows the
participant to wear glasses along with PeriMR.

2. We made the plane including the lenses detachable by adding a drawer with
a slide-in. The plane can be changed, thereby allowing support for different
LEDs and display patterns. Furthermore, different sizes of lenses can be used
by this approach. An example is described in the next section.

3. Additionally, we created two easy-to-attach sidebars, one for each side. These
can be used for testing with LED strips on them.

After cutting all parts we assembled the prototyping tool and then added a
NodeMCU developer board6 that is programmed with Arduino and has a low-cost
Wi-Fi board attached and one Li-Po battery. These components are lightweight,
affordable and allow mobile usage of the prototyping tool.

The resulting 3D model is shown in Figure 6.2: Figure 6.2a) shows the assem-
bled PeriMR, Figure 6.2b) shows the component parts, and Figure 6.2c) shows
the replaceable parts.

6.1.3 Prototyping with PeriMR

Key to our prototyping tool is the drawer for replaceable slide-ins. For demon-
stration, we created an example slide-in shown in Figure 6.3. This example uses
a radial projection of LEDs in two rows around the center. We used a semi-
transparent plexiglass as a diffusor. Creating new slide-ins is one way to build

4 Gorilla Plastic. www.gorilla-plastic.com, last retrieved April 21, 2020
5 SketchUp. www.sketchup.com, last retrieved April 21, 2020
6 NodeMCU. en.wikipedia.org/wiki/NodeMCU, last retrieved April 21, 2020
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(a) Assembled. (b) Component parts. (c) Replaceable parts.

Figure 6.2: Different views of the 3D model of PeriMR.

prototypes with PeriMR. Another way is to add new detachable sidebars (see
Figure 6.2c). Both ways can be used by altering the template7, which is publicly
available on GitHub.

(a) Circuits. (b) Completed slide-in.

(c) Completed prototype which was build using PeriMR.

Figure 6.3: Example of a prototype build with PeriMR.

6.1.4 Limitations

For our prototyping tool we see four main limitations:

7 PeriMR Template. www.github.com/UweGruenefeld/PeriMR, last retrieved April 21, 2020
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1. It builds on Google Cardboard and uses a smartphone for the Augmented
and Virtual Reality experience. Therefore, the graphic power for the main
experience is rather limited, but it is acceptable since the peripheral light
displays are the focus of the investigation.

2. We recommend that a laser cutter is used to build the prototype. Building it
with other tools may take longer and is not as accurate.

3. The attachment of the sidebars is not perfect yet. One must glue them to
the frame to fix them for usage. This means they cannot be replaced during
studies. In a new iteration, the sidebars should also be detachable as well.

4. Our prototyping tool does not support the use of curved light displays.

6.1.5 Conclusion

In this section, we presented an affordable and simple-to-build prototyping tool
for peripheral light displays. The tool is built upon Google Cardboard and adds
an easy-to-use mechanism for testing different setups. However, in the next step,
we want to use our prototyping tool PeriMR to develop light display prototypes
and evaluate these prototypes with users.

6.2 RadialLightVR: Investigating Radial Displays in Virtual Reality

(a) Frontal view. (b) Zoom in view. (c) Study participant.

Figure 6.4: The developed RadialLight prototype.

To support directional cueing of out-of-view objects in Augmented and Virtual
Reality, we build on prior work (cf., Xiao and Benko’s SparseLight [XB16]) and
propose RadialLight, a radial peripheral light display (see Figure 6.4). Compared
to SparseLight, RadialLight consists of equally distributed radial LEDs, making
full use of the 360° space available. RadialLight is implemented as a proof-of-
concept prototype to aid directional cueing (with relative direction mapping to
select objects). This helps to avoid rendering the full environment, and can aid
in drawing attention to objects in the user’s periphery. Moreover, since this
display can be lightweight and inexpensive to construct, it can easily be modified
to augment existing HMDs. Furthermore, showing the directions of out-of-view
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objects is one common example of how one could use radial light displays. In
RadialLight, we ensured that each LED can be perceived with the same accuracy
regardless of position. This is especially important in critical situations (e.g.,
when pointing in the direction of approaching danger).

In this section, we explore how accurately participants can perceive radial pe-
ripheral light displays that make use of different colors to visualize directional
information (e.g., the direction of an out-of-view object). Furthermore, we inves-
tigate the effect that different background scenarios have on direction estimation,
where we introduce a search task to test the ecological validity of our results. In
our experiments, we show that participants could not distinguish between LED
cues presented to one or both eyes simultaneously, participants estimated LED
cue direction within a maximum of 11.8° average deviation, and out-of-view ob-
jects in less-distracting scenarios (ship bridge) were selected more quickly but
with similar directional accuracy. Our findings support prior work showing that
peripheral displays can be useful in expanding the FOV in HMDs [XB16].

Here, our research contributions include:

• An empirical evaluation that shows the effectiveness (in terms of directional
cue accuracy and out-of-view object search time) of our system in 360° VR
scenarios.

• We introduce RadialLight, a low cost radial peripheral display that augments
existing HMDs, implemented as 18 LEDs radially positioned around each eye
to cue direction.

The work presented in this section was published as a full paper at the Mobile-
HCI conference in 2018 [GSA+18].

6.2.1 RadialLight System

RadialLight (see Figure 6.4) was built using the prototyping tool PeriMR (cf.
Section 6.1). It is based on prior work from Xiao et al. [XB16] and uses the
Google Cardboard platform, which combines a smartphone with cut cardboard
to create a VR and video see-through AR device. We modified Google Card-
board to include laser-cut plexiglass as the diffusor and to ensure a more solid
foundation. We added 18 radially positioned and individually addressable RGB
LEDs (WS2812B) around each eye to cue direction towards out-of-view objects.
To control LEDs, we used a NodeMCU developer board (ESP8266) that is pro-
grammed with Arduino and has a low-cost Wi-Fi board attached that serves as
a Wi-Fi access point. The board is powered by a Li-Po battery (3.7V). We de-
veloped a REST-API to directly change LEDs over Wi-Fi from a Google Pixel
XL smartphone via Web Requests. As such, RadialLight is a standalone headset
that does not require connection to any external device.
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Figure 6.5: RadialLight’s LED placement relative to human FOV. Black line:
RadialLight’s smartphone FOV. Color lines: human color perception. Circles:
LEDs. Best seen in color.

RadialLight’s FOV with LEDs around each eye is shown in Figure 6.5. The
human monocular FOV [PJW73] showing foveal, near and far peripheral vision
for each eye is shown in yellow, blue, and gray, respectively. Given related work
[Kal01, SRJ11], we used colors that are perceivable outside the smartphone’s
FOV: yellow, blue and white. We adapted our LED placement to fit the nearest
perceivable color, e.g., yellow. For our experiment, we used these colors (blue,
yellow, white), which map to one, two, or all RGB channels, respectively. To
ensure optimal viewing, we placed LEDs in radial formation around the users’ eyes
to ensure every LED would be perceived with similar perceptual characteristics,
given the decreasing level of detail a human eye perceives with increasing radial
distance [SRJ11].

To guide head movement using directional cues, we followed our previous ap-
proach (see Section 5.2) in which an imaginary sphere around the user’s head
is used to map all out-of-view objects onto the sphere and as a result have a
normalized vector into the direction of the out-of-view object. If we consider the
user’s line of sight also as a point on that sphere, an imaginary line on the surface
of the sphere between these two points indicates the head movement necessary to
see the object. Here, head movements are limited to 90° vertically and 180° hor-
izontally. Therefore, we restricted the FOV to 180° in front of the user, wherein
each shortest path on the sphere becomes the optimal head movement towards
the object. An advantage of our approach is that it easily extends to 360° around
the user, since cues are independent of head movements. Practically, this means
there are no differences between 90°, 145°, or even 180°. However, since we cue
direction towards out-of-view objects, we suggest cueing only one object at a
time. Otherwise, most of the time many LEDs would be lit (at least those near
the horizon, since even virtual environments tend to place objects along a ground
plane) and it would be unclear where the user should look.
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6.2.2 Study I: Directional Accuracy and LED Color

We first investigate directional accuracy across colors in RadialLight to find the
average direction deviation error across LED positions. We tested LED color
differences using either a background (white) or no background (black space).
Second, we investigated user performance when cues were presented to one versus
both eyes.

6.2.2.1 Study Design

To evaluate directional accuracy across LED colors, we ran a lab-based user
study in an empty white-walled room with darkened windows (to avoid effects of
different light conditions). Furthermore, RadialLight was designed to minimize
incoming light (by placing material around the frames). Our experiment con-
sisted of a 3 colors (blue vs. yellow vs. white) x 2 backgrounds (no background
vs. white light) repeated measures design, where we measured cue directional ac-
curacy (our dependent variable) as well as subjective Likert-scale measurements.
Furthermore, we tested differences between switching on LEDs to both eyes ver-
sus one eye.

For this study, we derived the following sub-question from our second research
question: (RQ2a) How do radial peripheral displays that use multicolor LEDs af-
fect direction estimation performance? Given that this was an exploratory study,
we did not posit specific hypotheses. However, we expected high performance in
direction estimation given the radial nature of the two LED ring displays, where
each set of LEDs has an equal distance to the eye. Furthermore, we explored
different LED colors to determine the best-perceived and most-preferred colors
for inclusion in our following study (see Subsection 6.2.3). Also, participants were
asked to state whether they saw LEDs on one versus both eyes after each trial.
We did not examine search time for the first study since our focus here is on
the impact of different colors and directional cues of radial lights rather than the
performance of RadialLight in specific usecases, such as searching for out-of-view
objects.

6.2.2.2 Procedure

For both our experiments, we ran pretests to determine optimal color luminance,
choice of input device, and HMD calibration. To ensure LEDs were perceivable
but not too bright compared to the backgrounds tested, we relied on the unicolor
model to provide the same luminance across all colors [MKS+05]. For the input
device, we tested a modified numeric pad, scroll wheel, and jog dial. Jog dial
was most suitable, as it felt natural to indicate direction without requiring one to
look at a screen. To ensure all participants had the headset centered, we placed a
black circular pointer on the lens and smartphone display for calibration purposes
(see Figure 6.6).
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Figure 6.6: Study apparatus of first study (brightness of LEDs increased for
better visibility).

Participants signed a consent form, then sat near a desk where they wore
our RadialLight prototype (see Figure 6.4c). After a short study introduction,
participants calibrated the HMD and underwent a tutorial during which each of
the six conditions (blocks) was presented. Thereafter, we tested each condition in
one block, resulting in six total blocks. For all conditions, we tested all 18 LEDs
on both eyes once (1944 trials), and four runs per condition when the LEDs were
on one eye only (two left; two right) (432 trials total). This was done based on
pretests that showed participants do not perceive such differences. Presentation
order was randomized. For each trial, one direction cue is shown to participants
for 5 seconds, where the cue duration was empirically determined to be suitable.
Thereafter, the cue is disabled and the participant has to specify the cue direction
with a jog dial (see Figure 6.6) that controls an arrow on the screen. Experiment
sessions lasted approximately 30 minutes.

6.2.2.3 Participants

We had 18 volunteer participants8 (9 female), aged between 21-53 years (M=
29.06, SD=4.43). All participants had normal or corrected-to-normal vision and
none had any color vision impairment.

6.2.2.4 Results

We investigated differences in direction estimation accuracy across LED colors,
background conditions, and presentation on one vs two eyes. As a Shapiro-Wilk
test showed that our data is not normally distributed (p<0.001), we conducted
Wilcoxon rank-sum tests to check for significant effects for each of our indepen-
dent variables and their conditions on direction estimation accuracy.

8 Based on a Latin-square design with six conditions. For mean effect sizes of (f=0.20), at least
164 observations are necessary, which requires testing at least 9 participants.
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LED Color

The average deviation (error) for direction estimation was 10.16° (SD=7.79°).
A pairwise Wilcoxon test with Holm-Bonferroni adjustments revealed that the
average deviation for blue LEDs was significantly lower than that for yellow LEDs
(W=82368, Z=-3.37, p<0.01, φ=0.12). The median error for both conditions was
the same (Md=10°, IQR=10°) and the means differed by 1.36°. These show that,
while all colors performed well in cueing direction, use of the blue LED led to the
lowest error.
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Figure 6.7: Average error and 95% confidence intervals for direction estimation
accuracy (dotted line marks the average error for all conditions).

Background

A Wilcoxon Rank Sum test did not reveal any significant differences between
background (M=9.92°, SD=7.63°) and no background (M=10.40°, SD=7.95°)
across all colors (W=235500, Z=1.00, p=0.27, φ=0.03), which shows that a plain
background did not influence users’ direction estimation accuracy.

LED Color vs. Background

A pairwise Wilcoxon test with Holm-Bonferroni adjustments showed significant
differences in direction estimation accuracy between blue-background and yellow-
no background (W=19240, Z=-3.89, p<0.01, φ=0.10). Furthermore, it showed
significant differences in direction estimation accuracy between the condition
blue-nobackground and yellow-nobackground (W=20510, Z=-3.09, p<0.05, φ=
0.08). Figure 6.7 shows the average deviation and 95% confidence intervals of in-
put error (degrees) for LED colors across background conditions. This supports
our finding that blue LEDs outperform other colors irrespective of background.
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One vs. Two Eyes

We looked into differences in average direction deviation for cues presented to
one (M=10.66°, SD=8.36°) or two eyes (M=10.05°, SD=7.66°) simultaneously.
To handle sample imbalances for LEDs shown on one versus two eyes, we down-
sampled the two eyes group (N=1944) to the one eye group sample size (N=432).
We used random downsampling without replacement and tested for differences
(Wilcoxon signed-rank test) in direction error across 1000 sampling runs (seeds)9.
To combine probabilities, we used Fisher’s method10 [KM02]. When p-values tend
to be small, the test statistic X2 will be large, which suggests the null hypotheses
are not true for every test. Here again, we found no statistically significant differ-
ence between one versus two eyes (χ2(1, N=2,000)=2038.26, p=0.27). Further-
more, only three participants noticed differences between eye conditions, where
they stated they saw the LED light only on one eye (18/432, 0.04%), of which
they were correct in 50% of the cases. These findings indicate that LEDs being
shown on one vs two eyes does not affect direction estimation accuracy.

6.2.3 Study II: Cue Direction and Search in 360° Video

To ensure external validity, we tested RadialLight in two 360° video scenarios (car
cockpit and ship bridge) using blue LED color for directional cues. We measured
directional accuracy and cue search time for out-of-view objects. The scenarios
can be seen in Figure 6.8. The ship bridge consisted of a tugboat and surrounding
water. Most of this video was simply blue without much to see. The car cockpit,
on the other hand, included oncoming vehicles as well as pedestrians walking on
the left and right sidewalks.

6.2.3.1 Study Design

Given that we observed no significant differences between LED colors in the first
study, we chose blue LEDs to represent directional cues since they showed the
lowest error on average. Like our first study, our second study was designed as
a lab study and took place in the same environment. Our experiment consisted
of two tasks and followed a repeated-measures design with 360° video as the
independent variable with two levels (car cockpit vs. ship bridge). Both scenarios
provided a first person experience of either a ship or a car moving (the latter with
pedestrians and activity on the road). The first task was direction estimation,
where our dependent variable was the user’s estimation of object’s direction based
on the cue. The second task was an out-of-view object search task, where our
dependent variable was search time performance.

9 Since p-value combination under Fisher’s method follows a X2-square distribution, we needed
a minimum of 220 runs to achieve 0,95 power and 0.3 effect size under α=0.05.

10 This is a common method used for aggregating probabilities, however we tested other methods
(e.g., voting) and results did not differ.
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For this study, we derived the following sub-question from our second research
question: (RQ2b) How well does RadialLight perform with respect to cue di-
rectional accuracy and out-of-view object search time performance in 360° video
scenarios? Given our exploratory work, we did not posit hypotheses. However,
we expected that the car cockpit scenario would be more distracting because of
the pedestrians and oncoming vehicles and would therefore result in lower per-
formance across each task than would the ship bridge scenario.

(a) 360° video ship bridge snapshot. (b) 360° video car cockpit snapshot.

Figure 6.8: The two tested 360° video scenarios.

Task 1: Direction Estimation

The first task was like study I’s estimation task, but here we changed the levels
of our independent variable to ship bridge and car cockpit 360° videos (see Fig-
ure 6.8). We measured the angle deviation between the LED position and the
user’s subjective assessment.

Task 2: Out-of-View Object Search

Here, we randomly distributed virtual objects (occupying 5° of 20° directional
view) in positions exactly 90° out of view. Each LED indicates one object. We
influenced the same independent variable as in the first task and measured the
time it took for the participant to locate the object.

6.2.3.2 Procedure

The procedure of this study was identical to that of study I, except for the follow-
ing: here we showed only blue LEDs for directional cues and let users experience
our two 360° video scenarios (car cockpit and ship bridge) instead of plain back-
grounds. After each cue presentation, the participant indicated direction using
the jog dial (see Figure 6.9a). The search task followed a similar procedure, but
in this case the user only had to turn their head to locate the cued out-of-view
object (Figure 6.9b), at which point the object would disappear. Participants had
a cursor representing their gaze, which they used to select the cued out-of-view
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objects. Search time was stopped when the participant successfully selected the
out-of-view object. Then, the participant turned to face the front and begin the
next trial.

(a) Arrow manipulated with jog dial. (b) Out-of-view object on right side.

Figure 6.9: Study setup; a) Direction estimation task with background condition,
b) Out-of-view object search task with car cockpit condition.

6.2.3.3 Participants

In this study, we had 12 volunteer participants11 (4 female), aged between 21-38
years (M=26.75, SD=4.43). All participants had normal or corrected-to-normal
vision and no color vision impairment.

6.2.3.4 Results

We investigated the effect of different 360° video VR scenarios (car cockpit
and ship bridge) as backgrounds on ensuring ecological validity of cue direc-
tion estimation accuracy. Furthermore, we measured search time performance.
A Shapiro-Wilk test showed that our data on direction estimation accuracy
(p<0.001) and search time performance (p<0.001) are not normally distributed.
Thereafter, we conducted Wilcoxon rank-sum tests to check for significant effects
of our independent variables on direction estimation accuracy and search time
performance.

360° VR Scenario: Direction Estimation

The average deviation for direction estimation was 11.8° (SD=10.58°) for the car
cockpit scenario and 11.2° (SD=9.48°) for the ship bridge scenario. We found no
significant effect of scenario on direction estimation accuracy using a Wilcoxon
rank-sum test (W=12746, Z=0.70, p=0.45, φ=0.03), which shows that cue direc-
tion is identifiable regardless of the tested scenario.

11 For mean effect sizes of (f=0.20), at least 164 observations are necessary, which requires testing
at least 9 participants. We calculated this value with G*Power under Wilcoxon signed-rank
test (α=0.20 and 1 − β=0.80).



6.2 RadialLightVR: Investigating Radial Displays in Virtual Reality 113

360° VR Scenario: Search Time

There was a significant effect of scenario on search time performance (W=20042,
Z=2.06, p<0.05, φ=0.09). This shows that a more distracting environment, such
as a first person experience in a moving car, slows users in finding out-of-view
objects. Figure 6.10 shows the average direction deviations and 95% confidence
intervals for the car cockpit (M=3.67°, SD=1.38°) and ship docking (M=3.34°,
SD=0.78°) scenarios.
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Figure 6.10: Median selection time performance and 95% confidence intervals.
The dashed line marks the mean selection time performance for both conditions.

6.2.4 Implications

Our work has implications for building peripheral HMDs and for designing pe-
ripheral directional cues:

Radial Peripheral LEDs Suitable for Directional Cueing

From both studies, we observed that every direction was perceived with nearly
the same average angle deviation (e.g., no significant differences were observed),
which indicates that radial LED placement for encoding direction towards out-
of-view objects is a suitable approach.

LED Color Does Not Strongly Affect Performance

While we found in study I that blue LED color resulted in lower direction es-
timation error than the other tested colors (white, yellow), the highest average
error observed is still low (<12°). This indicates that choice of peripheral LED
color does not strongly affect user performance for direction estimation tasks.
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Radial Monocular Display Sufficient for Binocular Vision

Participants did not recognize the difference between LEDs being shown to one
eye versus both eyes, as evidenced by the fact that participants could not identify
the trials in which the cue was presented to one eye. Furthermore, direction
accuracy using RadialLight was not significantly affected. This highlights that
having a single monocular display with a single LED switched on is sufficient for
peripheral direction cueing, which helps to reduce the power consumption and
cost of such displays.

360° VR Scenario Complexity Increases Object Search Time

While average direction deviation differences between the ship bridge (11.2°) and
car cockpit (11.8°) scenarios showed no significant effects, search time perfor-
mance for locating out-of-view objects was affected. While we only tested two
360° video scenarios, this effect on search time may be more pronounced across
more distracting scenarios or with increasing user engagement (e.g., in a ship
monitoring situation).

Limitations

Since we place LEDs in the periphery of users, light reflections experienced when
wearing RadialLight should be avoided. Although we took measures to avoid
this (e.g. by using black tape around the LEDs; see Figure 6.6), participants
reported that some reflections occurred (1.3% of cases, N=2914). However, this
did not affect estimation performance. We did not test multiple LED color com-
binations within a task; however, based on related work (e.g., [Kal01]) we believe
participants can easily distinguish between colors due to radial LED placement.
Finally, we only investigated 360° video scenarios, and not more engaging VR
scenarios (e.g., games where the user is involved). While this was beyond the
scope of our work, we suspect user performance will generally drop as a function
of engagement.

6.2.5 Conclusion

We introduced RadialLight and explored LED-based directional cueing for locat-
ing out-of-view objects. Evaluating RadialLight in two user studies, our findings
highlight the usefulness of directional cueing in such peripheral displays and in
expanding the FOV in HMDs (cf., [XB16]). While we evaluated our system in
360° video VR scenarios, we believe our results are more generally applicable
to AR, VR, and mixed reality environments. In the next section, we want to
compare our approach to one that uses on-screen visual cues, removing the need
for extra hardware to be added to the HMD. Further, we want to transfer our
peripheral display to Augmented Reality.
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6.3 MonoculAR: Single Radial Display for Augmented Reality

(a) MonoculAR from a user’s perspective. (b) View from the side.

Figure 6.11: MonoculAR attached to Microsoft HoloLens.

In this section, we explore the utility of augmenting head-mounted Augmented
Reality devices with MonoculAR, a peripheral light display, to point towards
out-of-view objects. MonoculAR is designed as twelve radially positioned light
cues with two implementations: 1) on-screen virtual light cues and 2) off-screen
LEDs attached around the device’s display. We evaluate the performance of both
implementations in a controlled user study with two different tasks. Users must
search for specific out-of-view objects in both tasks, but in one task only one out-
of-view object is presented at a time, while in the other task multiple out-of-view
objects are visible simultaneously. In this section, we want to evaluate whether
virtual light cues presented on the screen can eliminate the need to add extra
hardware, since each occupies only a few pixels of the screen. Furthermore, it is
relevant how well these two implementations perform compared to each other.

Here, our research contributions include:

• Two implementations (virtual, physical) of radially positioned light cues.

• A comparative evaluation of these two implementations for pointing towards
out-of-view objects on Augmented Reality devices.

The work presented in this section was published as a poster paper at the
MobileHCI conference in 2018 [GSPH18].

6.3.1 MonoculAR System

MonoculAR is inspired by the SparseLight system presented by Xiao and Benko
[XB16]. However, it differs in various aspects. Instead of augmenting both eyes,
MonoculAR augments only one eye with twelve radially positioned light cues
(see Figure 6.12a). This makes MonoculAR a low-cost solution that can be easily
attached to existing hardware. Furthermore, we discuss a second implementation
of our proposed system that uses on-screen virtual light cues (see Figure 6.12b).
Both implementations aim to help users locate out-of-view content.
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(a) Off-screen LEDs. (b) On-screen virtual light cues.

Figure 6.12: Two different implementations of MonoculAR.

6.3.1.1 Directional Cues

To cue directions towards out-of-view objects, MonoculAR maps out-of-view ob-
jects onto an imaginary sphere around the user’s head onto a point A to remain
with their direction information (see Section 5.1). The current user’s head pose
is then also mapped to an according point B on that sphere. Next, the shortest
path12 on the sphere between the user’s head pose B and the out-of-view object
A is drawn. The exit angle of that path at point B is then used to determine
which LED on the ring is used to point towards the out-of-view object. Thereby,
users can simply turn their heads to the direction of the illuminated LED to find
the according out-of-view object. The color used is based on the color of the
out-of-view object. If one visual cue is used to represent multiple out-of-view
objects, then the objects’ colors are combined.

6.3.1.2 Hardware Implementation

The hardware of MonoculAR was built by combining an LED ring with a WiFi-
supported microcontroller. We added twelve radially positioned and individually
addressable RGB LEDs (WS2812B) around one eye to cue direction towards
out-of-view objects. To control LEDs, we used a NodeMCU developer board
(ESP8266) programmed with Arduino, which serves as a Wi-Fi access point.
The board is powered by a Li-Po battery (3.7V). We developed a REST-API to
directly change LEDs over Wi-Fi via Web Requests. As such, MonoculAR is a
standalone headset that does not require connection to any external device. The
brightness of the LEDs was adjusted to match the brightness of the HoloLens
display by matching the average brightness values of the colors.

12 Great Circle Distance. www.wikipedia.org/wiki/Great-circle_distance, last retrieved
April 21, 2020
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6.3.1.3 Software Implementation

We implemented MonoculAR in the 3D game engine Unity3D. The on-screen
virtual light cues are implemented as light-emitting spheres that appear black
when no direction is cued. The refresh rate of these on-screen virtual lights is
synced with the refresh rate of the hardware LEDs to make them comparable.
Furthermore, the virtual light cues are placed towards the border of the Hololens
display to be as close as possible to the positions of the hardware lights.

6.3.2 Experiment

To compare both implementations of MonoculAR, we conducted a controlled user
study with our prototype.

6.3.2.1 Study Design

To evaluate the performance of each implementation of MonoculAR, we con-
ducted a within-subjects controlled laboratory study in Augmented Reality using
the Microsoft Hololens. Our study’s only independent variable was implementa-
tion, with two levels (on-screen vs. off-screen). We used quantitative methods to
evaluate user performance, taking search time and search error as our dependent
variables. Search time is measured as the time a user needs to locate and select
an out-of-view object in the scene, while search error is specified as the number
of objects a user wrongly selected.

For this study, we derived the following sub-question from our second research
question: (RQ2c) Does the off-screen implementation of MonoculAR perform bet-
ter than the on-screen implementation on a small field-of-view Augmented Reality
device with respect to search time, search error, and perceived usability? We posit
the following hypotheses:

H12 We expect the on-screen implementation to result in lower search time than
the off-screen implementation (because the on-screen visualization is closer to
the user’s focus and therefore may be more perceivable).

H13 We expect the off-screen implementation to be subjectively perceived best
(because the user’s screen does not become visually cluttered by the cues).

6.3.2.2 Procedure

The within-subjects study was divided into two search tasks. Each task was di-
vided into two blocks, with each block testing one implementation (off-screen vs.
on-screen). We counter-balanced the two tasks and two blocks across all partici-
pants. The out-of-view objects were randomly distributed in 3D space. However,
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we avoided spawning objects visible on the screen. We stored the seeds of the po-
sition generation for each task to test the same positions for each implementation.
However, by choosing the order at random, we ensured that participants would
not recognize a previous pattern of positions from the foregoing implementation.

After all blocks, we asked participants to fill out our individual subjective
questionnaire and a demographic questionnaire. Overall, each participant took
approximately 30 minutes to finish the experiment.

Task A: Search Task (Single Object)

In this task, participants had to search for an out-of-view object that was the
only existing object in the environment. The object was a white cube, so the
visual cue shown to the participants was also white. To start a trial of this task,
participants had to focus on a point directly in front of them. When a participant
clicked to indicate their readiness, the virtual cube appeared in the 360° space
around and a white LED cued its direction. Upon finding the out-of-view object,
participants had to select it with the cursor, at which point the time was stopped.
Each implementation was tested in ten trials. There was one additional training
trial in the beginning, but this is excluded from the results.

Task B: Search Task (Multiple Objects)

In this task, participants had to search for an out-of-view object that was pre-
sented along with two other objects in the environment. In each trial there were
three cubes: one red, one blue, and one green. To start a trial of this task, the
participant had to focus on a point directly in front of them. When the partici-
pant clicked to indicate their readiness, the three virtual cubes appeared in the
360° space around them. Next, a random color was chosen from the three options
and the participant was asked to locate the cube of that color. All three cubes
were visualized on MonoculAR during this task (see Figure 6.12). When the
participant found the out-of-view object, they had to select it with their cursor.
The time was then stopped. Each implementation was tested in ten trials. There
was again one additional trial in the beginning for training, which is excluded
from the results.

6.3.2.3 Participants

We had 8 volunteer participants (4 female), aged between 23-31 years (M=26.25,
SD=2.49). All participants had normal vision apart from one, who had corrected-
to-normal vision. None suffered from color vision impairment. We asked partic-
ipants to answer two 5-point Likert-items to rate their experience with head-
mounted devices and the Microsoft Hololens. Participants stated that they had
more experience with head-mounted devices (Md=4, IQR=1.25), while they had
less experience with the HoloLens (Md=2.5, IQR=1.25).
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6.3.2.4 Results

Task A: Search Task (Single Object)

For the search task with a single object shown, we consider the effects of one
factor (implementation) on search time. The mean search times for both im-
plementations are: on-screen=3.78s and off-screen=4.33s. The search times are
compared in Figure 6.13a. A Shapiro-Wilk-Test showed that our data is not nor-
mally distributed (p<0.001). As we compare two matched groups within subjects,
we directly performed a Wilcoxon Signed-rank test. Here we found only mini-
mal evidence for an effect of implementation on search time (W=1230, Z=-1.87,
p=0.060, φ =0.15).
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(b) Task B: Multiple objects.

Figure 6.13: Boxplots of median search times (in seconds) of both implementa-
tions (off-screen vs. on-screen) for both tasks.

Task B: Search Task (Multiple Objects)

For the search task with multiple objects, we consider the effects of one factor
(implementation) on search time and object selection accuracy (where object
selection accuracy refers to the number of wrongly selected objects per trial).
The mean search times for the implementations are: on-screen=4.54s and off-
screen=5.06s. The total number of wrongly selected objects is zero for both
implementations. The search times are compared in Figure 6.13b. A Shapiro-
Wilk-Test showed that our data is not normally distributed (p<0.001). As we
compare two matched groups within subjects, we directly performed a Wilcoxon
Signed-rank test. Here we found a significant effect of implementation on search
time (W=1114, Z=-2.43, p=0.015, φ =0.19).

Comparison Between Search Tasks

To compare the two different tasks, we consider the effects of one factor (task) on
search time. The mean search times for the tasks are: Task A=4.05s and Task
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B=4.80s. A Shapiro-Wilk-Test showed that our data is not normally distributed
(p < 0.001). As we compare two matched groups within subjects, we directly
performed a Wilcoxon Signed-rank test. Here we found a significant effect of
implementation on search time (W=4555, Z=-3.21, p=0.001, φ =0.18).

Questionnaire

At the end of the study, we asked participants to answer four questions with
5-point Likert items. Participants stated that they could easily find the one out-
of-view object with both on-screen MonoculAR (Md=5, IQR=0.25) and off-screen
MonoculAR (Md=4, IQR=1). In the second task in which several objects were
presented, participants stated that they could easily find the out-of-view object
with on-screen MonoculAR (Md=4, IQR=1.25) but were neutral for off-screen
MonoculAR (Md=3, IQR=0.5). Overall, seven participants preferred on-screen
MonoculAR while only one preferred off-screen MonoculAR.

6.3.3 Discussion

6.3.3.1 On-Screen vs. Off-Screen Implementation

For both tasks, the implementation that used on-screen virtual light cues worked
better than the one that used off-screen LEDs. While these results were only
significant for the task in which multiple objects were shown, we believe that
significance could also be achieved for the single-object search task by using a
larger sample size. Here, we accept our hypothesis H12. We argue that on-screen
visualization outperforms off-screen visualization due to the proximity of the light
cues to the user’s focus. Thereby, the light cues of the on-screen visualization
can be perceived more easily and participants can better distinguish between the
colors [Kal01, SRJ11]. Participants subjectively rated the implementations in
line with our quantitative results. Therefore, we cannot accept our hypothesis
H13. In our hypothesis, we argued that the on-screen visualization would clutter
the screen and therefore be subjectively perceived as worse. However, our study
was designed as a controlled lab study, so no other visual content was visible on
the screen except the out-of-view objects. Therefore, visual clutter did not affect
the results of our study.

6.3.3.2 Multiple Out-of-View Objects

Our results show that having more out-of-view objects leads to higher search
times. We think this is due to overlapping of cues (e.g., when one out of twelve
LEDs must indicate the directions towards two out-of-view objects). Further-
more, color perception may have an effect here because some colors can be more
easily distinguished than others [Kal01]. We suggest, if possible, cueing only cue
one out-of-view object at a time.
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6.3.4 Conclusion

In this section, we presented MonoculAR, a technique for pointing to out-of-view
objects on Augmented Reality devices. The technique supports two different
implementations: 1) on-screen and 2) off-screen visualization. In a first study,
we explored search time performance of both implementations. We showed that
the on-screen variant is preferred by users and results in shorter search times.
Moreover, our results suggest that visualizing only one out-of-view object at a
time improves search time performance. Future work is required to investigate
additional influencing factors, such as visual clutter.

6.4 Guiding Smombies: Low-Cost Glasses for Guiding Attention

(a) First iteration of prototype. (b) Display of first prototype.

(c) Second iteration of prototype. (d) Display of second prototype.

Figure 6.14: Two iterations of our low-cost glasses with peripheral vision for
guiding attention.

Augmented Reality (AR) allows one to overlay digital content onto the real
world, in order to alter perception of it. This digital content can be explored using
various devices (e.g., AR glasses or smartphones). Nowadays, smartphones are
widely available and often used for exploring AR content. There have been some
studies in which the degree of fidelity (e.g., rendering quality [KSF10, SJS14],
refresh rate [LBS+16], registration accuracy [SFS+07, MSS11], etc.) was not
high enough for the user to feel immersed. Thus, the presence of the real world
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overshadowed the virtual. However, the recent emergence of increasingly capable
mobile hardware and the optimization of tracking solutions have enormously
enhanced the fidelity of Augmented Reality content.

This is especially interesting with regard to AR games, which have recently
spiked in popularity (e.g., Pokémon Go13 or Ingress14). Playing AR games on
smartphones becomes problematic when it is done while navigating traffic (e.g.,
as a pedestrian [Eys17] or as a driver [ALD+16]). Interestingly, the simplicity of
the game is what makes it so popular [HP18] (besides the technically improved
immersive experience of course). However, playing such games on small form-
factor devices makes the experience like that of looking through a keyhole while
concentrating one’s focus on a single spot. In this case, higher immersion in
the game is not beneficial. Although using a smartphone while driving a car or
riding a bike is forbidden in most countries, it is still allowed for pedestrians.
However, the combination of playing AR games or otherwise using a smartphone
and navigating traffic is highly dangerous. This is especially true when the user
walks while using a smartphone [SBS11, NHW08]. There are several accident
reports that provide evidence for this, while the number of near or minor accidents
is likely even higher [Eys17]. In Germany, “Smombie” was the 2015 “youth word
of the year.” It combines the words “smartphone” and “zombie” to refer to
the intensely unaware state of people walking around staring at their phones like
zombies15. This is worsened by the fact that navigating in traffic is a fundamental
requirement of such games.

In this section, we developed low-cost peripheral AR glasses to support pedes-
trians in critical traffic encounters and to evaluate different visual cues for shifting
user attention (see Figure 6.14). Our first iteration was based on safety glasses
with attached LED strips. Thereafter, we developed a second iteration of our
prototype based on feedback from five expert interviews. Then we conducted an
experiment on a treadmill to evaluate the suitability of three different types of
visual cues (instant, pulsing, moving) (see Figure 6.15). Participants were given
a smartphone game with an N-back task in order to engage them in a task and
simulate workload.

Here, our research contributions include:

1. A novel display which augments peripheral vision with warning information
to draw the user’s visual attention towards potential hazards.

2. An evaluation of three different visual cues for guiding user attention.

The work presented in this section was published as a poster paper at the
ISMAR conference in 2018 [GSJ+18].

13 Pokémon. www.pokemon.com, last retrieved April 21, 2020
14 Ingress. www.ingress.com, last retrieved April 21, 2020
15 Smartphone zombie. en.wikipedia.org/wiki/Smartphone_zombie, last retrieved April 21,

2020
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6.4.1 Approach

To support pedestrians in critical traffic encounters, we aim to augment the user’s
peripheral vision with low-cost glasses. In our approach, we limited ourselves to
the most frequent traffic encounter, in which a car is approaching from either
the left or right side of the user. For our proposed solution, we followed re-
lated work providing evidence for 1) good perception of peripheral displays, 2)
motion as a well-perceived cue in the periphery, and 3) on-body visual cues suc-
cessfully guiding user attention. We implemented motion with a combination of
LEDs positioned in such a way that they are unaffected by different head poses
typical for smartphone users. We identified three different visual cues as pos-
sible candidates for guiding a user’s attention. The first visual cue “instant” is
our baseline condition, while the second “moving” and third stimuli “pulsing” are
based on prior work that concluded that motion is perceived well in the periphery
[Lyo16, LDRR+16, LBS+17] (cf. Figure 6.15). To test the different conditions,
we developed a prototype with peripheral displays like the smart glasses from
Nakao and Kunze [NNCK16]. Unlike their approach, our displays use multi-
color LEDs and are rotated towards the user for better perceptibility. As a first
step towards the development of well-perceivable moving cues in the periphery,
we tested a high-density LED strip attached to a pair of safety glasses. We dis-
cussed the prototype with usability experts and received recommendations for a
technically improved version. As a second step, we built an improved version of
our prototype and evaluated its performance for displaying three different visual
cues in a controlled user study.

6.4.2 LED Strip Prototype

We started to investigate whether animated cues are suitable for shifting attention
towards either the left or right side of the user with a low fidelity prototype. This
first prototype was based on the combination of safety glasses and LED strips.
We used LED strips with the highest density available for consumers (144 LEDs
per meter). They consisted of RGB LEDs of the type WS2812B16. The LED
strips were positioned to be in the periphery of the user [Kal01]. We added a
NodeMCU developer board programmed in Arduino with a low-cost Wi-Fi board
attached and one Li-Po battery. These components are lightweight, affordable,
and allow mobile usage of the LED strip prototype. Further, we set up a web
interface to manipulate the stimuli shown by the LED strips. The source code is
available under MIT License on Github17. The LED strip prototype can be seen
in Figure 6.14a and 6.14b.

16 Adafruit LED WS2812B. cdn-shop.adafruit.com/datasheets/WS2812B.pdf, last retrieved
April 21, 2020

17 Github GuidingSmombies-Project. www.github.com/UweGruenefeld/GuidingSmombies, last
retrieved April 21, 2020
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(b) Stimulus pulsing.
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(c) Stimulus moving. (d) LED order (right side).

Figure 6.15: Evaluated visual cues for guiding attention.

6.4.3 Interview with Usability Experts

In order to gain early insights for our developed prototype, we conducted inter-
views with usability experts. In these interviews, we wanted to explore whether
our lo-fi prototype is suitable for showing animated cues for guiding user atten-
tion. We further wanted to explore fitting parameters for our visual cues (e.g.,
speed of “moving” and “pulsing” stimuli).

6.4.3.1 Procedure

We decided to do the interviews about our first prototype with each usability
expert separately in order to avoid any influence they could have on one another.
The interview consisted of two parts. In the first part, we introduced the expert
to the problem we wanted to solve and our approach. The expert was then
asked to give comments on the idea and our prototype. In the second part, the
expert could try out the prototype and test the different visual cues. They could
also change the different parameters (e.g., speed, movement direction, color, or
brightness). Each pretest lasted about 20 minutes.

6.4.3.2 Participants

We interviewed 5 experts (2 female), aged between 26 and 35 (M=30, SD=3.56).
All of them had at least three years of experience in human-computer interaction.
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6.4.3.3 Results

Animated Light Stimuli

For the “moving” visual cues, we asked if the cue should move towards the hazard
or away from it. However, compared to other domains in which users preferred
the cue moving away (e.g., driving [BCHB16, SGT09]), here the experts agreed
on the visual cue moving towards the hazard. One expert stated that he perceived
the cue as if his head were being dragged towards the hazard.

LED Placement

All experts mentioned several aspects regarding the LEDs and their placement.
All agreed that the distance between the LEDs was too big for visual cues to
be perceived as motion in the periphery. Further, it became clear that the LED
strip used for the first iteration of our prototype did not need to extend very far
into the periphery, as the outer LEDs could not be perceived. Furthermore, two
experts had the problem that the LED strips were not in line with their eyes.
Therefore, they perceived the stimuli as too high or too low.

Usability

Three experts stated that no lenses are necessary for the functionality of the first
prototype. Therefore, they suggested that we remove them, to both decrease the
weight and avoid possible reflection of the visual cues. It was also mentioned
that, due to clutter, the user loses the ability to perceive peripheral information
of the environment to some extent.

6.4.4 LED Matrix Prototype

To overcome the limitations of the first prototype, we decided to use an LED
matrix instead of an LED strip and to remove the lenses from the frame (see
Figure 6.14c). By taking this approach, we could increase the LED density to
200 LEDs per meter per row (4 LEDs per square centimeter). Further, with
an LED matrix, it is possible to adjust the visual cue to the user’s line of sight
by picking a different row on the matrix for cue presentation. However, with the
bigger dimensions of the matrix, the problem of too much clutter in the periphery
remains. The type of LED was the same as in the LED strip prototype.

6.4.5 Experimental Evaluation

To evaluate the performance of animated visual cues in our low-cost peripheral
vision glasses (second prototype cf. Figure 6.14c), we conducted a within-subjects
controlled laboratory study in Augmented Reality with an Android smartphone.
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6.4.5.1 Study Design

Our study’s only independent variable was peripheral visual cue, with three levels
(instant vs. pulsing vs. moving), where “instant” is the baseline condition. We
used quantitative methods to evaluate user performance, taking response time
and error rate as our dependent variables. Response time is measured as the
time from the presentation of a visual cue on the peripheral vision glasses to
the participant’s verbal identification of a letter appearing on a display laterally
behind them. We recorded this response in two ways: 1) the director of the
study pressed a button, and 2) voice activation stopped a timer. The error rate
is specified as the percentage of stimuli to which a user wrongly reacted.

For this study, we derived the following sub-question from our second research
question: (RQ2d) In how far can peripheral vision be augmented to visually guide
the attention of pedestrians in critical traffic encounters? Here, we posit the
following hypotheses:

H14 We expect the “moving” cue to result in faster responses than “instant.”

H15 We hypothesize that the cue “instant” results in the highest error rate.

6.4.5.2 Apparatus

Our apparatus consisted of a treadmill and two displays positioned laterally be-
hind the participant, one on the left side and one on the right. The displays were
placed 135° to the left and right to prevent participants from perceiving changes
on the display. Here, we decided to move even further into the periphery, as
specified in our requirement, because we hypothesized that moving light stimuli
would be most effective here.

6.4.5.3 Participants

We recruited 8 participants (2 female), aged between 22 and 31 (M=26, SD=
3.25). None of them suffered from color vision impairment. All had normal
or corrected-to-normal vision. Participants with corrected vision wore contact
lenses.

6.4.5.4 Procedure

In the beginning, the experimenter explained the procedure and asked the par-
ticipant to sign a form of consent. Then the participant put on the peripheral
vision glasses and went on the treadmill (see Figure 6.16). A safety clip attached
to the participant’s clothing ensured an emergency stop of the treadmill in the
event that a participant tripped. In addition, there was an emergency stop but-
ton always within reach of the participant. To ensure that the participant could
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always press this button, we did not use any additional hand-held device other
than the smartphone. The speed of the treadmill was fixed at 2.5 km/h.

(a) The prototype used in the experiment. (b) Study participant.

Figure 6.16: The apparatus of the experiment.

Participants held a smartphone in their dominant hand and played a two-
position-back memory game (primary task). The other hand was free to hold on
to the treadmill or press the stop button. Every 20-40 seconds, the peripheral
vision glasses displayed a randomized visual cue to the left or right side. Simulta-
neously, the respective display showed a random uppercase letter for a duration
of five seconds. Participants were instructed to immediately react to the stimulus
and read the letter out loud (secondary task). There were 30 stimuli in total and
all stimuli were represented equally.

In the end, the participants were asked to answer a questionnaire, rating the
three stimuli on a five-point Likert scale for the statements: “I could see the light
stimulus very quickly,” “I felt the direction indicated by the light stimulus as in-
tuitively understandable,” and “I found the light stimulus alarming.” Further, we
asked the participants to pick their favorite stimulus and collected demographic
data. Experiment sessions lasted approximately 30 minutes.

6.4.5.5 Results

Error Rate

We consider the effects of three different conditions (instant, pulsing, and moving)
on error rate (where error rate refers to how frequently participants did not react
to a given visual cue or stated the wrong letter). Participants were correct in
100% of the trials independent of condition type, resulting in a 0% error rate in
all conditions.
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Response Time

We consider the effects of three different conditions (instant, blinking, and mov-
ing) on participants’ response times. We measured response time using only the
key press of the study director. We discarded the vocal response times due to the
frequent noise (e.g., squeaking of shoes on the treadmill) that resulted in many
false positives. However, there was a significant positive correlation between key
press response time and vocal response time (Spearman ρ=0.46, p<0.001). The
mean response times for the different conditions were: instant=2.29s (SD=0.48s),
pulsing=2.28s (SD=0.53s), and moving=2.15s (SD=0.54s). A Shapiro-Wilk-Test
showed that our data is not normally distributed (p<0.001). We therefore ran a
Friedman test, which revealed a significant effect of condition type on response
time (χ2(2)=6.93, p=0.031, N=8). A post-hoc test using Wilcoxon Signed-rank
with Holm-Bonferroni correction showed significant differences between some con-
ditions (see Table 6.1). The response times are compared in Figure 6.17. To con-
clude, “moving” is significantly faster than both “instant” and “pulsing”, which
did not significantly differ from each other.

Table 6.1: Pairwise comparison of different conditions in the study.

Comparison p-value φ-value

instant vs. pulsing 0.640 0.04

instant vs. moving 0.032 0.19

pulsing vs. moving 0.032 0.20
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Figure 6.17: Response times of different visual cues.

Subjective Questionnaire

At the end of the study, we asked participants to answer three questions for each
condition (instant, pulsing, and moving). The questions were five-point Likert-
items. Participants stated that they could see the visual cues very quickly for
“instant” (Md=3.5, IQR=2.25), “pulsing” (Md=4, IQR=1.25), and “moving”
(Md=5, IQR=0). They stated that they felt the direction indicated by the visual
cue was intuitively understandable for all cues equally (Md=5, IQR=0). Fur-
thermore, they stated that they found the visual cues alarming for “instant”
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(Md=2.5, IQR=1.5), “pulsing” (Md=4, IQR=1.25), and “moving” (Md=3.5,
IQR=1). Overall, seven participants preferred “moving” while one participant
preferred “instant”.

6.4.6 Discussion

6.4.6.1 Advantages of Peripheral Visual Cues

Visual cues presented in the periphery using a head-mounted device offer the
possibility of shifting the user’s attention on-demand without cluttering the main
visual field. Our results showed that visual cues are easily perceivable in the
periphery. In our hypothesis H15, we expected the “instant” stimulus to result in
a higher error rate. However, participants did not make any errors. Therefore,
we cannot accept our hypothesis H15.

6.4.6.2 Perception of Motion

Based on prior work, we hypothesized that motion, specifically motion over po-
sition, would result in faster responses H14 (cf. [SRJ11, LDRR+16, LBS+17]).
Therefore, we investigated two different visual cues that change over time (where
“pulsing” changes its intensity and “moving” changes its position). Our results
showed that “moving” resulted in significantly faster response times than “puls-
ing” or “instant”. Therefore, we can accept our hypothesis H14.

6.4.6.3 Further Applications

Besides using our developed prototype for guiding a user’s attention towards ap-
proaching cars or any other critical objects in the environment, we can also imag-
ine using the peripheral displays for less critical scenarios (e.g., notifications or
navigation). This is highlighted by previous work that already demonstrated the
usefulness of such head-mounted displays for unobtrusive notifications [CIP+06],
alarms [CHB17], warnings [NFEL17], or navigation tasks [PHF+12].

6.4.7 Conclusion

In this section, we evaluated three different visual cues for guiding attention of
walking smartphone users to the left or right side to locate potential danger.
The visual cues were presented in the periphery of the user using our peripheral
vision prototype, which was developed in two iterations. Our results showed that
visual cues are well suited for guiding the attention of a smartphone user and that
the “moving” cue results in a significantly faster response. In later research, we
combined our prototype with image processing and machine learning for detection
of approaching cars in traffic situations [JLC+18]. In the future, it may be useful
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to evaluate our motion cue under more realistic circumstances and to combine
our prototype with existing AR glasses.

6.5 Summary

In this chapter, we investigated in how far the field-of-view of Mixed Reality de-
vices can be extended to present directional cues to out-of-view objects. First,
we developed a low-cost prototyping tool for developing peripheral light displays.
Then we used that tool to build RadialLight, a prototype using 18 radially posi-
tioned LEDs. In a first study, we evaluated the directional accuracy with which
participants could perceive different LED colors presented to one or both eyes.
In a second study, we introduced two 360° videos and investigated their influ-
ence on direction accuracy and search time performance. Key findings were that
participants could not distinguish between LED cues presented to one vs. both
eyes simultaneously, participants estimated LED cue direction within a maximum
11.8° average deviation, and out-of-view objects in less distracting scenarios were
selected more quickly.

Thereafter, we transferred our results to Augmented Reality and built Monocu-
lAR, a one-eye radial display for cueing direction to out-of-view objects. In a user
study, we compared two implementations of the system: on-screen virtual LEDs
and off-screen LEDs. We showed that the on-screen variant is preferred by users
and results in shorter search times. Moreover, our results suggest visualizing only
one out-of-view object at a time can improve search time performance.

In the last section of this chapter, we developed low-cost glasses that help
guide the attention of smartphone users in hazardous situations. In a user study,
we compared three visual light cues in terms of their resulting average response
times and error rates. Overall, we could show that all light stimuli were suitable
for guiding user attention (100% correct). However, moving light resulted in
significantly faster responses and was subjectively perceived best.
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7 Encoding the Out-of-View Object’s Position

In the previous two chapters, we developed different visual cues for directing
attention to out-of-view objects, with cues presented either on the screen (see
Chapter 5) or on LEDs radially positioned around the screen (see Chapter 6).
However, many situations require not only the directions to the out-of-view ob-
jects, but also the distances to them. For example, when an object is both
occluded and out of view, a user looking in the right direction may still be unable
to locate the object because they cannot see it. Situations in which monitor-
ing the out-of-view objects is only a secondary task and users cannot turn their
heads multiple times to locate all out-of-view objects are also problematic, espe-
cially in situations in which many out-of-view objects must be located (e.g., ship
docking [GSB+18]). Therefore, a visualization technique for displaying directions
and distances of multiple objects at the same time is required. In our previous
chapter (see Chapter 5), we developed visual cues that cue direction to out-of-
view objects. Here, it may be good to extend these cues to support visualizing
distance information as well. Nevertheless, these cues use 3D shapes that add
visual clutter to the screen and are not well suited for small field-of-view devices
(e.g., Hololens) or the visualization of many objects at the same time. Therefore,
in this chapter, we develop a new visualization technique that uses visual cues
to encode positions (directions and distances) of out-of-view objects. However,
when encoding the positions of out-of-view objects, we also have to consider out-
of-view objects that change their positions over time (e.g., the tugboats during
the ship docking process [GSB+18]). Therefore, we ask:

RQ3: In what way can the directions and distances of out-of-view objects be
visualized for moving or non-moving objects in Mixed Reality?

To answer this research question, we start by developing a visualization tech-
nique for encoding the positions of non-moving out-of-view objects. Before, we
used Google Cardboard for prototyping new visualization techniques (see Chap-
ter 5). However, developing early prototypes with Google Cardboard has some
limitations (e.g., it takes a while to implement changes). Therefore, we devel-
oped a prototyping tool that allows us to quickly test and refine design ideas
for head-mounted Augmented Reality. Our prototyping tool can be used before
prototyping with another platform such as Google Cardboard to quickly collect
user feedback. Thereafter, we developed a novel visualization technique called
EyeSee360, which encodes the directions and distances of multiple out-of-view
objects at the same time. We tested three different variants of EyeSee360 in a
user study using the developed prototyping tool. Afterwards, we selected the best
variant and compared it to our adapted off-screen visualizations (Arrow, Halo,
and Wedge) in a second user study (see Section 5.1) using video see-through AR
(Google Cardboard). Furthermore, in a second part of that user study, we inves-
tigate how well EyeSee360 encodes the distances to out-of-view objects and how
fast users can locate out-of-view objects with the technique (see Section 7.1).
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Thereafter, we transfer EyeSee360 to optical see-through Augmented Reality
and compare all different variants of EyeSee360 to one other in terms of search
time performance using the Hololens. We did this because current optical see-
through AR devices suffer from small fields-of-view and because the variant that
was preferred in the previous section adds visual clutter and thereby may neg-
atively affect search time performance. Furthermore, the different variants have
only been compared in our prototyping tool in terms of direction estimation accu-
racy, not search time performance. Therefore, we conducted a user study with the
Microsoft Hololens to evaluate which variant of EyeSee360 results in the shortest
search times (see Section 7.2).

In the last part of this chapter, we investigate in what way direction and
distance of a moving out-of-view object can be visualized most effectively. Here,
we hypothesize that Contextual views approaches such as EyeSee360 may perform
worse because they present the positions of out-of-view objects relative to the
user. While this kind of visualization may be helpful for quickly locating an object
or knowing it’s position, it is unclear how beneficial it would be when objects
change position over time. Therefore, we selected 3D Radar (well-known from
computer game implementations) and compared it to our developed visualization
technique EyeSee360. In this regard, we conducted a user study in which we
distinguished between three types of movement (linear, distance, and orbital
movement). However, since current Augmented Reality devices suffer from very
limited fields-of-view, we conducted this study in Virtual Reality (see Section 7.3).

7.1 EyeSee360: Direction and Distance of Out-of-View Objects

Figure 7.1: Google Cardboard with zoom-in on our developed EyeSee360 visual-
ization technique.

In our previous chapter, we adapted Arrow, Halo, and Wedge to head-mounted
Augmented Reality (see Chapter 5). The adapted techniques utilize 3D shapes
as visual cues and our results showed that all these techniques are applicable for
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head-mounted devices. However, they only encode direction to out-of-view ob-
jects and the 3D shapes add visual clutter to the screen. Furthermore, they are
not well-suited for small field-of-view devices (e.g., Hololens) or the simultaneous
visualization of many objects. Therefore, to visualize multiple out-of-view objects
at the same time without adding too much clutter, we propose a novel visual-
ization technique called EyeSee360. The technique uses a radar-like visualization
to display out-of-view objects. We compare it to the adaptations of well-known
2D techniques (Arrow, Halo, and Wedge) proposed in Section 5.1. Because these
adaptations can only visualize direction towards out-of-view objects, we can only
use them to evaluate the directional encoding of EyeSee360. We had to evaluate
EyeSee360 against visualization techniques that only encode direction because,
to our knowledge, there is no egocentric visualization technique that addresses
visualization of both direction and distance for out-of-view objects at the same
time. Therefore, we aim to design, implement, and evaluate a novel visualization
technique for out-of-view objects in head-mounted Augmented Reality.

Here, our research contributions include:

• A lo-fi head-mounted prototyping tool that allows quick testing and refining
of design ideas for Augmented Reality.

• The design, implementation, and evaluation of our novel out-of-view object
visualization technique EyeSee360 and comparison to three adapted 2D off-
screen visualization techniques (Arrow, Halo, and Wedge).

The work presented in this section was published as a full paper at the SUI
symposium in 2017 and received an honorable mention for best paper [GEA+17].

7.1.1 Approach

To address the problem of out-of-view objects in 3D space, we divide the prob-
lem into two sub-problems: visualizing the direction of an out-of-view object
and visualizing the distance to the object. This makes sense because many use-
cases require only a visualization of the direction information (e.g. monitoring
tasks). Therefore, we are able to evaluate the direction and distance aspects of
our technique independent of each other. As a first step, we attempt to encode
direction information. To that end, we drew on prior work on mobile off-screen
visualization techniques (see Section 3.1).

For EyeSee360, we use the Contextual views approach, which overlays the
screen border with contextual information. In other words, the information over-
lays are not centered on the screen, but are displayed peripherally along the
outer part of the screen. Thereby, the user’s direct (foveal) line of sight re-
mains uncluttered [LL09]. Furthermore, following this approach, visualizations
use representations off-screen objects that are placed in the same directions as
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their corresponding off-screen objects and are thereby in line with the human
frame-of-reference [JHPR11].

In previous work, it was shown that moving objects can be tracked more accu-
rately with EdgeRadar than with Halo [GI07]. This is relevant since EdgeRadar
[GI07] served as inspiration for our technique. We evaluate EyeSee360 against
our previously developed Contextual views techniques (Arrow, Halo, and Wedge)
which we adapted for head-mounted Augmented Reality (see Section 5.1). The
reason for testing Against Arrow, Halo, and Wedge is that we investigated all
three research questions in parallel and to the time we started to explore Eye-
See360, these techniques were the only ones we had developed so far.

7.1.2 Part I: EyeSee360 Concept Validation

As a first step, we explore the design and development of our EyeSee360 technique
for visualizing out-of-view objects distributed 360° around the user.

7.1.2.1 Concept Definition

We created three different variants of EyeSee360 for the encoding of direction
information to offer three different levels of visual assistance. In the peripheral
field-of-view, an inner ellipse and an outer ellipse are drawn. The inner ellipse is
the representation of the field-of-view and is sized so as not to occlude the user’s
focus. Objects within the inner ellipse are not considered to be out of view. The
outer ellipse represents the 180° line (behind the user) from top (90°) to bottom
(90°). We chose an ellipse because the binocular nature of human vision means
that it is wider that it is high (see Subsection 2.1.2). Furthermore, we need to
represent up to 180° behind the user and only up to 90° to the top.

Visual cues that represent out-of-view objects are displayed as dots between
the inner and outer ellipses. The position of a dot represents the position of its
corresponding out-of-view object. Left and right are shown up to 180°, while up
and down are shown up to 90°. This makes it possible to visualize any position
for an out-of-view object in 3D space. The three different variants that we ex-
plored for directional encoding are as follows: 1) only the inner and outer ellipses
are visible to the user (no helplines; see Figure 7.2a), 2) the ellipses are shown
along with two helplines on the horizontal and vertical axes (basic helplines; see
Figure 7.2b), and 3) the ellipses are shown with helplines on both axes as well
as on each 45° step (all helplines; see Figure 7.2c). We have three variants for
distance encoding as well: 1) size, 2) color, and 3) a combination of size and color
(see Figure 7.2). The fixation cross seen in Figure 7.2 is always centered in the
user’s field-of-view.

To represent distance to an object, the following visual cue characteristics can
be considered: size, color, brightness, and animation. Brightness was excluded
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(c) All helplines with combination of size and color.

Figure 7.2: Three different variants of EyeSee360.

from the selection because it would cause cues for objects with low alpha values
to appear faded. Also, since brightness is influenced by the environment, unin-
tentional changes in perception could occur. We could also animate objects (e.g.
make them blink) with a high frequency. However, animation in the periphery
may immediately captures attention and should therefore only be used for guid-
ing attention, not for continuous visualization of information. The two remaining
cue characteristics, size and color, have been selected as possible candidates for
representing distance. Colors are already important when it comes to attention
(e.g., for traffic lights). On the other hand, we have a natural association between
distance and size. The farther away something is, the smaller it looks. However,
a combination of both forms is also possible. Here, it is important that the two
colors are clearly distinguishable on every step of their color gradient. Therefore,
we chose red and yellow for our experiment. Red is used for closer objects because
we consider them to be more important, while yellow is used for objects farther
away. Further, it is important that the different sizes of the distance encodings
are clearly distinguishable. However, a limit of the size must be considered. Very
large visual cues for the out-of-view objects lead to more frequent overlapping.
Size, color, and a combination of both size and color for distance representation
are therefore compared in the following concept validation study.

7.1.2.2 Concept Validation Study

To validate the concept of EyeSee360, we ran a concept validation study. Our
goal was to evaluate whether users can determine the positions of out-of-view
objects with EyeSee360. To test our concept, we developed a prototyping tool
that allows researchers to rapidly test non-changing head-mounted see-through
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views without implementing them. With this tool, we could use simple slides to
obtain users’ impressions. Here, we needed to develop our own prototyping tool
because previous tools, such as the PapAR tool by Lauber et al. [LBB14], do
not consider use with head-mounted devices or focus on the interface elements
[SC12] instead of visualizing information. Our prototyping tool does not limit
the human field-of-view thanks to transparent materials.

7.1.2.3 Designing the Lo-fi Prototyping Tool

We laser cut our prototyping tool (see Figure 7.3). We used Plexiglass manu-
factured glasses that allow insertion of film slides (known as transparencies or
viewfoil) in the front. The user is then able to explore static see-through layers
and their effects on the perceived environment. It is even possible to have more
than one layer. Since no lenses are used, care must be taken that human per-
ception does not allow any content to be focused directly in front of the user.
Accordingly, a suitable distance between the film and the human eye must be
used. It should be noted that this distance must always be greater with increas-
ing biological age. For example, for persons over 70 years old, if the distance
reaches 70 cm, it would no longer be suitable since such glasses would be too
bulky and heavy.

(a) Prototyping tool form a user’s perspective. (b) Side view.

Figure 7.3: Person wearing our lo-fi AR prototyping tool.

7.1.2.4 Study Design

To evaluate the performances of the three variants of directional and distance
encoding described above, we conducted a comparative user study. The user
study was designed as a lab study and took place in an empty office room with
white walls and darkened windows to avoid effects of different light conditions. We
lit the room with artificial light (around 600 lux). We used quantitative methods
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to objectively evaluate performance as well as SUS questionnaires to gain insights
into the perceived usability of each variant. For this validation study, we fixed
several parameters: 1) all out-of-view objects were homogeneously distributed in
3D space to fit all directions and distances equally, 2) the positions of the objects
and the user’s viewing angles to them did not change throughout the study,
and 3) the number of displayed objects was fixed at five. We investigated user
performance (accuracy) and subjective variable perception for object direction
and distance.

In this study, we have two independent variables: assistance with three levels
(no helplines vs. basic helplines vs. all helplines) and attribute with three levels
(size vs. color vs. combination). Since we could not separate direction infor-
mation from distance information, it was not necessary to test out all 9 possible
combinations. Instead, the three versions of direction and distance encoding were
combined. This resulted in three overall visualizations: no helplines with size,
basic helplines with color, and all helplines with combination. (see Figure 7.2).

We used a questionnaire to measure variable perception in the periphery. We
asked participants how many object representations they perceived per run if
they focused on a cross in the center of the slides. This was our perceptibil-
ity dependent variable. Performance (for direction and distance) was measured
through paper-based responses, where participants had to indicate on sheets of
paper with diagrams. First, we asked for vertical direction towards the object,
second for horizontal direction towards the object, and third for distance to the
object. Vertical and horizontal directions were measured by binning responses
into 30° range buckets (see Figure 7.4a and 7.4b). For example, a participant
could say the vertical direction is between 30° and 60° and the horizontal direc-
tion is between 150° and 180°. Distance was measured in four buckets: very near,
near, far, very far (see Figure 7.4c). Before the test session, each participant was
given a tutorial to become familiar with these distance buckets.

For this study, we derived the following sub-question from our third research
question: (RQ3a) Which EyeSee360 visualization concept performs best with re-
spect to accuracy for direction and distance towards out-of-view objects and can
be perceived well in the periphery? Our dependent variables were: perceptibility
(counting the number of visual cues), horizontal direction, vertical direction, and
perceived distance. We posit the following hypotheses:

H16 We hypothesize that the direction encoding with all helplines results in bet-
ter user performance than the one with no helplines.

H17 We think using the combination of size and color for distance encoding
results in better user performance than using either of them individually.

To avoid learning effects or fatigue, we counterbalanced our independent vari-
ables. Using a Latin square design, we arrived at 3 rows for the study. For each
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Figure 7.4: Paper-based forms for collecting user input.

visualization combination, 10 slides were prepared. This equals a total number of
30 slides. Since our rapid prototyping approach requires changing of the slides, we
limited each condition to only 4 out of the 10 possible slides (which are variations
of the condition). The 4 slides used were chosen at random for each condition.

7.1.2.5 Procedure

At the start of the study, participants received an introduction to out-of-view
objects and were given a demo where they could look at the different variants
of EyeSee360. All possible variants of the visualizations were explained in de-
tail using the three slides in Figure 7.2. As already mentioned, the order of the
visualizations was counterbalanced. The three different visualizations were then
applied successively to the AR prototype during the main part of the study. First,
participants were asked how many visual cues they could see while focusing on
the cross in the center of the slide. The maximum number of visual cues that
can be seen on each slide is five. Next, the experimenter, went through each
numbered visual cue with the participant, asking for the three necessary values:
vertical direction, horizontal direction, and distance. As mentioned earlier, the
used forms can be seen in Figure 7.4. After all visualizations had been completed,
participants filled out two questionnaires: one was a SUS questionnaire and the
other consisted of four questions concerning the implementation of the visual-
izations. At the end of the study, participants filled out a personal information
form (which included typical items such as age and gender as well as experience
with out-of-view object visualizations rated on a 5-point Likert-scale, where 1 is
strongly disagree). Each session lasted approximately 60-75 minutes.
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7.1.2.6 Participants

We recruited 19 participants1 (8 female), aged between 20 and 61 years (M=28.3,
SD=11). None suffered from color vision impairment, and all had normal or
corrected-to-normal vision. Eleven had no experience with out-of-view object
visualizations and eight were somewhat familiar with such visualizations (Md=1,
IQR=1-2).

7.1.2.7 Results

Perceptibility

We consider the effects of attributes used (size, color, or combination of both)
on object perceptibility. On each slide, five out-of-view objects were shown to
the participant. To measure the perception performance, the user was asked
to focus on a cross in the center of the slide and state the number of visible
representations for out-of-view objects. This helped us to figure out whether
a representation was too small or a color could not be perceived. The mean
number of perceived objects (max=5) was 4.91 for no helplines with size, 4.63
for basic helplines with color, and 4.63 for all helplines with the combination
of size and color. Normality here was not assumed because the Shapiro-Wilk
test was significant (p<0.001). We therefore ran a Friedman test, which revealed
a significant effect of different encodings on perception error (χ2(2)=21.24, p
< 0.001, N=19). A post-hoc test using Wilcoxon Signed-rank with Bonferroni
correction showed significant differences between some conditions, as shown in
Table 7.1.

Table 7.1: Pairwise comparison of perceptibility conditions.

Comparison p-value φ-value

No helplines with size vs. basic helplines with color <0.001 0.33

No helplines with size vs. all helplines with both <0.001 0.36

Basic helplines with color vs. all helplines with both 0.85 0.03

Direction Accuracy

We consider the effects of three different variants of our EyeSee360 technique (no
helplines with size, basic helplines with color, and all helplines with combination)
on vertical and horizontal direction accuracy. It is important to know that we
divided the different degree values into buckets, where each bucket represents

1 To obtain sufficient power for our data, we need 18 participants in our study. We calculated
this value with G*Power under two-way ANOVA (α=0.05 and 1− β=0.8) based on the three
different variants of visualization techniques. For the perception in the periphery we get 216
data points because we get this based on the slides and not on every object (f=0.22). For
direction and distance towards out-of-view object we get 1080 data points and we are able to
show small effect sizes of (f=0.1).
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a 30° angle. These buckets were used to simplify participant input entry. For
example, if the out-of-view object’s position is between 0° and 30° horizontally
and the user thinks it is located between 60° and 90°, then the error will be 2
because the guessed class is two points away from the correct one.

We had 6 buckets for vertical range (90° up, 90° down) and 12 buckets for
horizontal range (360° surround). The mean errors for vertical direction are: no
helplines with size=0.19, basic helplines with color=0.15, and all helplines with
combination=0.12 (max. error possible is 5). The mean errors for horizontal
direction are: no helplines with size=0.63, basic helplines with color=0.51, and
all helplines with combination=0.28 (max. error possible is 6). For vertical direc-
tion error, a Shapiro-Wilk-Test showed that our data is not normally distributed
(p<0.001), and thereafter we ran a Friedman test that revealed no significant
effect of different encodings on vertical direction error (χ2(2)=2.98, p=0.225,
N=19). For horizontal direction error, a Shapiro-Wilk-test showed that our data
is not normally distributed (p<0.001), and thereafter we ran a Friedman test
that revealed a significant effect of different encodings on horizontal direction er-
ror (χ2(2)=48.27, p<0.001, N=19). A post-hoc test using Wilcoxon Signed-rank
with Bonferroni correction showed significant differences for some conditions (see
Table 7.2).

Table 7.2: Pairwise comparison of help variations for horizontal direction.

Comparison P-value φ-value

No helplines with size vs. basic helplines with color 0.076 0.06

No helplines with size vs. all helplines with both < 0.001 0.24

Basic helplines with color vs. all helplines with both < 0.001 0.19

Here, the pairwise comparisons show that the lower mean error for horizontal
direction for all helplines with combination is significant compared to no helplines
with size and basic helplines with color. Figure 7.5 shows the horizontal and
vertical direction errors for all three variants combined. Clearly, most errors fall
under error class 1, which means the erroneously chosen buckets were usually
right next to the correct buckets.
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Figure 7.5: Barplot showing rates of horizontal and vertical direction errors.
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Distance Accuracy

We investigated the effects of three different attributes (no helplines with size,
basic helplines with color, all helplines with combination) on distance accuracy.
We again created a bucket-based encoding for distance: very near, near, far,
very far. The mean errors for distance are: 0.15 for no helplines with size,
0.07 for basic helplines with color, and 0.09 for all helplines with combination
(max. error possible is 3). A Shapiro-Wilk-test showed that the data are not
normally distributed (p<0.001) and a Friedman test revealed a significant effect
of the encoding types on distance (χ2(2)=20.34, p<0.001, N=19). A post-hoc
test using Wilcoxon Signed-rank with Bonferroni correction showed significant
differences for some conditions (see Table 7.3).

Table 7.3: Pairwise comparisons of help variations for distance.

Comparison p-value φ-value

No helplines with size vs. basic helplines with color < 0.001 0.14

No helplines with size vs. all helplines with both < 0.001 0.12

Basic helplines with color vs. all helplines with both 0.618 0.02

System Usability Scale

For this concept validation study, our rapid prototype of EyeSee360 scored 71 on
the SUS, which is just over the threshold of 68 for acceptable usability [Bro96].

User Feedback

To gain more specific feedback, we gave participants four 5-point Likert-scale
questions (1=strongly disagree, 5=strongly agree). Participants stated that they
could easily distinguish between the colors used for distance encoding (Md=4,
IQR=4-5) and could easily distinguish between the sizes used for distance encod-
ing (Md=4, IQR=3-4). In addition they found the inner ellipse of the visualiza-
tion confusing (Md=2, IQR=1-2), but thought the helplines in the visualization
were helpful for understanding the cued direction (Md=5, IQR=4-5). Partici-
pants reported that the color yellow is not easily perceived, especially when it is
shown on the periphery. This is in line with our findings regarding the perceptibil-
ity of representations in our early prototype that use the color yellow. Another
point reported by users was that two very close out-of-view objects cannot be
encoded by our visualization because one can occlude the other.

7.1.2.8 Discussion

While validating our lo-fi EyeSee360 prototype, we discovered a number of inter-
esting findings. First, using all helplines was deemed most useful by participants
and resulted in the lowest error for direction estimation, which fed into later de-
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sign iterations. Therefore, we can accept our hypothesis H16. Second, color as
well as the combination of color and size were overall the best attributes for dis-
tance encoding, as shown by our quantitative results. However, since there was
no significant difference between color and color with size, we cannot accept our
hypothesis H17. Finally, the SUS scores indicated acceptable perceived usability
for this lo-fi prototype, which provided further support for implementing our final
EyeSee360 prototype.

7.1.3 Part II: EyeSee360 Evaluation Study

Given the promising results of the concept validation study, we implemented the
best-performing version of our novel EyeSee360 visualization technique. This was
done for two reasons. First, we are now able to evaluate this technique in an ac-
tual implemented prototype, which increases ecological validity. Second, we can
now compare our new visualization technique with the adapted versions of three
well-known 2D off-screen visualization techniques (Arrow, Halo and Wedge) for
encoding direction towards out-of-view objects (see Section 5.1). We chose to
compare EyeSee360 to Arrow, Halo and Wedge from our first study because, at
the time of this study, these techniques were the only ones that we had devel-
oped and tested so far. However, since most of the techniques in this thesis have
been tested with comparable search and direction estimation tasks, we still can
compare the results of the different techniques to each other. In the second part
of this study, we evaluated the distance encoding of EyeSee360. We further in-
vestigate the subjective workloads incurred by all tested visualization techniques
and assess the usability of each with the SUS questionnaire. To evaluate the
scalability of EyeSee360, we tested it with different numbers of objects (three vs.
five vs. eleven).

7.1.3.1 Implementation

All visualizations were implemented for Google Cardboard. Thereby, we tested
video see-through Augmented Reality. Vuforia was additionally used for the im-
plementation to keep the out-of-view objects at fixed positions in the environment.
We used the Vuforia environment tracking based on the gyroscope sensor of the
smartphone. The Google cardboard we used for the evaluation had a field-of-view
of 45° horizontally and 30° vertically. Our development was done in Unity. Our
implementation of EyeSee360 supports various devices (e.g., Google Cardboard,
Microsoft Hololens, Oculus Rift, etc.) and is published as open source code on
Github2.

Our validation study illustrated that a visualization with 45° helplines is best
suited for showing direction to out-of-view objects (variant 3: all helplines with

2 Github OutOfView-Project. www.github.com/UweGruenefeld/OutOfView, last retrieved April
21, 2020
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combination; see Figure 7.2c). The representations of distance using colors or
color and size were the best performing variants. We chose to represent distance
with color only to avoid having too many conditions and because this resulted in
the smallest mean error. However, we found that showing yellow in the periphery
was not very perceptible. For this reason, a color gradient from blue to red was
chosen based on the cold and warm metaphor used, for example, in heatmaps3

[Har00]. Here, red stands for very close and blue for far away.

In addition, the EyeSee360 visualization must now represent objects dynami-
cally through their visual cues. This means that the image has to change depend-
ing on the user’s viewing direction. Furthermore, the previous visualization must
be adapted to the smartphone. Here, the field-of-view was represented by an
inner ellipse. Due to the video see-through variant, however, the camera image is
looped through the device and output on the screen. Since this output no longer
has a round shape, but a rectangular shape, the inner area of the visualization
must be adapted to also become rectangular. In other words, the looped camera
image is the new field-of-view and, since this image is rectangular, the focus area
needs to be rectangular too. A further adaptation is that this inner area has
to move when the user looks up or down; that is, it must move in the correct
vertical direction as the user adjusts the field-of-view. In these cases, the inner
visualization moves along.

7.1.3.2 Study Design

The second study was also designed as a lab study and took place in the same
empty office room with the same light conditions. The study is split into two
parts, where the first aim is to compare the direction encoding of EyeSee360 with
Arrow, Halo, and Wedge (part 1), and the second is to evaluate the distance
encoding for EyeSee360 (part 2). Furthermore, we measure the SUS scores and
the subjective workload for the different visualization techniques with the NASA
Raw-TLX [Har06]. For this study, we had to fix three parameters: 1) all out-
of-view objects were randomly distributed in 3D space with equal possibilities
for every possible direction and distance (except the 3D space within the user’s
view), 2) distance was ranged between 0% and 100% with a one meter distance
at 100%, and 3) the positions of the out-of-view objects were world-fixed, but not
ego-fixed (or user-fixed). In other words, these objects are non-moving and stay
in the same positions over time.

In the first part of the study, we investigate whether the dependent variable di-
rection accuracy is influenced by the independent variables visualization (Arrow
vs. Halo vs. Wedge vs. EyeSee360), environment (180° vs. 360°), and number
of objects (three vs. five vs. eleven). This repeated-measures within-subjects
factorial design results in 24 different conditions. Additionally, we investigated
whether the dependent variable’s usability and workload are influenced by the

3 Heatmap. en.wikipedia.org/wiki/Heat_map, last retrieved April 21, 2020
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independent variable visualization (Arrow vs. Halo vs. Wedge vs. EyeSee360).
In the second part of the study, we investigate if the dependent variables distance
accuracy and search time are influenced by the independent variables visualiza-
tion (EyeSee360), environment (360°) and number of objects (three vs. five vs.
eleven). This repeated-measures within-subjects factorial design results in 3 dif-
ferent conditions.

For this study, we derived the following sub-question from our third research
question: (RQ3b) Which visualization (Arrow, Halo, Wedge, EyeSee360) for
head-mounted AR results in the best user performance with respect to direction,
usability, and workload? We posit the following hypotheses:

H18 EyeSee360 performs better than the Arrow, Halo, and Wedge visualizations
for estimating direction for all environments (180°, 360°).

H19 The measured workload for EyeSee360 is higher than for the visualizations
Arrow, Halo, and Wedge.

7.1.3.3 Procedure

At the beginning of the study, participants got an introduction to out-of-view
objects and were given a demo where they could test the different visualization
techniques. Then participants did part 1 (see Section 7.1.3.3) and part 2 (see
Section 7.1.3.3) of the study. At the end of the study, participants filled out a
personal information form that included typical items such as age and gender
but also asked them to rate their experience with out-of-view object visualiza-
tion techniques and head-mounted devices on a 5-point Likert-scale, where 1 is
strongly disagree and 5 is strongly agree). Each session lasted approximately
45-60 minutes.

Part 1: Direction Estimation

In the first part, participants had to locate out-of-view objects in two different
environments (180° vs. 360°). These ranges are 180° ahead of the user or 360°
around the user. The orders of the visualizations, numbers of objects, and en-
vironments were generated according to a Latin square design and were then
randomized. The out-of-view objects were created randomly in the correspond-
ing area of the environment (180° vs. 360°). As mentioned earlier, none of the
objects occupied the user’s viewport. Each combination of visualization, number
of objects, and environment was tested in 3 iterations. In each iteration, three
representations were chosen at random and were successively highlighted in green.
When a representation was highlighted, the participant had to guess the position
of the corresponding object without being able to see it.

To accomplish this, the participant had a green cursor in the center of the
screen and a remote controller to confirm the current cursor position as the out-
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of-view object’s position. The cursor could be moved via head movement. To stop
participants from being able to obtain the exact position of an out-of-view object
in a given technique through head movement, the visualization technique was
only visible in a small area directly in front of the participant. Moving the green
cursor out of a black circle disabled the visualization technique, at which point the
participant had to guess the out-of-view object’s position by the affordances the
technique offered (see Figure 7.6). The direction error is measured as the angle
between the position specified by the participant and the actual position of the
object. We had to change the input method from verbal reporting in the concept
evaluation study to digital input to enable participants to specify the positions
of out-of-view objects with higher accuracy. Further, in pilot trials, participants
stated that writing on a paper while looking through a video-see-through device
feels uncomfortable.

Figure 7.6: User input during the direction estimation task. Left: green cursor
is inside the black circle and EyeSee360 is visible. Right: green cursor is outside
the black circle and EyeSee360 is not visible.

After each visualization, the participants had to fill out SUS [Bro96] and NASA-
TLX [HS88] questionnaires about the used visualization technique.

Part 2: Distance Estimation and Search task

In the second part, we evaluated the distance encoding for EyeSee360. Addition-
ally, participants were asked to search for the out-of-view object. The different
numbers of objects were presented in a random order. Out-of-view objects were
created randomly in 360° around the user. Again, none of the objects occupied
the user’s viewport. Each number of objects was tested in two iterations. In each
iteration, three representations were chosen randomly and the participant had to
complete the following two tasks for each chosen representation. In the first task,
the chosen representation is highlighted and the user must estimate the distance
towards the represented out-of-view object by moving a three-dimensional object
on an axis extending from the user into the viewing space. The object is moved
with a remote control. Then, as a secondary task, the highlighting disappears
and the user must locate the represented object. This is accomplished by using
the green cursor in the center of the screen to select one of the visible out-of-view
objects and confirm it with the remote control.
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7.1.3.4 Participants

We recruited 16 participants4 (8 female), aged between 20 and 63 years (M=30.6,
SD=12.7) Most participants did not have much experience with visualizations of
out-of-view objects (e.g., from video games) (Md=1, IQR=1-2), nor with head-
mounted devices (e.g., AR or VR) (Md=1, IQR=1-1).

7.1.3.5 Results

Direction Accuracy

We consider the effects of the three factors (visualization, number of objects, en-
vironment) on mean direction error. The mean errors for the visualization tech-
niques are: Arrow=31.23°, Halo=29.74°, Wedge=28.52°, and EyeSee360=21.25°.
The direction errors are compared in Figure 7.7.
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Figure 7.7: Boxplot of median direction errors for visualizations.

A Shapiro-Wilk-Test showed that our data is not normally distributed (p<

0.001), and thereafter we ran a Friedman test that revealed a significant effect
of visualization technique on direction error (χ2(3)=27.55, p<0.001, N=16). A
post-hoc test using Wilcoxon Signed-rank with Bonferroni correction showed sig-
nificant differences between the four groups (see Table 7.4). EyeSee360 has a sig-
nificantly lower direction error than Arrow or Halo. Furthermore, in Figure 7.8,
it is clear that the deviation from the median is smallest for EyeSee360.

4 The number of participants was calculated with G*Power for ANOVA. For direction we have
24 combinations. We assumed an alpha of 0.05 and a power of 0.8 (α=0.05, 1-β=0.80). We
need at least 14 participants to measure mean effect sizes (f=0.25). For distance we again
assumed an alpha of 0.05 and a power of 0.8 (α=0.05, 1-β=0.80). With 14 participants we can
also measure mean effect sizes of (f=0.25).
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Table 7.4: Pairwise comparisons of visualization techniques.

Comparison p-value φ-value

Halo vs. Arrow 0.723 0.01

Wedge vs. Arrow 0.053 0.06

EyeSee360 vs. Arrow <0.001 0.20

Wedge vs. Halo 0.280 0.03

EyeSee360 vs. Halo <0.001 0.20

EyeSee360 vs. Wedge <0.001 0.15

Environment

The mean direction errors for environment are 24.06% for 180° and 31.31% for
360°. As we compare two matched groups within subjects, we directly per-
formed a Wilcoxon Signed-rank test. Here we found a significant effect of en-
vironment (W=241170, Z=-8.05, p<0.001, φ=0.17). We further investigated
effects of environment on each technique. We did a Wilcoxon Signed-rank test
for Arrow (W=12644, Z=-5.77, p<0.001, φ=0.17), Halo (W=17866, Z=-2.08,
p<0.05, φ=0.12), Wedge (W=14258, Z=-4.63, p<0.001, φ=0.14), and EyeSee360
(W=15216, Z=-3.95, p<0.001, φ=0.12). These were all shown to be significant.

Number of Objects

Further, we investigated if the number of objects has a significant effect on di-
rection error. We compare three matched groups within subjects with a non-
parametric Friedman test, which revealed no significant effect of number of ob-
jects on direction error (χ2(2)=3.2604, p=0.20, N=16).

Subjective Workload

According to hypothesis H19, we expected that EyeSee360 would have a higher
subjective workload than Arrow, Halo, or Wedge. Here, we compared the four
matched groups (workload scores: Arrow=47.6, Halo=42.5, Wedge=44, Eye-
See360=46.6) within subjects using a non-parametric Friedman test. The Fried-
man test revealed no significant effect of visualization on Nasa Raw-TLX score
(χ2(3)=0.43, p=0.93, N=16). This means we can not accept or reject the null
hypothesis of H19 that there is no difference in overall workload across techniques.

Distance Accuracy

We compare three matched groups (3, 5, or 11 objects) within subjects with
a non-parametric Friedman test, which revealed no significant effect of number
of objects on distance error in EyeSee360 (χ2(2)=1.8788, p=0.39, N=16). The
distance was measured in a range between 0% and 100%.
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Search Time

Additionally, we investigated search time for EyeSee360. In 297 runs, participants
found 251 out-of-view objects correctly (success rate of 84.5%). Furthermore, the
time needed to locate the out-of-view objects is important, where the mean time
to find an object was 10.4 seconds. The mean search time for all correctly located
objects was 9.8 seconds. Both values are quite high due to the time required for
head rotation, selecting the out-of-view object, and confirming the input. As
a next step, we divided the rotation necessary to find the object into buckets
(containing 30° each). In Figure 7.8, it is shown that the time needed to find an
out-of-view object increases for higher angles, except for 91° to 120°.
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Figure 7.8: Median time for horizontal direction buckets.

System Usability Scale

To evaluate the perceived usability of EyeSee360, the SUS questionnaire was
used. The result for the final prototype of EyeSee360 (68) is above Halo (66)
and under Wedge (70). This is also under the SUS score for the rapid prototype
version (71). This is likely due to the fact that we used video see-through AR
for the final prototype. Latency with looping the camera to the screen can cause
simulator sickness and decreased usability.

Learning effects

The number of trials and the time needed by participants are insufficient for
investigating learning effects within our data. Therefore, to gain more specific
feedback, we gave participants two 5-point Likert-scale questions (1=strongly
disagree, 5=strongly agree) to investigate this. Participants felt they were able
to understand the positions of out-of-view objects visualized with EyeSee360 more
quickly over time (Md=4, IQR=3-4), as well as more precisely (Md=4, IQR=4-4).
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7.1.3.6 Discussion

In our final evaluation study of EyeSee360, we have a number of noteworthy
findings. First, it appears that EyeSee360 had the lowest error for direction
estimation, in contrast to the adapted 2D techniques. A pairwise comparison
revealed that EyeSee performs significantly better than Arrow and Halo, but
not significantly better than Wedge. Therefore, we cannot accept or decline
hypothesis H18. Second, the 180° environment setting resulted in better direction
accuracy than the 360° condition, which fits our expectation that estimating
direction for a larger spatial area is more difficult than for a narrower range. The
number of objects did not have any significant influence.

For workload, we also did not find any differences between the tested tech-
niques. Therefore, we cannot accept or reject hypothesis H19. However, we do
observe a positive correlation between search task time and direction angle. This
can have detrimental effects on workload in a real-life scenario. With respect to
distance estimation, we found that there were no differences across the different
numbers of objects; however, the distance error was in the 5-10% range (M=9.34,
SD=10.26) for all tested conditions. Finally, it seems participants feel they get
better at the task over time, despite the fact that this was not explicitly tested.

7.1.4 Implications

Advantages of AR

Basically, EyeSee360 was inspired by 2D off-screen visualization techniques such
as EdgeRadar [GI07] and is therefore somewhat similar to these techniques and
familiar. For that reason, EyeSee360 uses a plane projection in the view frus-
tum of the user. Combined with a head-mounted device, our technique offers a
constant flow of information regarding out-of-view objects in the periphery.

From Video to Optical See-Through AR or VR

Another issue that arises in our work is whether our findings can transfer to
other head-mounted AR devices (e.g., optical see-through). To use our technique
with an optical see-through device, it may be necessary to measure the user’s
facial field, if the technique is intended to be used to locate physical objects
in the environment. By contrast, for devices with video-see-through technology
(as we have done), the facial field is determined by the camera lens used and is
therefore easier to determine. While in this study we were concerned with video
see-through AR technology, we can see the potential of extending this work to
other AR and especially Virtual Reality (VR) environments (since everything is
rendered digitally in such an environment).
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Usefulness of Lo-fi Prototyping Tool

From our first study, we developed a low-fidelity prototyping tool to quickly test
design ideas for out-of-view objects for head-mounted AR. We argue for the use-
fulness of this approach, as it saves both development time and allows designers
to test and iterate quickly based on user feedback. This is especially applicable
for a visual domain such as out-of-view objects, where the exact parameters for
size, color and form can vary even between users (e.g., color blind individuals).

Ecological Validity

It is important to reflect on whether our developed techniques can be used in
a real-world scenarios, such as ship docking [OLL15] or gaming environments
for social awareness [PKB10]. While this was out of our current scope, the ul-
timate test of how well our EyeSee360 system can support users would require
longitudinal in-the-wild testing, wherein we can gain greater insight into the in-
teractions between learning effects, errors, and the specific contexts in which a
head-mounted AR device is used (e.g., while mobile).

Study Limitations

We did not measure task completion times for direction accuracy in the sec-
ond study comparing Arrow, Halo, Wedge, and EyeSee360. It was not deemed
relevant for answering our initial research question and we wanted to focus on
whether users are able to identify the object, not whether they can do so quickly.
This can be addressed by future work when the time it takes to locate out-of-view
objects is critical. Further, one could argue that the user having to rotate their
head to identify the direction negatively affects direction estimation. However,
alternative modes, such as having the user click on a 3D sphere or point in a
direction, have similar limitations.

7.1.5 Conclusion

In this section, we studied the problem of visualizing out-of-view objects in head-
mounted AR. Therefore, through a concept validation study and a compara-
tive evaluation study, we proposed our EyeSee360 technique. This was shown
to outperform the 2D adapted techniques from previous work. Further work
should focus on reducing direction and distance errors. Additionally, further
comparative studies are needed to evaluate EyeSee360 against other techniques
such as AroundPlot[JHPR11]. Together, our methods and findings provide the
groundwork on which future research on out-of-view object visualization in head-
mounted AR can build, particularly for optical see-through (e.g., Hololens) or
Virtual Reality devices.
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7.2 EyeSee360 for Optical See-Through Augmented Reality

(a) Person wearing Hololens. (b) EyeSee within Hololens.

Figure 7.9: Implementation of EyeSee360 on the Hololens which shows the human
field-of-view and three real-world out-of-view objects.

Knowing the positions of out-of-view objects is a problem in many different
environments (e.g., ship docking [OLL15] or gaming [PKB10]). A solution for
this problem is our visualization technique EyeSee360, proposed in the previous
section (see Section 7.1). When possible, EyeSee360 is shown in the user’s pe-
riphery, thereby leaving the user’s focus uncluttered. We evaluated EyeSee360
for a video-see-through device. However, video-see-through decreases the natural
human field-of-view and is known for causing simulator sickness. Optical-see-
through devices, on the other hand, leave the human field-of-view unchanged and
do not cause sickness. However, with the limited fields-of-view of current AR de-
vices (e.g., Microsoft Hololens5), virtual content still recedes from the user’s view.
This is problematic because it turns locating virtual objects into an exhausting
and frustrating task.

To address the problem of virtual objects receding from view, different visual-
ization techniques have been developed [BTOX06, JHPR11, SH13]. One of those
techniques is EyeSee360 from the previous section (see Section 7.1). This tech-
nique allows one to visualize multiple out-of-view objects at the same time (it has
been tested with up to eleven objects without showing any performance decrease
in participants). Furthermore, EyeSee360 has been compared to most of the
state-of-the-art techniques and was found to result in the best search time per-
formance, lowest workload, and highest usability [BSEN18]. However, especially
on small field-of-view devices, EyeSee360 as it is currently used introduces a lot of
visual clutter to the screen in the form of additional information (assistance). We
hypothesize that this additional information interferes with perception of other
content and may lead to less optimal search time performance. Further, in the
original work, three different variants of EyeSee360 (see Section 7.1) were pro-

5 The Microsoft Hololens version 1 has a field-of-view of 30° horizontal and 17.5° vertical.
en.wikipedia.org/wiki/Microsoft_HoloLens, last retrieved April 21, 2020
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posed, each offering different levels of assistance information, but they were never
compared to one other in terms of search time performance.

In this work, we aim to improve the search time performance for locating
virtual out-of-view objects in Augmented Reality. We compare three variants of
EyeSee360 with different levels of visual information (assistance) in a laboratory
user study. Thereby, we want to investigate the influence of more information
(assistance) but also more visual clutter on search time performance for state-of-
the-art AR hardware (Hololens).

Here, our research contributions include:

• We add to a better understanding of the effects of visual clutter and assistance
on search time for locating objects out of view.

• A comparison of three different variants of EyeSee360 with regard to best
search time performance.

The work presented in this section was published as a short paper at the
MuC conference in 2019 and received an honorable mention for best short paper
[GPH19a].

7.2.1 EyeSee360

In this work, we aim to improve search time performance of the out-of-view visu-
alization technique EyeSee360 (see Section 7.1). We chose EyeSee360 because it
supports multiple out-of-view objects and encodes their directions and distances
relative to the user in head-mounted Augmented Reality devices. Furthermore,
compared to other techniques, EyeSee360 shows the lowest direction estimation
error and the lowest search times for objects distributed 360° around the user
(cf. Section 5.3, Section 7.1 and [BSEN18]). EyeSee360 concentrates information
about out-of-view objects onto a grid system in the user’s periphery (see Fig-
ure 7.10). This grid system compresses 3D position information onto a single 2D
plane. The inner rectangle of EyeSee360 represents the FOV of the user, and the
area outside the rectangle represents the area outside of the user’s view. However,
EyeSee360 supports three different variants. The different variants of EyeSee360
offer different levels of assistance for locating objects out of view. The first variant
offers no assistance, the second variant shows vertical and horizontal axis lines,
and the third variant shows additional dotted lines representing 45° sections of
the user’s view (see Figure 7.10). The three variants of EyeSee360 have not been
evaluated against one other in terms of search time performance. However, we
hypothesize that the variant with all helplines offers too much unnecessary infor-
mation and adds visual clutter to the screen, especially on devices with smaller
fields-of-view. We think this results in higher search times and therefore, we will
compare the three variants in a user study.
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Object 4

Object 3

Object 5 Object 2

Object 1

(a) Example scene. (b) No helplines.

(c) Basic helplines. (d) All helplines.

Figure 7.10: Out-of-view visualization techniques for virtual objects in example
scene. (a) illustration explaining relative positions (bird’s eye view); (b-d) user
views through Hololens without built-in RGB camera image for better readability
(each visualization fits the device screen 1:1).

7.2.2 User Study

In this study, we compare the different variants of EyeSee360 using the Hololens.

7.2.2.1 Study Design

To evaluate the performances of different variants of EyeSee360 for visualiza-
tion of out-of-view objects, we conducted a within-subjects controlled laboratory
study in Augmented Reality with the Microsoft HoloLens. During the study, par-
ticipants were asked to search for objects out of view. Our independent variable
was assistance with three levels (no helplines vs. basic helplines vs. all helplines).
We used quantitative methods to evaluate user performance, taking search time
and subjective Likert-items as our dependent variables.

For this study, we derived the following sub-question from our third research
question: (RQ3c) In how far does the visual clutter added by the different vari-
ants of EyeSee360 influence search time performance? We posit the following
hypothesis:

H20 We expect the EyeSee360 variants with no helplines and basic helplines to
result in faster search time performance because they add less visual clutter
and are therefore less distracting.
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7.2.2.2 Apparatus

We set up an empty office space (3 x 3 meter) with darkened windows and an
artificial light source to control the brightness throughout the experiment (around
500 lux). Our experiment and all variants of EyeSee360 are implemented in
Unity3D6, a 3D game development platform, and the Microsoft Hololens, a head-
mounted Augmented Reality device.

7.2.2.3 Implementation

The inner ellipse of EyeSee360 represents the user’s field-of-view. Since the
Hololens is an optical see-through-device, the field-of-view is nearly the same
as the human field-of-view. Our adaption of the inner ellipse can be seen in
Figure 7.9b. Further, we had to change the color of the ellipses and helplines
from black to white because black is not very visible on optical-see-through de-
vices. One of the constraints of the Hololens is the limited display, which has a
field-of-view that extends only 30° horizontally and 17.5° vertically. Therefore,
EyeSee360 cannot be shown in the user’s periphery.

7.2.2.4 Procedure

At the start of the study, participants received an introduction to the Hololens.
After, we started testing the different variants of EyeSee360. Each of the three
variants of EyeSee360 was tested in one block. All blocks were counter-balanced,
using a balanced Latin square design. For each block, we had two test trials
and ten measured trials. In each trial, five virtual objects were randomly placed
360 degrees around the user but not in view (see Figure 7.10a for an example).
Each virtual object was assigned a label, starting with “Object” plus a random
number from one to five. On-screen text informed the participant which of the
five objects to seek. The participant had to search for the virtual object by
moving their head into the direction of the object. When the virtual object
appeared in view, the trial was successfully finished. We stored the ten randomly
generated positions of the first block and used them in different orders for the
other two conditions to ensure the search times would be comparable. After each
block, participants were asked to answer two questions regarding performance
and distraction. At the end, participants were asked for their favorite variant and
filled out a demographic questionnaire. Each participant took approximately 25
minutes to finish the experiment.

7.2.2.5 Participants

We recruited 12 volunteer participants (5 female), aged between 25 and 54 years
(M=35.75, SD=10.38). None suffered from color vision impairment, 8 had nor-

6 Unity3D. www.unity3d.com, last retrieved April 21, 2020
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mal vision, and 4 had corrected-to-normal vision. We asked the participants to
rate their experience with Augmented Reality on a 5-point Likert-scale. The
participants stated that they had had limited experience (Md=2, IQR=1.5).

7.2.2.6 Results

Search Time Performance

For the first task, we consider the effects of one factor (assistance) on search
time to locate out-of-view objects. The mean search times for assistance are: no
helplines=4.51s, basic helplines=4.89s, and all helplines=6.02s. The search times
are compared in Figure 7.11.

no helplines basic helplines all helplines

2
4

6
8

1
0

1
2

S
e

a
rc

h
 t

im
e

 (
s
e

c
o

n
d

s
)

Figure 7.11: Boxplot of search times for different variants of EyeSee360 for out-
of-view object visualization.

A Shapiro-Wilk-Test showed that our search time data is not normally dis-
tributed (p<0.001), and thereafter we ran a Friedman test that revealed a signifi-
cant effect of assistance on search time (χ2(2)=7.27, p=0.026, N=12). A post-hoc
test using Wilcoxon Signed-rank with Bonferroni-Holm correction showed signifi-
cant differences between some of the conditions (see Table 7.5). All helplines has
significantly higher search times than zero helplines or no helplines.

Table 7.5: Pairwise comparisons of Variants of EyeSee360 (φ-values report the
calculated effect sizes).

Comparison p-value φ-value

No helplines vs. basic helplines 0.142 0.10

No helplines vs. all helplines <0.001 0.26

Basic helplines vs. all helplines 0.001 0.21
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Likert-scale Questionnaire

After each condition, we asked the participants to answer two questions with 5-
point Likert-scale items (1=strongly disagree, 5=strongly agree). The results are
shown in Table 7.6 and Figure 7.12. Participants stated that they could quickly
locate the out-of-view object for all variants: no helplines=4 (IQR=1), basic
helplines=4 (IQR=0), and all helplines=4 (IQR=1). Further, participants stated
that they did not get distracted by the visualization for most of the variants:
no helplines=1 (IQR=1.25), basic helplines=2 (IQR=1.25), and all helplines=3
(IQR=2.25).

Table 7.6: Results from 5-point Likert-item questionnaires.

Condition Performance Distraction

Md IQR Md IQR

No helplines 4 1 1 1.25
Basic helplines 4 0 2 1.25
All helplines 4 1 3 2.25

No helplines

Basic helplines

All helplines

−100% −75% −50% −25% 0% 25% 50% 75% 100%

Performance: I could quickly locate the out−of−view objects.

All helplines

Basic helplines

No helplines

−100% −75% −50% −25% 0% 25% 50% 75% 100%

Strongly Disagree Disagree Neutral Agree Strongly Agree

Distraction: I got distracted by the visualization.

Figure 7.12: Results from 5-point Likert-item questionnaires. Best seen in color.

At the end of the experiment, we asked participants for their favorite variant.
Nine participants stated that they preferred no helplines and three stated that
they preferred basic helplines.



7.2 EyeSee360 for Optical See-Through Augmented Reality 157

7.2.2.7 Discussion

Search Time Performance

We observed better search times for EyeSee360 for optical see-through AR than
with the previously used video see-through AR (see Section 7.1). However, we
think this is mostly due to the fact that no click was required to prove that the
out-of-view object had been found. From our results, we saw that no helplines
and zero helplines worked significantly faster than all helplines. Therefore, we
can accept our hypothesis H20. We found no significant difference between no
helplines and zero helplines. However, the subjective results show that partic-
ipants preferred no helplines and stated that this variant has the least visual
clutter.

Direction Estimation

In some situations, it may be enough to understand the location of a virtual
object without needing to look at the object itself (e.g., when looking for some
free space to place new virtual objects). We argue that, in those situations,
the variant with all helplines may be more efficient because it gives additional
information about the exact locations of those objects.

Visualization on Demand

Our results show that the EyeSee360 variant with the least visual clutter performs
best in terms of search time performance. However, for small field-of-view HMDs,
there is still a lot of visual information overlaying virtual and real objects, which
can interfere when users interact with it. We recommend using EyeSee360 on
demand. Like a task manager that gives one an overview of all active tasks, the
visualization could work as a location manager that gives one an overview of the
locations of all virtual objects.

Limitations

For small field-of-view HMDs, there is still a lot of visual information overlaying
virtual and real objects, which can interfere when users interact with it. For ex-
ample, EyeSee360 encodes the precise location of an out-of-view object, although
the general direction in which a user needs to turn his head might be sufficient.

7.2.3 Conclusion

In this section, we compared three different levels of assistance for EyeSee360
in terms of search time performance. Our results show that the variants with
less visual clutter (no helplines, basic helplines) perform significantly better than
the variant with the most visual clutter (all helplines). Even though there were
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no performance differences between the variants no helplines and basic helplines,
participants preferred the variant with no helplines in most cases. For the best
experience, we recommend showing the visualization technique only when users
need to search for out-of-view objects.

7.3 Comparing Techniques for Moving Out-of-View Objects

(a) 3D Radar. (b) EyeSee360.

Figure 7.13: Selected visualization techniques. The red sphere represents the
same out-of-view object in both techniques.

Over the past few years, head-mounted Virtual Reality (VR) devices have been
steadily advancing from a technological point of view. These advances in VR tech-
nology allow it to be used for a variety of applications (e.g., training [JPD+18],
simulation [LCRR18], or gaming [RGR17]). However, in many of these applica-
tions, the limited field-of-view (FOV) of the VR device leads to objects reced-
ing from view (e.g., opponents in computer games). This is a problem because
users cannot perceive these out-of-view objects, and therefore have no information
about their positions or movements (e.g., to avoid accidents during ship docking
a pilot has to keep track of multiple potentially occluded tugboats while assisting
a vessel at the same time [GSB+18]). Furthermore, due to the restricted human
visual range [Kal01], increasing the FOV of VR devices [OWK+14, XB16] would
not solve this problem. In previous work, different techniques have been proposed
to visualize the positions of out-of-view objects on head-mounted devices (e.g.,
3D Radar [BSEN18] or EyeSee360 (see Section 7.1)). Thus far, all developed
techniques have been evaluated with out-of-view objects located at fixed posi-
tions. However, visualizing only static out-of-view objects is insufficient for many
scenarios because the movement of these objects can be crucial. For example,
when a user plays a VR spaceship game in which they must avoid being attacked
by an opponent, knowledge of both position and movement becomes critical for a
successful counterattack. Besides in computer games, moving out-of-view objects
may be relevant in traffic scenarios (e.g., when determining whether it is safe to
overtake [LHB15]), or in monitoring tasks (e.g., when assessing the position and
movement of tugboats during the docking process of container vessels [GSB+18]).
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In this section, we compare the two well-known visualization approaches (Over-
view+detail and Focus+context (Contextual views)) in a user study to evaluate
their performances for the visualization of moving out-of-view objects. For each
approach, we selected a representative visualization technique from prior work:
1) 3D Radar [BSEN18] for Overview+detail, and EyeSee360 (see Section 7.1) for
Focus+context. To gain novel insights into how well these techniques visualize
moving out-of-view objects, we compare their performances for three different
kinds of movements derived from various use cases. Therefore, we conducted a
laboratory user study with 15 participants in VR. We measured movement esti-
mation error, assessed usability with the System Usability Scale (SUS) [Bro96],
and evaluated subjective performance with an individual questionnaire.

Here, our research contributions include:

• A comparison of two techniques 1) EyeSee360, and 2) Radar3D for moving
out-of-view objects in Virtual Reality.

The work presented in this section was published as a short paper at the IEEE
VR conference in 2019 [GKL+19].

7.3.1 Visualizing Moving Out-of-View Objects

To investigate how to best visualize moving out-of-view objects, we first identified
two relevant visualization approaches from related work: Overview+detail and
Focus+context (including the later-derived Contextual views approaches). Both
approaches are suitable for visualizing out-of-view objects; however, in previ-
ous work, the Focus+context approach worked best (cf. Section 7.1, [BSEN18]).
However, all out-of-view objects tested in previous work were always located at
fixed positions and not moving in 3D space. For moving out-of-view objects, we
hypothesize that the compression of information along the borders in the Fo-
cus+context approaches not only leads to losing the proportions of 3D space,
but also makes it harder to understand movement. Therefore, we expect the
Overview+detail approach to work best for visualizing moving out-of-view ob-
jects. To investigate this, we selected a representative technique for each ap-
proach: 1) Radar3D for Overview+detail, and 2) EyeSee360 for Focus+context.
We then compared them in a user study.

7.3.1.1 3D Radar Technique

3D Radar is a visualization technique that is frequently used in various computer
games (e.g., Elite Dangerous). Our implementation is based on previous work
[BSEN18]. Figure 7.13a shows how 3D Radar looks. 3D Radar uses a sphere in
its center to represent the user. A circle around this sphere represents zero on
the y-axis. The zeros on the x- and z-axes are represented by two dotted lines.
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To avoid cluttering the foveal vision of the user, we moved the technique from
the center of the screen to the bottom of the screen, directly in front of the user.
Each out-of-view object is represented by a sphere (called a proxy). Each proxy
is placed relative to the sphere in the center where it is placed relative to the user
in the real world. If the object is higher or lower than the user, a line is drawn
between the proxy and ground circle to show where on the circle the object would
be without height.

7.3.1.2 EyeSee360 Technique

EyeSee360 is a technique for visualizing the 3D positions of out-of-view objects
in the user’s periphery (cf. see Section 7.1). Figure 7.13b shows how EyeSee360
looks. EyeSee360 concentrates information about out-of-view objects on a grid
system located in the user’s periphery. This grid system compresses 3D position
information on a single 2D plane. The inner rectangle of EyeSee360 represents
the FOV of the current user, and the area outside the rectangle represents the
area outside of the user’s view. More information on EyeSee360 can be found in
Section 7.1. Here we used the variant of EyeSee360 with all helplines because
it offers the highest amount of visual assistance and because we develop it for
Virtual Reality, which offers a larger field-of-view compared to the previously
tested AR devices.

7.3.1.3 Investigated Types of Movement

In our comparative user study, we want to compare different types of movement.
These movement types are derived from various scenarios. We distinguish three
kinds of movement:

(M1) Linear movement from any point A to any point B.

(M2) Distance movement towards or away from the user.

(M3) Orbital movement around the user.

In general, the movement of out-of-view objects can be described by two points:
a start point A and an end point B of the movement. The movement between
these two points can then be a linear or non-linear movement. As a first general
type of movement, we consider the linear movement between any point A and
any point B (M1). This kind of movement is for example relevant for determining
whether an out-of-view object will cross the user’s path (e.g., to know whether it
is safe to overtake). The next type of movement (M2) is a special case of (M1).
It describes objects moving towards or away from the user. These movements
are especially critical in computer games in which a user wants to know if an
opponent is moving towards or away from them. Besides linearly moving out-
of-view objects, we also consider orbital movement around the user (M3). This
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kind of movement is relevant to the user because a change in direction requires a
different head movement for localizing an out-of-view object. It is also relevant
in monitoring tasks (e.g., to assess the movement of tugboats around a larger
container vessel).

(a) Linear (M1). (b) Distance (M2). (c) Orbital (M3).

Figure 7.14: Randomly generated movements tested in the user study (color
gradient from light green (y=10) to dark green (y=-10)). Each line represents a
tested movement. The origin of the coordinate system (0,0,0) was calibrated to
the head of the participants. Best seen in color.

7.3.2 Experiment

7.3.2.1 Study Design

To evaluate the performance of each visualization strategy for moving out-of-
view objects, we conducted a within-subjects controlled laboratory study in VR.
We investigate whether the dependent variables, movement estimation error and
estimation error of start and end positions, are influenced by the independent
variables, visualization (3D Radar vs. EyeSee360) and type of movement (M1
vs. M2 vs. M3 ). We calculated the movement estimation error as the angle be-
tween the movement vector (from start to end position) and the user’s assessment
of this movement vector (assessed start to end position). The estimation error
of the start position is calculated as the angle between the start position of the
movement and the user’s assessment of the position. The estimation error of the
end position is calculated in similar way. For all trials, we set the number of ob-
jects to one at a time, the movement duration to five seconds, and the movement
length to eight meters. Our repeated-measures within-subjects factorial design
results in six different conditions.

For this study, we derived the following sub-question from our third research
question: (RQ3d) Which approach (Focus+context, Overview+detail) works best
for encoding direction and distance for moving out-of-view objects? We posit the
following hypotheses:
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H21 We expect 3D Radar to perform better than EyeSee360 with regard to
movement estimation error for all movements because the Overview+detail
approach is able to keep the proportions of 3D space, therefore allowing the
user to better assess the movement.

H22 We expect that 3D Radar will be subjectively perceived as best.

7.3.2.2 Procedure

The study was divided into two counter-balanced blocks, with each block testing
one visualization technique (3D Radar and EyeSee360). In each block, we tested
three different types of movement (M1 vs. M2 vs. M3 ) with seven iterations7.
The tested types of movement were randomly generated and are fully visualized
in Figure 7.14. The randomly generated movements of the first block were stored
and tested in a randomized order for the second block. This ensured that we
tested the same movements for both techniques.

All movements we tested have the same length (eight meters) and are within
a sphere S with a diameter of ten meters (one meter in our VR environment
represents one meter in the real world). For each tested movement, we randomly
selected a start position A on the surface of the sphere S. The end position
B was then selected depending on the type of movement. For linear movement
(M1), we randomly selected a point B with a distance of eight meters to point
A. For distance movement (M2), point B is the result of point A divided by
five. Since point A has a distance of ten meters, point B has a distance of two
meters from the user, and the resulting movement has a length of eight meters.
For orbital movement (M3), we randomly selected a point B on sphere S with
the great-circle distance of eight meters on sphere S. For each movement, we
checked if all points of that movement were within sphere S, not closer than two
meters from the user, and outside of the user’s FOV. If this was not the case, we
generated a new random movement. Further, we randomly selected 50% of the
movements and inverted their directions.

We started our experiment with a short introduction to out-of-view objects and
VR. Afterwards, participants started with the two blocks. Each block started
with three test trials (not included in results), along with an explanation of
the visualization technique and the task to achieve. After each block, we asked
participants to fill out a System Usability Scale (SUS) questionnaire [Bro96],
which measures usability. Further, at the end of the experiment, participants
were asked to fill out our individual subjective questionnaire and a demographic
questionnaire. Overall, each participant took approximately 45 minutes to finish.

In each iteration, the user had to focus on a static point in front of them. Then
the out-of-view object moved from the generated start position to the generated
end position (always five seconds). The moving out-of-view object was invisible

7 This number was derived from pretesting.
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and was only visualized with a proxy in the current tested visualization technique.
After the movement was over, the visualization technique disappeared, and the
user was asked to draw the movement they saw with a tracked controller from
start to end position. A dotted line indicated the input to the user. It was
possible to reenter the perceived movement. Further, participants were allowed
to input relative positions (e.g., the point (10,0,0) could be entered as (1,0,0) if
all other points of that movement were scaled accordingly).

(a) VR user. (b) Example user input (red); object movement (blue).

Figure 7.15: User input for experiment in Virtual Reality.

7.3.2.3 Implementation

Both visualization techniques are implemented in Unity3D, a 3D game devel-
opment platform, and the HTC Vive HMD, a head-mounted VR device. We
adjusted both techniques to the maximum distance (ten meters) of the tested
movements. For 3D Radar we adjusted the black circle to the maximum dis-
tance, and in EyeSee360 we encoded the distances of out-of-view objects with the
visual cue color, from blue (maximum distance) to red (minimum distance).

7.3.2.4 Participants

We recruited 15 participants (6 female), aged between 18 and 35 (M=23, SD=
4.36). None of them suffered from color vision impairment. All had normal
or corrected-to-normal vision. Participants with corrected vision wore contact
lenses.

7.3.2.5 Results

For the experiment, we consider the effects of the two factors (visualization, type
of movement) on movement estimation error and estimation error of start and
end positions.
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Estimation Error of Start and End Positions

The mean estimation errors of start positions for the visualization techniques
are: 3D Radar=39.9° and EyeSee360=33.6°. Normality here was not assumed
because the Shapiro-Wilk test was significant (p<0.001). A Wilcoxon Signed-
rank with Holm-Bonferroni correction revealed a significant difference between
the two visualization techniques (W=20353, Z=-2.80, p=0.005, φ=0.16).

The mean estimation errors of end position for the different techniques are:
3D Radar=37.2° and EyeSee360=37.4°. Normality was not assumed because
the Shapiro-Wilk test was significant (p<0.001). A Wilcoxon Signed-rank with
Holm-Bonferroni correction revealed no significant difference between the two
visualization techniques (W=25766, Z=0.55, p=0.587, φ=0.03).

Movement Estimation Error

The mean movement estimation errors for the visualization techniques are: 3D
Radar=30.7° and EyeSee360=46.1°. Normality here was not assumed because
the Shapiro-Wilk test was significant (p<0.001). A Wilcoxon Signed-rank with
Holm-Bonferroni correction showed a significant effect of visualization technique
on movement estimation error (W=33788, Z=5.50, p<0.001, φ=0.31).
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Figure 7.16: Boxplot of movement estimation error (R=3D Radar, E=EyeSee360;
value in parentheses indicates the tested movement type).

To further understand the movement estimation errors for the visualization
techniques, we compared the mean errors for the different types of movement
(see Figure 7.16). We ran a Friedman test that revealed a significant effect
of visualization technique and movement type on movement estimation error
(χ2(5)=23.275, p<0.001, N=15). A post-hoc test using Wilcoxon Signed-rank
with Holm-Bonferroni correction showed significant differences between all con-
ditions (see Table 7.7).
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Table 7.7: Pairwise comparison for different movement types.

3D Radar EyeSee360 Type P-value φ-value

27.1° 37.9° M1 <0.001 0.26

29.0° 53.5° M2 <0.001 0.28

36.1° 47.1° M3 0.050 0.14

System Usability Scale

For SUS scores, EyeSee360 scored 47.5. This score is clearly below acceptable
usability and far from the SUS score reported in the previous sections (which
was 68 for head-mounted AR; see Section 7.1). This may be because in these
scenarios the out-of-view objects were moving, and EyeSee360 did not seem to
be able to visualize these moving objects. However, 3D Radar scored 71.2, which
is over the threshold for acceptable usability. Our results show that 3D Radar
is usable for moving out-of-view objects in head-mounted Virtual Reality, while
EyeSee360 is not.

Subjective Questionnaire

At the end of the study, we asked participants to answer four questions with 5-
point Likert items. Participants stated that they were able to exactly determine
the movements of out-of-view objects with 3D Radar (Md=4, IQR=0), but not
with EyeSee360 (Md=2, IQR=1.5). Furthermore, they stated that they were able
to determine the movement quickly with 3D Radar (Md=4, IQR=0), but not with
EyeSee360 (Md=2, IQR=1). Overall, 13 participants preferred 3D Radar, while
only two preferred EyeSee360.

7.3.3 Discussion and Limitations

In the following subsection, we discuss the results and limitations of our conducted
experiment in Virtual Reality.

Overview+detail vs. Focus+context

Focus+context approaches do not have the ability to keep the proportions of
3D space, since they compress all information along the borders of the screen.
In our results, we showed that EyeSee360 performed worse than 3D Radar with
regard to movement estimation error. We think that this is mainly due to the
Focus+context approach that is used for EyeSee360. We predicted this outcome
in hypothesis H21, and therefore we can accept our hypothesis H21. However, the
Overview+detail approach has disadvantages when it comes to quickly locating
out-of-view objects (e.g., a visual cue in EyeSee360 already encodes in which
direction the user should move their head to locate the out-of-view object).
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Linear Movement

Almost all participants (n=12) perceived the movement of linearly moving objects
as orbital in EyeSee360, while the participants perceived it as linear with 3D
Radar. Although, some participants had difficulties drawing straight lines, the
lines of trials with 3D Radar were less curved. We think this is due to the mapping
of 3D direction information on a 2D plane in EyeSee360.

Distance Movement

The encoding of distance with color was problematic in EyeSee360 (cp. Fig-
ure 7.14b (M2)). Here, users often mixed up the direction of the movement (i.e.,
perceived objects as if they were approaching when they were actually moving
away, or vice versa) resulting in a high movement estimation error up to 180°.
The problem is that color has no spatial attributes, and therefore encoding 3D
distance with color is problematic. We think that changing the proxy size de-
pending on the distance to the out-of-view object may improve the perception of
distance in EyeSee360.

Orbital Movement

In our study, we investigated different types of movement. Interestingly, 3D Radar
performed better than EyeSee360 for all three types of movement. However, both
visualization techniques had problems with visualization of orbital movement.
Here, the orbital movement could be better reproduced by all participants with
3D Radar. With EyeSee360, it seemed to depend strongly on how intuitively
the color coding and movement was perceived. We think that orbital movement
was problematic for participants in general because it was harder to draw that
movement with the tracked controller.

Ecological Validity

In our study, we evaluated both techniques in a simple “ground and sky” scene.
We think this is a suitable approach to gather first insights into how well moving
objects out of view are perceived in the tested techniques. However, future work
should evaluate the two techniques in more realistic scenes.

Different Parameters

We focused on comparing two different approaches for visualizing moving objects
out of view. Therefore, we reduced the complexity of our user study by reducing
the number of independent variables in our design. However, future work should
investigate how users can perceive the movements of multiple out-of-view objects.
Further, movements with different durations and lengths can be tested.
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7.3.4 Conclusion

In this section, we compared two visualization approaches, Overview+detail and
Focus+context, for moving out-of-view objects in a user study. We selected
one representative visualization technique for each approach: 1) 3D Radar for
Overview+detail and 2) EyeSee360 for Focus+context. Our results show that
3D Radar objectively and subjectively works best for moving out-of-view objects.
Furthermore, 3D Radar can encode more information, such as the orientation or
size of an object out of view. In future work, we want to test both techniques in
more realistic scenarios (e.g., VR games).

7.4 Summary

In this chapter, we developed a novel visualization technique for encoding direc-
tion and distance for multiple objects out-of-view. First, we proposed a prototyp-
ing tool that allows quick testing and refining of design ideas for head-mounted
Augmented Reality. Thereafter, we developed three different variants of Eye-
See360 and tested them with our prototyping tool in a user study. Then, we
selected the best performing variant and compared it to our adapted off-screen
visualization techniques with regard to direction estimation accuracy. In our re-
sults, we could highlight the usefulness of our prototyping tool and found that
EyeSee360 results in the lowest error for direction estimation of objects hidden
from view.

Afterwards, we transferred EyeSee360 from video to optical see-through AR
and compared all three variants of EyeSee360 in terms of search time perfor-
mance using the Hololens. Our results show that variants of EyeSee360 with less
assistance result in shorter search times and are preferred by users over variants
of EyeSee360 that offer more visual assistance.

In the last part of this chapter, we investigated the visualization of moving
out-of-view objects. Here, we compared EyeSee360 with another technique from
computer games called 3D Radar for three different types of movement. We
found that using 3D Radar resulted in a significantly lower movement estimation
error and higher usability, as measured by the system usability scale [Bro96].
Furthermore, 3D Radar was preferred by 13 out of 15 participants for visualization
of moving out-of-view objects.
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8 Conclusions and Outlook for Future Work

In this chapter, we conclude the work described in all foregoing chapters. We
start with a brief synopsis of the work carried out in this thesis (see Section 8.1).
After, we highlight the contributions this work makes to the research questions
described in Chapter 4. Here, we summarize our contributions and then, we
provide detailed answers to the research questions (see Section 8.2). Thereafter,
we give recommendations for the scenarios described in the introduction (see
Section 8.3). We finish with an outlook for future work and predict when and in
which application field we expect the used technology to flourish (see Section 8.4).

8.1 Synopsis

In this thesis, we followed the human-centered design approach to develop and
evaluate visual cues in Mixed Reality that assist users with locating out-of-view
objects. To explore this, we identified three clearly distinguishable scenarios that
all share the problem of objects receding from view. For each of these scenar-
ios, we conducted a context of use analysis consisting of an ethnographic study,
accident analysis, and literature reviews. Thereafter, we abstracted from these
concrete scenarios and defined the underlying problem. Then, we derived three
research questions, based on background knowledge and related work. Thereafter,
we studied each of the derived research questions in depth in the presented work.
The research questions focus on the following three aspects: 1) To what extent
can existing off-screen visualization techniques be adapted to cue the direction
to out-of-view objects in Mixed Reality?, 2) How can Mixed Reality devices with
small fields-of-view be extended to present directional cues to out-of-view ob-
jects?, and 3) In what way can the directions and distances of out-of-view objects
be visualized for moving or non-moving objects in Mixed Reality? Our results
show that directional cues to out-of-view objects are easy to perceive and help
the user to locate these objects. However, when a user needs more information,
such as the position or movement of out-of-view objects, it is possible to convey
that information, albeit with increased workload and additional visual clutter.
Furthermore, visualizing objects only when they are outside of the user’s field-
of-view is insufficient, since assistance when these objects appear in view or are
occluded improves error rates and overall performance of the visual assistance.

8.2 Contributions to the Research Questions

In the following, we will highlight our contributions to the research questions
addressed in this thesis. First, we will summarize the core contributions to each
research question. After, we provide detailed answers that aim to answer the
research questions.
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8.2.1 RQ1: To what extent can existing off-screen visualization techniques be

adapted to cue the direction to out-of-view objects in Mixed Reality?

As a first step to answer this research question, we suggested projecting the
relevant out-of-view objects from 3D space onto a 2D plane in front of the user.
Thereby, we were able to apply three well-known 2D off-screen visualization tech-
niques (Arrow, Halo, and Wedge) to these projected out-of-view objects using
that 2D plane. This is somewhat similar to how these techniques visualize off-
screen objects on a smartphone display. Our results indicate differences among
the established techniques that we adapted for head-mounted Augmented Reality.
We found that Halo resulted in the lowest error for direction estimation, while
Wedge was subjectively perceived as best. Moreover, we observed that with our
projection of out-of-view objects on a 2D plane, direction error increased when
the angle between the user’s line of sight and the out-of-view object increased.
For this reason, the adapted visualization techniques are less feasible for scenarios
in which the out-of-view objects are distributed 360° around the user.

Therefore, in our second step, we selected the two best visualization techniques
(Halo and Wedge) from our previous study and further improved them to support
out-of-view objects spatially distributed 360° around the user. For this purpose,
we removed the projection of out-of-view objects on a 2D plane in front of the
user and instead changed the 2D visual cues (Halo and Wedge) to 3D visual
cues that point into the directions of out-of-view objects. In total, we devel-
oped four out-of-view visualization techniques, two for Virtual Reality (HaloVR,
WedgeVR) and two for Augmented Reality (HaloAR, WedgeAR), and conducted
two user studies in which we tested our techniques in Virtual and Augmented
Reality. Since our techniques are inspired by off-screen visualization techniques
[BR03, GBGI08], they can be perceived in a similar way and feel familiar to users.
While our techniques resulted in overall high usability, we found the choice of AR
or VR impacts mean search time (VR: 2.25s, AR: 3.92s) and mean direction esti-
mation error (VR: 21.85°, AR: 32.91°). Moreover, while adding more out-of-view
objects significantly affects search time across VR and AR, direction estimation
performance remains unaffected. Furthermore, since we implemented out-of-view
visualization techniques, we assumed that no visualization is necessary when the
objects are visible on the screen. However, some participants stated during pilot
tests that our artificial out-of-view objects all look the same and that this made
them unable to decide for which object they were searching for when multiple
out-of-view objects were closer together. To solve this problem, we decided to
have 5° at the border of the screen where the visual cue remains active. However,
it was still difficult for participants to distinguish between objects close together.

As our third and last step, we developed the multi-modal visualization tech-
nique FlyingARrow, which is based on Arrow, to point to out-of-view objects
on small-screen devices. We compared FlyingARrow with EyeSee360 and found
that it resulted in higher usability and lower workload. However, FlyingARrow
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performed slightly worse with respect to search time and direction error. Never-
theless, we showed that humans are to some extent able to mentally continue a
uniform motion over a short period of time.

To summarize, Halo and Wedge are both suitable for cueing direction to out-of-
view objects. Here, the number of visual cues presented at the same time (number
of out-of-view objects represented on the screen) had no effect on how well par-
ticipants were able to estimate the directions of out-of-view objects. However,
reducing the number of visual cues that are present at the same time improves
search time performance. Furthermore, on devices with small fields-of-view, our
developed technique FlyingARrow was proven to be useful for encoding the lo-
cation of a single out-of-view object.

8.2.2 RQ2: How can Mixed Reality devices with small fields-of-view be ex-

tended to present directional cues to out-of-view objects?

To answer this research question, we first developed a low-cost and highly ad-
justable prototyping tool (PeriMR), which allows one to create different kinds of
peripheral light displays to extend the field-of-view of current Augmented and
Virtual Reality devices. It builds on Google Cardboard and uses a smartphone
for the Virtual and Augmented Reality experiences.

Afterwards, we developed RadialLight using the PeriMR prototyping tool. Ra-
dialLight is a low-cost radial peripheral display that augments existing HMDs,
implemented as 18 radially positioned LEDs around each eye to cue direction.
We show the effectiveness of RadialLight in terms of cue directional accuracy and
out-of-view object search time in two user studies for VR. Key findings show that
participants could not distinguish between LED cues presented to one or both
eyes simultaneously and that participants estimated LED cue direction within
a maximum 11.8° average deviation. However, while average direction devia-
tion differences between the ship bridge (11.2°) and car cockpit (11.8°) scenarios
showed no significant effects, search time performance for locating out-of-view
objects was affected. Therefore, we conclude that out-of-view objects in less
distracting scenarios are selected more quickly with a radial light display.

After we showed that Virtual Reality devices can be extended to present di-
rectional cues, we developed a similar technique for Augmented Reality. Instead
of using a radial light display for each eye, we decided to use a single radial light
display, which we call MonoculAR. We propose two implementations of Monoc-
ulAR: 1) additional LEDs attached to the device, or 2) virtual LEDs presented
on the screen of the device. We compared the performances of these two imple-
mentations in a user study, discovering that participants find out-of-view objects
more quickly when the light cues are presented on the screen and closer to the
center of their field-of-view. Moreover, our results suggest visualizing only one
out-of-view object at a time to improve search times.
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As the last step, we developed a novel display which augments peripheral vision
with warning information to draw the user’s visual attention towards potential
hazards. Here, we wanted to see how useful peripheral light displays are for
guiding the attention. Therefore, in a user study, we compared three different
visual cues with regard to response times and error rates. Overall, we could show
that all light stimuli were suitable for shifting the users’ attention (100% correct).
However, a motion light cue resulted in significantly shorter response times and
was subjectively perceived as best.

To summarize, we were able to show that radial peripheral LEDs are suit-
able for directional cueing, while the LED color does not strongly affect per-
formance. However, visual cues presented closer to the foveal vision are more
effective. Furthermore, radial monocular displays seem to be sufficient for guid-
ing to out-of-view objects. Additionally, we found visual cues that incorporate
motion presented in the periphery to be highly effective for guiding the user’s
attention.

8.2.3 RQ3: In what way can the directions and distances of out-of-view objects

be visualized for moving or non-moving objects in Mixed Reality?

To address our research question, we started by developing a lo-fi head-mounted
prototyping tool that allows quick testing and refining of design ideas. Thereafter,
we designed and implemented a novel out-of-view object visualization technique
(EyeSee360) that allows one to visualize the directions and distances of out-of-
view objects. We evaluated the technique in two studies. In the first study, we
tested three different variants of the technique with our lo-fi prototyping tool.
We argue for the usefulness of this approach, as it both saves development time
and allows designers to test and iterate quickly based on user feedback. In the
second study, we compared the best-working variant of EyeSee360 from our first
study to our three adapted 2D off-screen visualization techniques (Arrow, Halo,
and Wedge) for non-moving out-of-view objects. Since EyeSee360 was inspired by
2D off-screen visualization techniques such as EdgeRadar [GI07], it is somewhat
like these techniques. In our results, we found that using EyeSee360 results in
the lowest error for direction estimation of out-of-view objects. Furthermore,
participants were able to estimate the relative distances of out-of-view objects.

Although EyeSee360 was designed to visualize both direction and distance for
out-of-view objects, we further wanted to investigate which variant of EyeSee360
works best for search tasks. In our previous work, we tested EyeSee360 for video
see-through Augmented Reality. Here, we wanted to evaluate how well the tech-
nique works for optical see-through Augmented Reality. Therefore, we conducted
a user study in which we compared all three variants of EyeSee360 with regard to
best search time performance. From our results, we saw that using no helplines or
basic helplines resulted in participants finding objects significantly more quickly
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than using all helplines. However, we argue that, in direction estimation tasks,
the variant with all helplines would be more efficient because it gives additional
information about the exact locations of objects. For small field-of-view HMDs,
there is still a lot of visual information overlaying virtual and real objects, which
can interfere when users interact with it. Therefore, we recommend using Eye-
See360 on demand on such a device.

Recently, Bork et al. [BSEN18] compared six different visualization tech-
niques for effective guidance towards out-of-view objects. They suggested two
new Overview+detail techniques (3D Radar and Mirror Ball) and evaluated them
against four existing Focus+context techniques: 3D Arrows [SHB10], Aroundplot
[JHPR11], EyeSee360 [GHHB17] and sidebARs [SH13]. They found significantly
lower completion times and better usability when using EyeSee360. Further, 3D
Radar was the best-performing Overview+detail technique. However, they again
only evaluated the guidance to non-moving out-of-view objects with fixed po-
sitions in 3D space. Therefore, in our last step, we took the best-performing
Focus+context (Contextual views) technique, EyeSee360, and compared it to the
best-performing Overview+detail technique, 3D Radar, for moving out-of-view
objects in Virtual Reality. In our results, we showed that EyeSee360 performed
worse than 3D Radar with regard to movement estimation error. We think this is
because Focus+context approaches are unable to maintain the proportions of 3D
space, since they compress all information along the borders of the screen. This is
especially problematic when one has to estimate how much an out-of-view object
moves over time. Almost all participants perceived the movement of linearly-
moving objects as orbital in EyeSee360, while they perceived it as linear with 3D
Radar. This indicates that the encoding of distance with color was problematic
in EyeSee360.

To summarize, our results showed that EyeSee360 performs best for encoding
direction and distance to non-moving out-of-view objects. Here, color encoding
can be used to encode relative distance. However, this color encoding was shown
to be problematic with regard to moving out-of-view objects. Here, 3D Radar
performed significantly better for all tested types of movement. This highlights
the fact that an allocentric visualization techniques performs best for moving
out-of-view objects.

8.3 Recommendations for the Scenarios

Aside from our research questions, our introduction included an explanation of
three different scenarios in which out-of-view objects are an important problem
(see Chapter 1). In this section, we discuss, based on our results, which kind of
visualization technique is best suited for each scenario.
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8.3.1 Traffic Encounter

This scenario consists of several stakeholders (e.g., car drivers, cyclists, pedes-
trians). However, the requirements for these stakeholders overlap somewhat.
For example, there is often a single out-of-view object relevant at a time. Fur-
thermore, the most important part is to quickly locate the out-of-view objects,
whereas the accuracy with which users perceive the out-of-view objects is less
important. Additionally, it is important that the center of the field-of-view stays
uncluttered by information. Further, it makes sense to use an Augmented Re-
ality solution since the users are in a real environment. With more advanced
AR devices in the future, it may also be suitable to use a visualization technique
presented on the AR glasses themselves (see Figure 8.1).

(a) Traffic situation. (b) Driver view. (c) Visual cue. (d) Cyclist.

Figure 8.1: An example to demonstrate our approach of using visual cues to guide
attention presented in [GLB+18].

As described in our other work [GLB+18], to address the problem of unper-
ceived critical out-of-view objects one could use two different strategies: 1) one
could bring the information about the critical object to the user’s attention or 2)
bring the user’s attention to the critical object. However, bringing the informa-
tion to the user’s attention would probably interfere with the user’s primary task
(e.g., driving a car) because information would overlay the user’s focus. On the
other hand, guiding the user’s attention to the critical out-of-view object can be
time consuming (e.g., if the object is behind the user). Therefore, in our paper
[GLB+18], we suggest a third strategy: 3) we guide the user’s attention to visual
cues of critical out-of-view objects in the user’s periphery. Thereby, we do not
overlay the user’s focus and we can reduce the time required to locate objects.
Furthermore, we continuously show all relevant out-of-view objects in the user’s
periphery and highlight visual cues that represent critical objects in their visual
presentation. This enables users to be aware of their surroundings in general, not
only in dangerous situations (e.g., to continuously monitor traffic in the periphery
during automated driving to increase trust [WSFR17]).

However, without relying on more advanced future AR devices, we think that
a peripheral display alone could be a good solution in this scenario as well. For
example, a peripheral LED display that presents visual cues that guide in the
directions of the out-of-view objects would be useful here (cf. Section 6.4). The
most important point for any kind of solution is that it does not clutter the foveal
vision, since this is required for the primary task (e.g., driving).
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8.3.2 Ship Docking

In our ethnographic study (see Section 1.1), we identified that the ship docking
process often involves multiple tugboats that assist in the process and are out
of the pilot’s field-of-view. Furthermore, these tugboats are often occluded by
the ship hull or container, meaning they may not be visible even when the pilot
looks into their direction. However, the pilot is mostly focused on the movement
of the container ships and only monitors the tugboats as a secondary task. We
believe that an Overview+detail approach is best suited for this scenario because
our results showed that this approach works well for moving out-of-view objects
(see Section 7.3). Therefore, we suggest using 3D Radar for this scenario. Since
3D Radar presents the situation as a miniature version of the situation from an
overview perspective, the technique is additionally able to encode more informa-
tion about the tugboats, such as orientation, form, or size.

To evaluate different human-computer interfaces for different maritime scenar-
ios, we developed the portable ship bridge simulator Matjes [SGS+18]. However,
from our ethnographic study and interviews with harbor pilots [GSB+18], we
learned that pilots use the full extent of the ship bridge to walk to different po-
sitions for the best possible view. This is problematic because it requires a large
setup (depending on the vessel around 70 meters in width) and corresponding
visualization of the harbor area. Therefore, we would recommend an evaluation
using a Virtual Reality setup, in which pilots relocate by using virtual movement.

8.3.3 Fire Fighting

The last of our three scenarios from the introduction is fire fighting. Here, we
focused more on the training aspect than firefighting under real circumstances.
In this scenario, the firefighter has to locate several relevant objects in a building
that is on fire (e.g., people that need to be rescued or a fuse box to turn off
electricity). Depending on the scenario, one or multiple objects must be located.
However, smoke may reduce the sight of the firefighter to effective blindness and
no navigation information is available. In this scenario, the developed visualiza-
tion technique EyeSee360 may be best suited because the objects do not change
their positions (at least they are not constantly moving). Furthermore, EyeSee360
encodes the relative distances to the out-of-view objects with color, allowing fire
fighters to quickly assess which objects are closer quickly.

8.4 Future Work

In the past decade, Mixed Reality technology has been growing rapidly. We ob-
served an expanding consumer market for Virtual Reality headsets (e.g., Oculus,
HTC, Microsoft, Samsung, Dell, etc.). Furthermore, the Augmented Reality mar-
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ket is developing as well, especially the business to business market, with different
prototypes of AR glasses already available today (e.g., Epson, Microsoft, Magic
Leap, etc.). However, compared to VR, the AR market is not growing as strongly,
with some companies also going bankrupt (e.g., Meta, DAQRI). Therefore, we
think that VR for training and education is already here, while we expect AR for
business and industrial scenarios to take some time to develop (e.g., AR guidance
for pilot’s during the ship docking process or AR in manufacturing plants). Here,
we think it will take several more years before Augmented Reality headsets and
glasses finally hit the consumer market, and even more time before these devices
can be used by pedestrians, cyclists or car drivers.

Apart from the results presented in this thesis, we already conducted some
research studies to investigate some possible directions for future research. In the
following, we would like to highlight the four most promising approaches:

1. We think that it may be helpful to show additional information on demand
to reduce visual clutter, especially on small field-of-view devices. The funda-
mental idea here is to use eye tracking to measure the user’s gaze and to show
additional information about the out-of-view object when the user looks at the
visual cue that represents that object. Here, we first developed EyeMR, a tool
for rapid prototyping with eye tracking in Mixed Reality [SGB18]. Thereafter,
we used the prototyping tool to develop an EyeSee360 variant that shows the
name of an out-of-view object, when one looks at the visual cue that represents
the object [GBH18].

2. It may be interesting to further investigate how the developed visualization
techniques can be used to guide the attention of the user to an out-of-view
object. We showed that this is feasible for car drivers [GLB+18] and for
pedestrians [GSJ+18]. However, this may be relevant in more scenarios and it
would be interesting to see if users interpret the visualization technique well
enough that looking at the visual cue is all that is required to safely locate the
represented out-of-view object. Furthermore, it may be promising to combine
the visual cues with cues from another modality as we did with auditory cues
[LBS+17, GLH+18] or haptic cues [SLG+18].

3. Building on the previous point, it may also be interesting to see if the visual-
ization of out-of-view objects has a positive effect on the situation awareness
of users in different situations. We conducted a first user study that showed
promising results for increasing the situational awareness of pedestrians that
navigate traffic while on their smartphones [JLC+18].

4. The last point we want to make is that in-view visual cues are very useful.
From our results, we saw that visualization of out-of-view objects may not
be enough because guidance may also be required when these objects appear
in the field-of-view. Therefore, we investigated a scenario in which nearby
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objects had to be located and used it to compare in-view visualization, out-of-
view visualization, and their combination to a printed map. We found that,
in certain scenarios in which a smaller number of objects at fixed positions
needs to be located, in-view visualization techniques are more useful than vi-
sualization techniques for out-of-view objects [GPH19b]. However, additional
research is required that focuses more on larger numbers of out-of-view objects
in locations not known to the user is required.

In our work, we developed and evaluated visual cues that assist users in locating
out-of-view objects. However, we focused strongly on fundamental research that
is not focused on a specific scenario but rather looks at different types of the
problem in a more general context. Therefore, the ecological validity of our
techniques need to be investigated further. We suggest that future work should
focus on specific use cases and build upon the findings presented in this thesis to
select promising visualization techniques for specific usecases and compare them
to one another.

8.5 Concluding Remarks

In this thesis, we tested all developed visualization techniques in Virtual Reality
as well as in Augmented Reality in controlled laboratory studies. This allowed
us to reduce the number of influencing factors and to test the techniques under
optimal circumstances. However, this limits our understanding of how such tech-
niques can be used in various real-life scenarios. Nevertheless, our work invites
such ecological testing of out-of-view visualization techniques as a future research
agenda. Therefore, our work opens up avenues for further investigation of out-
of-view object visualization techniques, where we believe ecological testing and
lowering direction estimation error will improve the adoption of such visualization
approaches.

Furthermore, all visualization techniques were developed with Unity3D, en-
abling support for all major Augmented and Virtual Reality platforms. All vi-
sualization techniques that were developed in this thesis are available for free on
GitHub under the MIT open source license1. We did this to enable researchers
and developer all over the world to test the proposed visualization techniques and
further improve them or evaluate them for specific scenarios.

1 GitHub OutOfView-Project. www.github.com/UweGruenefeld/OutOfView, last retrieved April
21, 2020
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A System Usability Scale Questionnaire

Participant ________________ 

 

System Usability Scale Questionnaire 
 

1) I think that I would like to use this system frequently. 

Strongly disagree         Strongly agree 

 

2) I found the system unnecessarily complex. 

Strongly disagree         Strongly agree 

 

3) I thought the system was easy to use. 

Strongly disagree         Strongly agree 

 

4) I think that I would need the support of a technical person to be able to use the system.  

Strongly disagree         Strongly agree 

 

5) I found the various functions in this system were well integrated. 

Strongly disagree         Strongly agree 

 

6) I thought there was too much inconsistency in this system. 

Strongly disagree         Strongly agree 

 

7) I would imagine that most people would learn to use this system very quickly.  

Strongly disagree         Strongly agree 

 

8) I found the system very awkward to use. 

Strongly disagree         Strongly agree 

 

9) I felt very confident using the system. 

Strongly disagree         Strongly agree 

 

10) I needed to learn a lot of things before I could get going with this system. 

Strongly disagree         Strongly agree 

Figure A.1: System Usability Scale Questionnaire [Bro96].
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B NASA Raw Task Load Index Questionnaire

Participant ________________ 

 

NASA Raw Task Load Index Questionnaire 
 

Mental Demand         How mentally demanding was the task? 

 

 

 

           Very Low                                    Very High 

 

Physical Demand          How physically demanding was the task? 

 

 

           Very Low                                    Very High 

 

Temporal Demand    How hurried or rushed was the pace of the task? 

 

 

           Very Low                                    Very High 

 

Performance           How successful were you in accomplishing what you were asked to do? 

 

 

           Perfect                                         Failure 

 

Effort          How hard did you have to work to accomplish your level of performance? 

 

 

           Very Low                                    Very High 

 

Frustration             How insecure, discouraged, irritated, stressed, and annoyed were you? 

 

 

           Very Low                                    Very High 

 

Figure B.1: NASA Raw Task Load Index Questionnaire [Har06].
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