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1. Introduction

For approximately ten years computer aided knowledge communication disappeared from the research
scene. Today it has been reestablished under the abbreviations of ICAI (Intelligent Computer Aided
Instruction), PSM (Problem Solving Monitors) or ITS (Intelligent Tutoring Systems) with regular
conferences, research journals and textbooks [1,2,3,4,5]. The difference between ICAI/ITS and CAI/TS
was pointed out by [6]:

"ICAI is an emerging field that is ill-defined at present. The distinction between intelligent CAI systems and
computer-based instruction programs cannot be sharply drawn. ICAI programs use Al programming
techniques and are implemented in languages as LISP and PROLOG. Developers of ICAI systems focus on
problems of knowledge representation, student misconceptions, and inferencing. By and large, they have
ignored instructional theory and past research findings in computer-based instruction.”

This paper offers a contribution to ICAI. We try to demonstrate the improvement of ICAI by the
development of an interactive help system, which checks hypotheses postulated by the user during the

1 This research was sponsored by the Deutsche Forschungsgemeinschaft (DFG) in the SPP Knowledge
Psychology undef contract no. MO 292/3.

2 We want to thank Klaus D. Frank for mapping verbal problem solving episodes to the goals in the goals-
means-relation (GMR) and Gabi Janke for teaching students ABSYNT. Polishing the interface was done by
Gabi Janke and Klaus Kohnert. Klaus succeeded in interfacing IF-Prolog to Interlisp/Loops, so that the
GMR could be used by the students.
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problem solving process. The system is capable to recognize even incomplete proposals and contains the
knowledge to generate complete solutions of the programming tasks. Thus the interactive help system
adaptively supports the planning activities of the user. This is done by a goals-means-relation (GMR) which
contains the domain-knowledge to analyse and synthesize ABSYNT-programs. At the present moment
this knowledge is worked out for 37 tasks in our curriculum and is condensed into 462 rules. The
complexity of the solution space is rather astonishing. The system is capable to recognize and generate
several millions of solutions even if the height of ABSYNT-trees is restricted to five nodes.

It has been shown by our empirical research that especially novices develop rather unusal solutions if they
use local repairs or patches in order to debug their programs. Our psychological philosophy is to stimulate
explorative learning but guided by our help system. That is the PSM should first encourage the problem
solver to program a solution of the problem even when the program is suboptimal, In a second step this first
solution will be criticized and modified in a tutorial dialog according to efficiency and stylistic standards.
So, replanning is stimulated later.

The GMR will be improved in the near future. Under development is a rule-composition learning
mechanism [7] which will be useful in improving the speed of the help system and in identifying preferred
solution schemes of users. Furthermore we plan to integrate a student model which acquires knowledge
about the results of the hypothesis testing process. This knowledge will be used to select those
programming proposals from solution space which contain problem solving schemes the user has used
successful in the past.

Our results can easily be generalized to domains where means or actions can be represented by tree-like
terms: recursive action sequences [8].

In the last part of the paper we will demonstrate that the GMR can be used to describe problem solving
behavior of novice programmers, It is shown that it is possible to map problem solving means like
verbalizations and programming actions into goals of the GMR. The semantics of these structured nodes
and their psychological " reality” will be a research topic in the future because this could ease the
development of explanation and dialog components of the PSM.

2. The Problem-Solving Monitor ABSYNT

A special variant of ITS are PSMs that are designed with respect to certain tasks the user should learn to
solve. They provide the learner with a problem-solving environment including helps but no curricular
component. ABSYNT belongs to this category. Its task domain is functional programming comparable to
pure LISP without the list-data structure. ABSYNT is a visual tree-like programming language (ABstract
SYNtax Trees) based on ideas published in german school [9] and university text books [10]. Further
motivation for the design of ABSYNT is given in [11], [12].
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Basic research dealing with the design of the system from a psychological point of view is described in
[13] - [17]. Figure 5 shows the interface of the programming environment when a student has programmed
a wrong "solution" of the problem even.

3. The Design of Helps in ABSYNT as a Twofold Synchronization Problem

The psychological efficiency of a PSM depends to a great extent on the quality of instructions and helps
built into the system [13]. To put it short: "When are helps useful and when are they distracting or
inhibiting."” The answer certainly dependends on the knowledge state of the problem solver and the state of
the problem solving process. Both content and application time of the information have to be chosen
carefully. Thus the design of helps is a paradigmatical research topic of cognitive and computer science
[18] - [24].

3.1 The Design of Helps when Acquiring Knowledge about the Semantics of the
ABSYNT Language

A necessary prerequisite of programming is some knowledge about the syntax and semantics of the
language. In the first period of our project we concentrated on the acquisition of semantic knowledge. The
semantics of programming languages can be defined in three ways [25]: (a) the operational approach, (b)
the denotational approach and (c) the axiomatic approach. We chose the operational approach because it
seemed to us more suitable for novices than the other approaches. The behavior of the ABSYNT interpreter
computing ABSYNT programs was represented by two-dimensional visual rules which served as
instruction and help material for ABSYNT users [16].

In a study of the instruction-based knowledge acquisition process [26] we found that the acquisition of
semantic knowledge could be described by a two-stage process:

1) Knowledge enlargement through impasse-driven learning (IDL) [27]
2) Knowledge optimization through success-driven learning(SDL) [28] - [31].

According to IDL- and SDL-theory and our results we have strong evidence that problem solvers prefer to
accept help information in problem solving situations where an impasse occurs. During the knowledge
optimization phase new information is usually ignored.
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3.2 The Design of Helps to Acquire Planning Knowledge when Programming in
ABSYNT

Even more important for the programming novice is a help system which embodies planning knowledge.
Here too, we face the twofold synchronization problem : content and application time of feedback
information <---> knowledge state of the student.

The present status of the help system implemented so far is a consequence of some postulates. The help
system should:

» diagnose goals, intentions and the knowledge state of the problem solver

. communicate new knowledge (helps) only in sensitive time periods, where the problem
solver is willing to accept such information [27]

. gather user data online to adapt the user model continuously
. embody expert knowledge to check user proposals and generate helps or solutions

. deliver only minimal information so that the student is able to leave the impasse
situation by improving his problem solving skills

. offer the environment to check various hypothesis about the usefulness of several parts of
the program

The Jast point is rather important, Contrary to some authors (e.g.[32]) we think that semantic errors often
can not be localized to a line. Most times the proposal of the user as a whole is inconsistent with the
problem due to its goal structure. Repairs should depend on those parts of the program which the user
wants to retain. So we developed our help system which is driven by hypotheses of the student about the
correctness or usefulness of program fragments. This interactive hypothesis driven approach is rather
different from other systems known from literature [32] - [37].

Our answer to the above described postulates is a help system based on the GMR. This relation can be
looked at as a rule-based inference system [38], a grammar [39], [40] or an AND/OR-Graph [41] with
structured nodes.

A small excerpt of the AND/OR graph for the goal even(Subgoal) is shown in figure 1. The square nodes
contain goals which correspond to ABSYNT operators or operands. The round shaped nodes are
parametrized goals or schemas which have to be further elaborated in the programming process. Because
nodes of the AND/OR graph can be parametrized for subgoals, the relation enables analysis and synthesis
of partial and total solutions.
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Figure 1

It is possible to derive rules from the graph. A rule consists of a source node (upper node in the graph),
sink node(s) and the connecting link(s). For demonstration purposes we marked two subgraphs in figure 1.
The corresponding rules are shown in "animation style" in figures 2a and 3.

Rule: "Planni ion on the L vel’

SUBGOAL
| SUBTREE
even |
NAVE SUBGOAL SUBTREE

(o)
(=]
=]
-

Constraint:
Higher operator é

NAME must have
the meaning of
the even

pradicate

Figure 2a
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IF the main goal is to program the even predicate which can be applied to a
subgoal
THEN the solution of this goal comprises the following steps:

. select for the root of the ABSYNT tree a higher operator with an optional NAME (e.g. foo)
which must possess the meaning (semantics) of the even predicate , cither as an already
programmed function or as an yet to be programmed function

. leave space in the worksheet of the ABSYNT environment for the yet to be programmed

subtree
AND
IF your next planning step is to program the subgoal
THEN the solution of this new goal is a subtree which can be inserted in the solution of the main
goal
Figure 2b
Rule: "Plannin ion on the Goal Level”
SUBGOAL true step_down_cne
SJBIGM |
avan ABSYNT stop_zero copst odd ABSYNT
TREE TREE
branching . /V'
&}
oY

IF the main goal is to program the even predicate which can be applied to a
subgoal

THEN the solution of this goal comprises the following step:

. leave space in the worksheet of the ABSYNT environment for the yet 1o be programmed

ABSYNT tree

AND

IF your next planning step creates the more differentiated AND-goal tree branching(...)

THEN the solution of this new goal is a ABSYNT tree which can be inserted in the solution of the
main goal

Figure 3
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This approach is different from other systems with similar aims [32] - [37]. Due to its flexibility it seems
to promise some positive consequences for the motivation of the problem solver and as will be described
below, for the acquisition of problem solving skills.

Our work rests on the impasse-driven learning theory (IDLT) [27], [30], [42]. When the student
programs a proposal, which is diagnosed by the ITS as wrong, s/he is trapped in an impasse. According to
IDLT s/he is now sensitive to acquire help information. This should be assimilated in an active act of
problem solving. So s/he has to propose an hypothesis about the usefulness of parts of her/his program.
The feedback of the system to this hypothesis can then be regarded as help information which can be used
by the student to circumvent his/her impasse.

Errors in functional programs are often difficult to localize. This is true for most nonsyntactic bugs. Often
the only possible diagnosis is : The goals various parts of the program compute are inconsistent with the
main goal. In figure 4a we have the impasse situation of a student. It is an inconsistent implementation of
the "even” goal. There are several possibilities to localize bugs and to repair this program. The

programmer's knowledge and beliefs can be used by our help system.

Figure 4a

The programmer has to put forward positive or negative hypotheses like: "] presume that this marked
subtree of the program can be embedded in a correct solution!" or "I suspect that this marked subtree can
not be embedded in a correct solution!"

S/he then has to mark this hypothesis with the mouse (bold lines in figure 4a). This corresponds to the
hypothesis: "Is it possible to embed this marked part of my proposal in a correct solution?”
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The system is able to generate complete solutions constrained to this hypothesis. In figure 4b we see the
1st and the 45th synthesized solution of the problem. To avoid passiveness of the problem solver and to
restrict the number of proposals the programmer actually sees only small parts of the complete feedback.

The first answer to the hypothesis is "Yes/No". If this does not resolve the difficulty, the student is given
more information on demand. S/he is asked to choose one of the nodes of the solution which has a link with
an embeddable hypothesis.

4. A Session with the Hypothesis-Driven Help System

To demonstrate the system we choose the impasse situation of figure 4a. Local patches and repairs led to
this program. The student knows from earlier steps of the hypothesis testing sequence that the complete
proposal is incorrect. The student suspects that the predicate is in error. He believes that the THEN and
ELSE-branch are correct. S/He marks her/his hypothesis according to figure 5. S/He receives the message ;
"No: Your hypothesis cannot be completed to a solution known by the system”,
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Because the student is quite certain that the recursion step in the ELSE-branch is correct s/he restricts her/his
hypothesis even further (Figure 6, upper window). Now, s/he sees the copy of the hypothesis in the
feedback window as a positive response (Figure 6, lower window).

The student knows that dependent on this hypothesis the error/errors are either in the predicate or in the
THEN-branch of the IE-THEN-ELSE operator. S/He can start to repair the program in the workbench
window (upper window). If s/he is still in an impasse, s/he can ask for further information. The hypothesis
contains two open links. The student can mark one of these links. S/he chooses the THEN-branch. The
feedback of the system is: the main operator of the THEN-branch could be the EQUAL-Operator

(Figure 7).

The student hopes that this was the only error. To affirm this belief it is up to her/him to propose further
hypotheses (e.g. Figure 4a). Now the student has some information to replan the program.
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5. Further Research Topics
5.1 The Psychological "Reality" of the Goals in the GMR

We are interested in the question whether the goals in the GMR are pure symbols or bear some
psychological reality [43]. In the latter case it would be possible to interpret the AND/OR graph of the
GMR as a problem space [44]. The problem solving process can be viewed as a path through the AND/OR
graph. This assumption is not unreasonable [45] but has to be further investigated. In figure 8 we have a
small excerpt of a problem solving protocol of a subject programming the "absdiff” problem.

Beginnin ver rotocol % iff" i

"Construct an ABSYNT program which returns the difference between two numbers as a positive value”

Segment Protocol

Number

1 Ok, first we put the parameters, with the - values

2 then a minus-operator node --

3 and now -- ah, now we take the if-then-else node.

4 Then, if the result is negative,

5 then you can multiply by minus 1, - I am not sure if we can do that with this node, but
6 and when the result is positive, then - you just say minus -

7 hm - now we only have to decide, how does he decide between minus and plus --

8 if it is negative,

9 then we have times minus 1,

and else - nothing, just take the result
- how can we reach a decision here - how can he do that, with minus --

JE——
L

The screen remains empty during this sequence.

Figure 8

The protocol is partitioned into episodes which are mapped into the AND/OR graph of the GMR (figure 9).
If this mapping could be done automatically as proposed by [46] the quality of helps could be improved due
1o information about the intentions of the problem solver.
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branching...

Screen is empty.

Figure 9
5.2 Rule Composition and Solution Schemas

As can be seen from figures 2 and 3 the planning rules are highly standardized. It is easy to use the learning
mechanism of automatic rule composition [7] to speed up the system and diagnose typical problem solving
schemes in only a few steps.

5.3 Individualized Helps and Student Models

To restrict further the number 0}' alternative solution proposals we need a user model which filters the
proposals, so that the feedback information is helpful and does not generate new subproblems. This can be
achieved by storing the hypothesis, their results and the corresponding actions and repairs of the problem
solver.

5.4 Further development of the Planning Helps

The present implementation of the help system shows feedback only on the language level . In the near
future these "low level” helps will be accompanied by "high level” helps on the goal level.
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